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The size of the mechanical contact between nanoscale bodies that are pressed together
under load has implications for adhesion, friction, and electrical and thermal transport
at small scales. Yet, because the contact is buried between the two bodies, it is challeng-
ing to accurately measure the true contact area and to understand its dependence on
load and material properties. Recent advancements in both experimental techniques and
simulation methodologies have provided unprecedented insights into nanoscale contacts.
This review provides a detailed look at the current understanding of nanocontacts.
Experimental methods for determining contact area are discussed, including direct meas-
urements using in situ electron microscopy, as well as indirect methods based on meas-
urements of contact resistance, contact stiffness, lateral forces, and topography.
Simulation techniques are also discussed, including the types of nanocontact modeling
that have been performed and the various methods for extracting the magnitude of the
contact area from a simulation. To describe and predict contact area, three different the-
ories of nanoscale contact are reviewed: single-contact continuum mechanics, multiple-
contact continuum mechanics, and atomistic accounting. Representative results from
nanoscale experimental and simulation investigations are presented in the context of
these theories. Finally, the critical challenges are described, as well as the opportunities,
on the path to establishing a fundamental and actionable understanding of what it means
to be “in contact” at the nanoscale. [DOI: 10.1115/1.4038130]

1 Introduction

1.1 The Concept of Contact and the Outline for This
Review. From a continuum mechanics perspective, the definition
of “contact” is a location at which the distance between two
bodies is exactly zero. From an atomic perspective, the notion of
contact is ambiguous; atoms exert forces on other atoms, which
depend on their separation distance and their electronic bonding
configuration. In real-world devices and technologies, the concept
of contact area is relevant for understanding the functional prop-
erties of interfaces; yet this quantity is difficult to precisely mea-
sure or even define. There has been a significant amount of
investigation into this topic in recent years, with major break-
throughs enabled by developments in experimental measurement
techniques and simulation methodologies. However, open ques-
tions remain related to the fundamental meaning of contact at the
nanoscale. There are significant challenges and opportunities in
this important field, and further research is needed to develop a
comprehensive understanding.

This review paper is focused on contact between nanoscale
bodies, called nanocontacts. Here, a nanocontact is defined as a
contact where the global geometry (ignoring roughness) of one or
both bodies has characteristic dimensions that are less than
100 nm. A very common example is the nanoscale tip of the sharp
probe that is used in scanning probe microscopy (SPM) and other
nanoprobe-based applications, but similarly sized contacts are
found in many applications containing nanowires and nanopar-
ticles. Further, it is worth noting explicitly that the dimensions of
the contact are often much smaller than the dimensions of the
bodies.

First, the present section presents the relevance of nanocontacts
for practical applications, in fundamental science and as model
systems for large-scale contacts. The following two sections focus
on approaches that have been used for measuring the contact area

between nanoscale bodies using experimental methods (Sec. 2)
and atomistic simulation techniques (Sec. 3). In Sec. 4, different
theories of nanocontact are presented that have been proposed to
describe and predict contact area, with examples of support for
each theory from experiments and simulations reported in the lit-
erature. Finally, Sec. 5 presents a summary of the review and an
outlook for the field, with discussion of critical questions that
remain as opportunities for future research.

1.2 Relevance of Nanoscale Contacts

1.2.1 Technological Applications. Understanding and predict-
ing the size of a nanocontact as it forms, evolves, and then sepa-
rates under load has significant implications for engineering
applications—especially in materials characterization; nanomanu-
facturing; and nanodevices (see Fig. 1). For example, scanning
probe microscopy approaches to materials characterization (such
as spatial properties mapping [1–6]) rely on knowledge of the tip/
sample contact for accurate analysis of properties and for achiev-
ing high spatial resolution. Even SPM techniques that do not
depend explicitly on the value of contact area (such as electro-
chemical strain microscopy [7] and piezoresponse force micros-
copy [8,9]) could be made more quantitative and could achieve
better spatial resolution with accurate knowledge and control of
the real-time contact area. In nanomanufacturing, there are many
tip-based techniques [10] (including scanning anodic oxidation
lithography [11], reversible nanopatterning of metal–insulator
transitions [12], and thermal scanning probe lithography [13])
where the size of the tip/sample contact determines the resolution
of patterned features. Additionally, precise understanding and
control of nanoscale adhesion (which is related to the true contact
area) are required for contact-based nanomanufacturing techni-
ques, such as nanoimprint lithography [14] and pick-and-place
manufacturing [15]. In nanodevices, such as electromechanical
devices and switches [16,17], the true area of contact determines
current flow in the nanodevice such that the mechanics of the con-
tact determine device properties.
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1.2.2 Scientific Relevance. Understanding the behavior of
nanocontacts is also critical from a fundamental science perspec-
tive. For example, the atomic-scale origins of Amontons’ laws of
friction are still being actively explored [19–21], and nanocontacts
represent a way to study friction under extremely well-controlled
conditions. In some treatments, the friction force is assumed or
shown to be proportional to the true area of intimate mechanical
contact [20,22], while in others, the true area of contact is not
treated as a significant parameter at all [19]. Several small-scale
experiments have investigated this question, but it remains diffi-
cult to directly and independently measure nanoscale contact area
to verify assumptions. As another example, there are significant
questions about the transport of electrons and phonons through a
nanocontact. While electrical properties of metal nanowires or
nanobridges have been well studied (see Sec. 2.1), the same
understanding does not exist for arbitrary dissimilar contacts that
do not form a wire-like bridge between them. In all cases, it would
be beneficial to have a clear, independent understanding of load-
dependent contact area in order to measure the relationship
between contact geometry and electronic and phononic
interactions.

1.2.3 Single Asperities as a Model System for Larger Con-
tacts. Research on individual nanoscale asperities is also moti-
vated by the importance of understanding large-scale contacts
between materials. In general, most scientific systems and engi-
neering applications are comprised of more than one material
component, and it is often the interface between two materials
that determines some element of performance. A key challenge
with understanding these interfaces is that most real surfaces, in
both engineering applications and in nature, are inherently rough.
This means that the overall contact is made up of many smaller
contacts between protruding surface features, or asperities. Many
continuum models exist to describe the effects of roughness on
properties (see Sec. 4.2). Some of these models [22–26] rely on
the assumption that a rough contact can be described as a statisti-
cal collection of individual asperities. Others [27–30] do not make
this assumption, but still assume that continuum mechanics
applies all the way down to the smallest scales of contact. All of
these models would benefit directly from a clearer understanding
of contact at the nanoscale, and how parameters like contact area
depend on load, material properties, and environmental
conditions.

1.3 Defining Contact at the Nanoscale: Apparent and
True Contact Area. The size of a contact between two bodies is
typically quantified in terms of its area, i.e., contact area. How-
ever, even this simple term has multiple possible meanings. The
apparent (also called nominal) contact area is defined by the
global dimensions of the bodies in contact, while the concept of
true (also called actual or real) contact area is defined by the
region(s) where intimate mechanical contact is achieved. On the
macroscopic scale, the difference between these is typically

attributed to surface roughness, and the true contact area can be
more than 100,000 times smaller than the apparent area [31].
These concepts are illustrated schematically in Fig. 2. In a macro-
scale contact with microscale surface roughness, the true contact
area is typically assumed to be the sum of the contact areas of the
individual asperities on the surfaces. However, the concept of
apparent and true contact area can also be applied to an individual
nanoscale asperity. In this case, the definitions are not entirely
agreed upon. It was originally assumed (and is implicit in the
work of Archard [32] and Greenwood and Williamson [22]) that,
for a single-asperity contact, the true and apparent contact area are
identical. More recently, atomistic simulations of single-asperity
contact [33–36] showed that the contact may still be discontinuous
due to atomic corrugation. In view of this, the true contact area
can be defined by the atoms that are directly interacting across the
interface. The apparent area of contact for an individual asperity
might be the area predicted by a continuum mechanics model for
those conditions of materials, load, and geometry—or it may be
some sort of two-dimensional geometric shape (such as a circle or
a polygon) in the plane of contact, which includes all atoms that
are in true contact. These definitions are further discussed later in
this review.

2 Experimental Methods for Measuring the Area
of Nanocontacts

The buried nature of a contacting interface makes direct, accu-
rate measurement of contact area in experiments a substantial
challenge. In various investigations, nanoscale bodies were
brought into contact under controlled conditions, and then contact
area was determined using one of two approaches: (1) measuring
one or more properties of the contact as an indirect measurement
of contact area or (2) imaging the contact during loading to
directly observe the contact size. This section will report the vari-
ous techniques that have been used for measuring contact area;

Fig. 1 Technological applications where contact area matters, including (a) characterization, (b) nanomanufacturing, and
(c) nanodevices. (Image (a) reproduced with permission from Li et al. [18]. Copyright 2011 by American Physical Society.
Image (b) reproduced with permission from Garcia et al. [10]. Copyright 2004 by American Chemical Society. Image (c) repro-
duced with permission from Loh and Espinosa [17]. Copyright 2012 by Nature Publishing Group)

Fig. 2 Conceptual illustration of contact at different length
scales, ranging from the macroscale, where the true contact
area can be viewed as the summation of the contacts from
many asperities in the interface, to the nanoscale, where indi-
vidual atoms may contribute and the concepts of true and appa-
rent contact area are less well defined
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the generalization of measured results for predicting and under-
standing contact area will be discussed in Sec. 4.

2.1 Indirect Methods for Measuring Nanoscale Contact
Area. While contact area is difficult to directly determine, the
functional properties of a contact can be straightforwardly meas-
ured, even at the nanoscale. Measurable properties that have been
used to infer contact size are: electrical and thermal contact resist-
ance; normal contact stiffness; lateral stiffness and friction forces;
and the measured surface topography. Examples of each of these
are shown in Fig. 3 and described in Secs. 2.1.1–2.1.4.

2.1.1 Measuring Contact Area Using Contact Resistance. As
early as 1939, Bowden and Tabor [31] were using electrical con-
tact resistance to understand macroscale contact. It was used to
distinguish between the concepts of true and apparent contact
area, which were described above. If the contact is assumed to be
circular and continuous, with interfacial contaminants or oxides
neglected, then it is modeled as an electrical constriction whose
size determines the electronic transport through the contact. The
exact dependence varies based on the relative size of the radius of
the contact compared to the mean free path of an electron in the
material, L. This comparison requires knowledge of the mean free
path, which can be found in reference texts or can be calculated
for metals according to [42]

L ¼ mvF

ne2q
(1)

where m and e are the mass and the charge of an electron, respec-
tively, vF is the Fermi velocity, n is the free electron density in the
material, and q is the bulk resistivity. The value of the electron
mean free path in common metals ranges from 4.1 nm in tin to
52.3 nm in silver [42].

When the contact diameter is much larger than the mean free
path (the diffusive or Maxwell limit), the contact resistance is
dominated by the spreading resistance on either side of the con-
striction. The total constriction resistance (which is twice the
spreading resistance on each side) varies linearly with the contact
radius a according to [42]

Rcontact; diffusive ¼
q

2a
(2)

If the two materials are dissimilar, then q is replaced by (q1þ q2)/
2 where the subscripts 1 and 2 designate the two materials in con-
tact. When the contact diameter is much smaller than the mean
free path of an electron, the contact resistance is given by [42]

Rcontact; ballistic ¼
4qL

3pa2
(3)

In the intermediate regime, where L� a, a linear combination of
the two is used [42]

Rcontact; intermediate ¼ C
q

2a

� �

þ 4qL

3pa2
(4)

where C is a function of L/a, which varies from 1 to 0.694.
The equations above are often referred to simply as the electrical

contact resistance. In the case of self-mated contacts in vacuum,
which form a spontaneous wire-like bridge, this is the only source
of electrical resistance from the contact. However, in the more gen-
eral case of dissimilar materials that may contain surface layers of
modified composition (e.g., oxides or contaminants), there is an
additional contribution to the resistance that is measured across the
interface. For instance, a thin insulating film will require electron
tunneling, and will severely limit current flow. The spreading

Fig. 3 Various property measurements have been used as indirect measures of contact area. (a) The electrical conductance of
an atomic-scale gold contact was measured at a temperature of 4.2 K. Reproduced with permission from Agrait et al. [37]. Copy-
right 2003 by Elsevier. (b) The thermal contact resistance was measured between a flattened silicon probe tip and a tetrahedral
amorphous carbon surface. Reproduced with permission from Gotsmann and Lantz [38]. Copyright 2013 by Nature Publishing
Group. (c) Normal contact stiffness was measured for three different silicon SPM tips against a fused quartz substrate. Repro-
duced from Kopycinska-M€uller et al. [39]. Copyright 2006 by Elsevier. (d) Both the lateral contact stiffness of the sticking contact
and the friction force of the sliding contact have been measured for a silicon nitride tip against a muscovite mica surface.
Reproduced from Carpick et al. [40]. Copyright 1997 by American Institute of Physics. (e) The topography of a polymer surface
has been measured and used to compute the power spectral density of the surface; the reduction in resolution at small wave
vectors is attributed to the size of the contact. Reproduced with permission from Knoll [41]. Copyright 2013 by American Chemi-
cal Society.
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contribution to resistance and the material contribution to resistance
can be viewed as a system of resistors in series, and therefore can
be summed to compute the total value that will be measured. If the
contributions are expected to be very different, the largest value of
resistance will dominate the overall system and can be used as an
approximation of the total resistance across the interface.

2.1.1.1 Electrical contact resistance measured using mechan-
ically controllable break junctions. There has been extensive
characterization of the electrical properties of ultrasmall contacts
of gold and other metals (as reviewed in Ref. [37]). A common
method for studying these contacts employs mechanically control-
lable break junctions. In these, a small metal wire is pulled to the
point of breakage, typically under ultrahigh vacuum and near-zero
temperature. The two sides are then brought slowly back into con-
tact while measuring the electrical transport. The two opposing
sides are thus matched and unpassivated and meet at an extremely
small point. In many cases, they spontaneously weld to form a
nanojunction, and further deformation (in compression or tension)
changes the electrical conductance through this narrow neck.
Many investigations have precisely measured conductance
through these atomic-sized contacts [37]. The measured contact
conductance (the inverse of resistance) is quantized and these con-
ductance jumps can be interpreted as “the contact changing size
by approximately the area of one atom” [37].

Because these tests form a narrow wire-like bridge, they pro-
vide an excellent way to measure the contribution to resistance
from the constriction. However, because these break junctions are
ultraclean, self-mated, and geometrically and crystallographically
matched, they may be unrepresentative of typical nanocontacts. In
the more common case, the bodies forming a nanoscale contact
will not be commensurate, will be oxidized or otherwise passi-
vated, may be of dissimilar materials, and often experience diffu-
sion and environmental interactions.

2.1.1.2 Electrical contact resistance measured using scanning
probe microscopy. Because of the versatility of SPM, it has been
very widely used to characterize surface and material properties
and to create well-controlled nanoscale contacts. In SPM, the
materials, size, shape, and environmental conditions of the contact
can be customized, and it can therefore be a very accurate repre-
sentation of nanocontacts in technological applications. Several
investigations [43–46] have measured the resistance through the
tip/sample contact as a direct measure of contact area, assuming
only a spreading contribution to resistance (i.e., Eq. (3)). One
investigation [47] showed qualitatively the effect of the materials
contribution to resistance. More recently, a method was demon-
strated to quantitatively treat the contribution of an oxide using
the Fowler–Nordheim tunneling model [48]. Fitting the model to
measured data enables the calculation of what the authors call an
“electrical contact area.”

2.1.1.3 Thermal contact resistance measured using scanning
probe microscopy. There has been limited investigation of ther-
mal contact resistance as an additional method for measuring the
contact size. Many of the same concepts apply between electrical
and thermal contact resistance, except that heat can be carried by
electrons and phonons, which will have different mean free paths
and exhibit different scattering behavior. Gotsmann and Lantz
[38] have measured thermal contact resistance between a flattened
silicon SPM tip and a tetrahedral amorphous carbon surface as a
function of load and tip size. The results are fit using a model that
assumes quantized thermal transport through individual atomic
regions such that the measured thermal conductance scales with
the true area of contact.

2.1.2 Measuring Contact Area Using Normal Contact Stiff-
ness. In scanning probe microscopy, the cantilever can be actuated
statically or dynamically to measure the force–displacement rela-
tionship, the derivative of which yields the instantaneous stiffness
of the system [49]. The total system stiffness can be mechanically

analyzed as springs in series. By mathematically accounting for the
stiffness of the cantilever and other contributions from the system,
the stiffness due to the contact itself can be computed. The stiffness
of the contact is a function of the mechanical properties of the
materials in contact, and also of the size of their contact. Prior
investigations have assumed smooth spheres in linear-elastic con-
tact and applied the Hertz model (discussed in Sec. 4.1) to describe
the contact stiffness kcontact as [50]

kcontact ¼
@F

@d
¼ 2aE� ¼ 2

ffiffiffi

p
p E� ffiffiffi

A
p

(5)

where F is the force, d is the distance, A is the area of the contact,
and E* is the effective elastic modulus. The effective elastic
modulus is a function of the elastic modulus, E, and Poisson’s
ratio, �, of each of the two materials: E� ¼ ½ðð1� �21Þ=E1Þ
þðð1� �22Þ=E2Þ��1

. Therefore, in this model, the stiffness is
directly proportional to the contact radius and thus directly pro-
portional to the square root of contact area. It has been shown
[51,52] that Eq. (5) applies to all smooth, rigid, rotationally sym-
metric bodies in elastic contact. For larger loads, and other pris-
matic bodies (such as a pyramid or triangular prism), only a slight
modification is required [53]

kcontact ¼
@F

@d
¼ b2aE� ¼ b

2
ffiffiffi

p
p E� ffiffiffi

A
p

(6)

where b is a correction factor that is near unity, but can vary up to
about 10%. As with contact resistance, there may be additional
contributions to stiffness due to materials factors, including differ-
ent mechanical properties of oxide and/or contaminant films, and
also the stiffness of interatomic interactions across the actual
interface. None of these is included in Eqs. (5) and (6). Unlike
resistors in series, to compute the total stiffness of a system of
springs in series requires summing the inverses of the original
components and inverting the result. Therefore, it is the lowest
value that will have the dominant contribution.

Under these assumptions, force–distance measurements taken
with the SPM have been analyzed to extract the contact area [54].
Also, techniques have been developed to dynamically oscillate a
cantilever (such as atomic force acoustic microscopy [1,2,55,56]) to
determine the instantaneous stiffness at a certain load, and/or to use
multifrequency oscillation to collect data using multiple resonances
simultaneously [57]. The majority of these techniques are used for
modulus measurement and mapping—under the assumption that
the tip’s “shape function” (Acontact¼ f(d)) can be precalibrated on a
reference material. However, if the mechanical properties of the
material are known or assumed, then contact stiffness can be used
as an indirect measure for the contact area [39,45].

2.1.3 Measuring Contact Area Using Lateral Contact Stiff-
ness and Friction. Measurements of lateral forces have also been
used as an indirect measure of contact area. For a sticking contact,
for which sliding has not yet initiated, the lateral contact stiffness
can be computed as the derivative of the lateral force–displacement
curve (in direct analogy to the normal stiffness, discussed in Sec.
2.1.2). The lateral stiffness of a Hertzian contact is given by [58]

kcontact;lateral ¼ 8aG� (7)

where G* is the effective shear modulus, given by G�

¼ ½ðð2� �1Þ=G1Þ þ ðð2� �2Þ=G2Þ��1
. This has been applied to

scanning probe microscopy measurements of lateral stiffness to
determine contact area [45,46,59]. Just like normal stiffness, there
will be additional contributions to lateral stiffness due to materials
factors, such as the interatomic interactions, and those contributions
can be even more significant for lateral stiffness [60]. Further, lat-
eral contact stiffness is typically much smaller than the normal stiff-
ness [61], and it has been reported that lateral stiffness may actually
be unrealistically small for nanoscale contacts [34,62]. Equation (7)
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can be modified for a partially slipped contact [63–65], in which
some region along the perimeter has slipped to relieve the stress
singularity that is predicted by continuum mechanics [66] while the
central region is still static. This situation has been explored experi-
mentally with larger contacts [67].

For sliding contacts, the behavior is governed by sliding friction
and dissipative forces, so the concept of lateral stiffness no longer
applies. Here, it is often assumed that the friction force Ffriction is
directly proportional to the true contact area, according to the
assumption originally proposed by Bowden and Tabor [31], with
a constant of proportionality that is equal to the shear stress s of
the interface. In this case, the area of contact can be computed
directly from lateral force measurements

Ffriction ¼ sA (8)

In this way, the contact area has been directly extracted from
quantitative sliding friction tests [59,68]. There is an excellent
body of investigation into the connection between area and fric-
tion for atomically flat surfaces (as reviewed in Ref. [69]). Yet it
is not yet clear how to apply these insights to the general case of
curved nanocontacts.

2.1.4 Measuring Contact Area Using Topography Measure-
ments. A novel way to determine contact area was devised by Knoll
[41] for use on hard/soft contacts. For a soft polymer substrate where
the statistical roughness was already known, the “blurring” of the
measured topography was quantitatively connected to the area of
contact. Because the soft polymer conforms to the hard scanning tip,
the polymer’s topography cannot be locally sampled on scales
smaller than the contact area. Thus, the tip/sample contact is
assumed to act as a moving average filter for surface topography.
The power spectral density of the topography (which is the square of
the Fourier transform [70,71] and which decomposes the topography
into contributions from different size scales) shows that there is a
decay in the contribution to roughness at the small scales. By treating
the measured topography as a convolution between the actual surface
roughness and the shape of the contact, the measured power spectral
density can be fit to determine the contact size [41].

2.1.5 Complications With Indirect Measures of Nanoscale
Contact Area. For all indirect measurements of contact area using
contact properties, a model must be used to extract the contact area
from the measurements. These models rely on significant assump-
tions about the materials, properties, and shape of the contact, which
are discussed in more detail in Sec. 4. Many of these methods
assume that the bodies in contact have the shape of a smooth well-
defined geometric function (e.g., sphere, rotationally symmetric
power-law, etc.), and therefore the area of contact is a single continu-
ous surface. To a certain extent, this type of shape assumption can be
supported through careful characterization of the contacting bodies
using electron microscopy before and/or after testing (see Ref. [72]
and references therein for more details). However, surface roughness
on either or both bodies can contribute to the formation of a multi-
asperity contact, in which case the direct application of the above
models is not straightforward.

For spreading contact resistance in the ballistic regime and for
sliding friction, one might make the assumption that a multi-
asperity contact behaves as a system of resistors or superposed
forces, respectively. In these cases, a multi-asperity contact can
still be analyzed with the same type of model. For N individual
resistors, the total resistance Rtot will still be inversely propor-
tional to the total true area of contact, as follows:

Rtot;ballistic ¼
X

N

i

1

Ri

 !�1

/
X

N

i

Ai

 !�1

¼ Atot
�1 (9)

Likewise, for sliding friction, under the assumption that the fric-
tion force is directly proportional to area, the forces from individ-
ual contacts can be summed such that

Ftot;friction ¼
X

N

i

Fi ¼ s
X

N

i

Ai ¼ sAtot (10)

However, even under these assumptions, the variation of contact
area with changes in applied load will be very different for multi-
asperity contacts as compared to single-asperity contacts. For
instance, the Hertz model predicts a sublinear increase in contact
area with load (see Sec. 4.1), while multi-asperity contacts are typi-
cally modeled with a linear dependence of contact area on load (see
Sec. 4.2). Further, for a multi-asperity contact, Eq. (9) will cease to
apply if the individual contact radii should exceed the electron mean
free path such that the spreading resistance becomes important.

In the case of a multi-asperity contact, the contact area cannot
be determined from the contact stiffness (normal or lateral). The
total stiffness of a system of springs in parallel will combine addi-
tively. Under the assumption of well-behaved (e.g., circular) con-
tact spots, where A / a2, then

ktot ¼
X

N

i

ki /
X

N

i

ai /
X

N

i

ffiffiffiffiffi

Ai

p

(11)

The sum of individual contact diameters has been termed the con-
tact length [73]. Because the individual contacts will vary in size,
nothing can be said about the total contact area from the sum of
the radii of the contacting spots. Electrical and thermal contact
resistance in the diffusive regime will also scale with contact
length for multi-asperity contacts. Finally, the method of topogra-
phy measurements (Sec. 2.1.4) also will not work to determine
contact area in the multi-asperity regime because the measured
topography represents the convolution of the actual topography
with multiple individual contacts of unknown size.

An additional complication of many experimental measure-
ments is the effect of capillarity on nanocontacts. For tests con-
ducted in an ambient environment, water is adsorbed on the
surfaces of both bodies and water also exists at a certain partial
pressure in the intervening gases. The presence of the water can
alter contacts in a variety of ways. First, for a single, smooth con-
tact, water will add an additional adhesive component due to sur-
face tension and the Young–Laplace effect. This acts as an
additional load, and can increase the area of solid–solid mechani-
cal contact beyond what would be expected for a dry contact. Sec-
ond, the fluid will add some additional area, surrounding the
solid–solid contact, which is in solid/fluid/solid contact. This will
likely add additional channels for electrical or thermal transport,
which will alter the measured contact resistance. Third, during the
formation of the contact, it has been shown [74] that water can
exhibit strong confinement effects at the nanoscale. Before the
last few monolayers are squeezed out, they may add an additional
component to the stiffness and may prevent intimate contact
between the solids. For bodies that contain surface roughness, it is
even less clear how to account for the effect of capillarity on con-
tact, and it will likely depend on the details of topography and on
the models that are assumed.

2.2 Direct Methods of Measuring Contact Area Using
Imaging

2.2.1 Nanocontacts Explored Using Transmission Electron
Microscopy. For macroscale contacts, one or both bodies can be
made transparent and the contact can be directly visualized using
reflected or transmitted light through one of the bodies [75–77].
This yields a measure of contact area at the scale of the micro-
scope resolution, but cannot give information about finer scales.
The same approach cannot be directly applied to nanocontacts
because of limits on the lateral resolution of light. Instead, nano-
contacts have been examined using side-view in situ electron
microscopy techniques. Gold nanojunctions, similar to those
investigated as mechanically controlled break junctions, have
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been studied using direct electron imaging in a transmission elec-
tron microscope (TEM), as shown in Figs. 4(a)–4(c).

The deformation of the spontaneously welded neck has been
directly observed during compression and tension [81–83], as has the
thinning to an atomic chain before separation [84,85]. Similar neck-
ing and wetting-type behavior have been observed for large (but still
nanoscale) contacts of gold [78]. A separate microelectromechanical
systems-based setup has been used to directly observe contact upon
adhesive and lateral loading of this type of welded junction [86,87].

In in situ TEM experiments designed specifically to study nano-
contacts, the load resolution of SPM was established in the TEM
to investigate dissimilar contacts that do not undergo spontaneous
welding [88]. This apparatus has been used to quantitatively char-
acterize the out-of-contact geometry of the SPM tip, as well as to
measure the corresponding adhesion [89–91], wear [88], and elec-
trical [80] properties. These studies show that, in the general case,
there is not fusion of the opposing bodies, but instead, the original
interface remains distinct (as shown in Fig. 4(d)). In all cases, in
situ TEM provides a way to measure the geometry of the bodies,
as well as their structure, and composition. During contact, side-
view images can be used to compute the diameter of the contact
and, under certain assumptions, its contact area.

2.2.2 Complications With Direct Measures of Nanoscale Con-
tact Area. Direct assessment of contact area eliminates the need
to assume a functional dependence of a measured property on
contact area (which requires significant assumptions about the
shape, size, composition, and structure of the bodies in contact).
However, the in situ experiments add their own constraints and
assumptions. First, the measurements are typically slow and time-
and resource-intensive, which precludes performing a very large
number of repetitions for statistical analysis. Second, to be imaged
in the TEM, the samples must be thin enough to be electron trans-
parent (less than approximately 100 nm in thickness) and conduc-
tive enough to avoid significant charge build-up under the
electron beam [92]. Third, the energetic electron beam used for
imaging can inadvertently change the behavior of the materials
under study: changing their mechanical properties [93,94], or
decomposing or contaminating the material [92]. Fourth, for non-
welding contacts, the measurement of the contact diameter is lim-
ited by imaging resolution and TEM artifacts, as well as by
apparent overlap between the contacting bodies due to slight out-
of-plane shifts. Fifth, only a 2D projection of the contact is visible
in the TEM and the ability to tilt is typically limited. Therefore,
assumptions must be made about the shape and extent of the con-
tact size in the direction parallel to the imaging beam.

3 Simulation-Based Methods for Measuring the Area
of Nanocontacts

Experimental measurements of nanocontacts can be comple-
mented by atomistic simulations, where each atom in the tip apex
and near-contact substrate material is modeled explicitly. Such
simulations can provide information about the origin of experi-
mentally measured properties and trends, and about what happens
in the “buried interface” between the tip and substrate as the con-
tact forms, evolves, and separates. This section first reviews meth-
ods that have been used for modeling nanocontacts and then
describes how those simulations have been used to calculate con-
tact area.

3.1 Simulation Methods. The most commonly used atomic-
scale simulation methods for studying nanocontacts are simula-
tions based on empirical models (also called potentials or force
fields). These models describe the energetic interactions between
atoms as a function of their type and distance from one another
using empirical expressions, thereby enabling simulation of larger
systems than would be accessible with first-principles calcula-
tions. Using empirical models, nanocontacts have been studied
using two types of simulations: molecular statics and molecular

dynamics. The former uses numerical algorithms to find the near-
est minimum-energy configuration. Molecular statics simulations
are very fast and efficient, but the minimum energy configuration
identified may be a local, as opposed to global, minimum energy
state. In molecular dynamics, the atom positions evolve through
time, with their movement determined by Newton’s laws com-
puted using the empirical potential and the simulation time-step.
This is a more computationally expensive approach than molecu-
lar statics, but it allows the system to sample a larger set of config-
urational spaces and enables the simulation to capture dynamic
processes. Both approaches have been used effectively to explore
nanocontacts.

Typically, atomistic simulations of nanocontacts have consisted
of a model of the apex of an SPM tip and the near-contact sub-
strate material. Such models are often designed to capture the key
aspects of a specific experimental system. The most important fea-
tures of the model in terms of accurately capturing the key physics
of a nanocontact are: (i) the atomic interactions within and
between the tip and substrate that capture materials and material
properties, (ii) the size, shape, and other features of the tip and
substrate, and (iii) operating conditions including load and, in the
case of molecular dynamics, speed, and temperature. This section
reviews the most common approaches for modeling each of these
aspects. Note that this review is focused on simulations of single-
asperity contact and does not include methods for modeling con-
tact between nominally flat surfaces with roughness.

3.1.1 Defining Atomic Interactions. The size of a nanocontact
is significantly affected by the elastic response of the bodies in
contact. This means that the atomistic model must accurately
describe the materials in the tip and the substrate to correctly cap-
ture nanocontact behavior. Materials are typically described in
these simulations by an empirical model of the energetic interac-
tion between the atoms in the system, and there are different
empirical models applicable to different types of materials. The
simplest is a generic potential, such as Lennard–Jones, where the
model is not expected to capture real material properties (e.g.,
elastic or thermal properties), but can give insight into general
trends of nanocontact behavior [33,34,95]. Such models are typi-
cally very computationally efficient, enabling large-scale systems
to be modeled in a relatively short amount of time. Alternatively,
empirical models have been used, which are specifically designed
to capture the interactions within a given material of interest. This
can be challenging due to the wide range of materials from which
tips and substrates can be made (or coated). Further, accurate
models of some materials can be very computationally expensive,
limiting the size of the system that can be studied. However, real-
istic material models are needed to accurately model a specific
experimental measurement. Most nanocontact simulations of real
materials have focused on metallic, silicon-based, or carbon-based
materials. Metals without oxide and in a vacuum have been mod-
eled accurately and relatively quickly using the embedded atom
method (EAM) [96,97], making this an ideal material for simula-
tion study. However, many scanning probe experiments have been
performed with carbon- or silicon-based systems. Such materials
have covalent bonds and are best described by potentials that
include the bond order of atoms and so capture the formation and
breaking of covalent bonds. Examples of reactive potentials used
in nanocontact studies include Tersoff [98] for silicon-based mate-
rials and AIREBO [99] for carbon-based materials.

Nanocontact behavior is determined by the response of the
materials within the tip and substrate, as described in the previous
paragraph, but also the strength of the interactions between the tip
and substrate. If the tip and the substrate are the same material, or
the assumption is made that there is material transfer after the first
contact such that subsequent contacts occur between the same
material, then whichever potential is chosen to capture interac-
tions within the tip, and substrate will also be used to describe
their interaction. However, if the tip and substrate are different, as
is often the case in an SPM context, the model must include a
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cross potential that describes the interactions between dissimilar
atoms. If the tip and substrate are similar material types, then the
cross-potential may already be well defined. For example, EAM
potentials that accurately describe the interactions between many
different metals are available [100]. However, in some cases, the
best potential form for the tip is not the same as that for the sub-
strate. For example, a metal-coated tip may be modeled using
EAM while the graphite substrate on which it slides is best mod-
eled using AIREBO. In this case, researchers often rely on a
generic potential to describe tip–substrate interactions [101,102].
If experimental pull-off force or work of adhesion data is avail-
able for the system being modeled, the generic potential parame-
ters may be tuned to match the experiments [103]. Specifically,
the strength of the interaction is adjusted until the simulation-
calculated pull-off force or work of adhesion is matched to that
measured in a corresponding experiment.

3.1.2 Defining Model Size, Shape, Crystallinity and Surface
Features. Once the interaction models are defined, the next step is
typically to create the initial configuration of the tip apex and
near-contact region of the substrate. The geometry of the contact-
ing bodies plays a critical role in determining the behavior of a
nanocontact and is therefore important to model accurately. Often,
one of the bodies is modeled as ideally flat, based on the assump-
tion that one nanoscale body is smaller than the other, and that the
larger body can be reasonably approximated as flat. Thus,
the design focus for the model geometry is often on the body with
the smaller radius of curvature, which, in the case of an SPM con-
tact, is the nanoscale apex of the probe. In cases where a TEM
image of the tip is available, the model is created such that it cap-
tures the geometry of the TEM profile as closely as possible (see
Fig. 5). One approach to extrapolate the 2D profile to a 3D volume
is to use the method of disks [88,104]. In this method, the width
of the tip at each vertical position on the 2D TEM image is
assumed to be the diameter of a circle that defines the 3D geome-
try of a surface [103]. A more common alternative is the simpler

approach of approximating the tip as a well-defined geometric
shape—typically a paraboloid [88,105,106] or a hemisphere
[34,107,108]. Other authors have assumed that the radii of curva-
ture of the two bodies are large enough that the contact is effec-
tively between two flat surfaces [109], or used a geometry such as
a truncated cone to capture that assumption [18,110]. These latter
assumptions simplify the model system significantly, but in some
cases, will sacrifice fidelity to the experimental measurement.
Finally, the overall size of the system must be chosen to minimize
computation time while not significantly modifying the expected
mechanical behavior, as discussed in Ref. [111].

For crystalline materials, the response of a nanocontact to load
is dependent on the crystallographic orientation of the materials
relative to the loading direction [107]. Where crystallographic
information is known—for example, from experimentally meas-
ured diffraction patterns or visual analysis of a TEM image—then
the model can be designed correspondingly [103,112]. Figure 5(c)
shows a cross section of a model silicon SPM tip, where the crys-
tallographic and loading directions are matched to those of the
experimental images in Fig. 5(a). Some models explicitly include
grain boundaries [89,113], which further improves the accuracy of
the simulation for some materials. Other features that have been
included in nanocontact simulations are near-surface material
amorphization [103] and oxygen or hydrogen surface termination
[106,107,112–114]. Finally, in cases where the tip and/or sub-
strate contain roughness, this too may affect nanocontact behav-
ior. Simulations can capture roughness explicitly by modifying
the positions of atoms at the perimeter, either to match a known
geometry or to create a desired value of a roughness parameter
[89,105] such as root-mean-square (RMS) height or slope.

3.1.3 Defining Operating Conditions. Finally, once the model
system is defined, the conditions under which the nanocontact
exists must be established, including load and, for dynamic simu-
lations, temperature, and speed. In a molecular statics simulation,
a load is typically applied by incrementally displacing the tip and/
or substrate toward each other. In molecular dynamics, load can
be applied either using a displacement-based method or by
directly applying a normal load to all or a subset of the atoms
(often those furthest from the contact) in the tip or substrate [101].
The load is set to exactly match a corresponding experiment, if
one is available for comparison. In a molecular dynamics simula-
tion, the loading and unloading process can be modeled with a set
maximum load. However, to model load accurately it requires suf-
ficient hold time at the maximum load to allow the contact to relax
to a stable configuration [35,95,103,112,115]. Also, the stiffness
of an experimental cantilever/tip cannot be explicitly captured in
a tip apex model, but is important in some dynamic simulations.
In these cases, an additional harmonic spring is added to the
model [101].

In molecular dynamics simulations, another important operat-
ing condition is temperature, which is controlled using a numeri-
cal thermostat. There are many different thermostatting schemes
available. Currently, the most widely used techniques are the Lan-
gevin thermostat [116] in which a random force associated with
the target temperature is added to the dynamics of atoms, and the
Nos�e–Hoover thermostat [117], in which a new degree-of-
freedom is introduced to simulate the interaction between the
atoms and a thermal bath. Often, the thermostat is applied only to
the atoms away from the contact region so that the heat generated
during the loading and unloading processes can be effectively dis-
sipated, but the dynamics of the contacting atoms is not altered in
the process [101]. Further, in simulations of tip movement, ther-
malization is typically only applied to the directions perpendicular
to that movement [118]. Alternatively, one can use a Galilean
invariant thermostat in the boundary region [119–121]. Either of
these approaches ensures that the simulation results are not
unphysically affected by the dissipation near the thermostat.

Finally, it is well known that the speeds used in molecular
dynamics simulations are orders of magnitude faster than those of

Fig. 4 Electron microscopy has been used to image nanocon-
tacts. Panels (a) and (b) show the spontaneous welding of a
gold nanojunction. Images reproduced with permission from
Merkle and Marks [78]. Copyright 2008 by Elsevier. Panel (c)
shows a separate gold nanobridge, prior to failure in tension.
Image reproduced with permission from Rodrigues et al. [79].
Copyright 2000 by American Physical Society. Panel (d) shows
a dissimilar nanocontact (Pt/Ir on W) that does not spontane-
ously weld but instead the original interface remains distinct.
Image reproduced with permission from Alsem et al. [80]. Copy-
right 2016 by Cambridge University Press.
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typical SPM experiments. The factor that restricts simulations to
fast speeds is the simulation time-step which, in order to capture
the characteristic dynamics of individual atoms, is typically
around 1 fs (or less for reactive potentials). The small time-step
limits the maximum duration of the simulation to nanoseconds.
This means that model loading and unloading speeds are typically
on the order of m/s to capture a tip displacement large enough to
model the entire nanocontact evolution. This speed disparity will
not significantly affect results as long as the processes that occur
in the contact at fast speeds are similar to those that occur at slow
speeds. Accelerated simulation methods are available (as
reviewed in Ref. [101]) and can be used to model phenomena that
occur through a series of infrequent events, such as atomic
stick–slip friction [18,110,122,123]. However, such methods may
be difficult to apply to nanocontacts because contact processes
may occur nearly continuously during the loading and unloading
processes, and are thus not infrequent. Regardless, the key objec-
tive of these simulations is to model the nanocontact as accurately
as possible, understanding the limitations of the simulation such
that they can be considered when evaluating results.

3.2 Calculating Contact Area From Simulations. In atom-
istic simulations, contact area is determined based on information
about the atoms at the interface between the two bodies. Typi-
cally, there are three stages of the process: (1) defining a criterion
for atom contact; (2) identifying which or how many atoms meet
that contact criterion; and then (3) converting those atoms into a
measurement of area. However, there are many different ways to
perform each of these steps, as illustrated in Fig. 6. The most com-
monly used approaches will be reviewed here.

3.2.1 Establishing a Criterion for Atomic Contact. The first
step is to identify a criterion to determine which atoms are in con-
tact. The three types of criteria typically used are force, potential
energy, and distance, as shown in Fig. 6(a). The atoms identified
using these three methods may be the same for certain simple geo-
metries in simulations that model atomic interactions using pair
potentials, but often will be different for more complex geome-
tries and for models with many-body interactions. The force crite-
rion is based on the concept of contact as the point at which the
net interaction force on an atom from the opposite surface is
repulsive. In this context, if an atom in the tip experiences a non-
zero, positive force due to its interactions with the substrate, the
tip atom is considered to be in contact at that time-step [62,124].
Note that other values of net force could also be used as the crite-
rion, but a repulsive net is the most common choice. An

alternative approach is to determine contact based on potential
energy. The concept is based on the observation that contact
atoms will have potential energies in a range that is distinguish-
able from that of bulk or surface, noncontact atoms [125]. Thus,
once the range of energies is identified for a given system, it can
be used to identify contact atoms for all subsequent simulations.

Using a distance criterion, the separation between each tip atom
and the nearest substrate atom is compared to a contact cutoff dis-
tance. If the minimum distance is less than the cutoff, the atoms
are said to be in contact. There are multiple ways to select a cutoff
distance. The first is to use information from the interaction poten-
tial itself. Specifically, the cutoff distance can be selected to corre-
spond to the distance at which the repulsive force becomes
nonzero, the boundary of which occurs at the potential energy
minimum [95,126,127], or in the case of a reactive potential, the
distance at which steric repulsion or a chemical bonding event
occurs [35]. This is a well-defined quantity for many potential
models, but can be problematic for more complex potentials, such
as metallic or three-body potentials. In such cases, the cutoff dis-
tance can be determined based on some structural feature of the
materials, as opposed to using the potential function. For instance,
the magnitude of the cutoff can be determined from nearest-
neighbor distances, which are well defined for crystalline
materials. Examples include identifying the cutoff as the second
nearest-neighbor distance [128] or selecting a value slightly larger
than the first nearest-neighbor distance [125]. An alternative, and
one that is applicable to both crystalline and amorphous materials,
is to calculate the radial distribution function (RDF), which
describes the density distribution of atoms around each atom. In
crystalline materials, peaks in the RDF will also correspond to
nearest-neighbor distances. The location of the minimum after the
first RDF peak can be used to determine a cutoff distance
[115,125,129]. In all cases, the choice of cutoff distance is ulti-
mately somewhat arbitrary because, in simulations, the interaction
between atoms is a continuous quantity not a binary one.

3.2.2 Identifying Atoms in Contact. Once the criterion for
contact is selected, the next step is to identify the atoms in contact
(see Fig. 6(b)). For molecular statics simulations (or very low-
temperature molecular dynamics), this process is relatively
straightforward and each atom either meets the contact criterion
or not. However, in molecular dynamics simulations at finite tem-
perature, the position, force, and energy of each atom fluctuate
over time. Therefore, additional decisions have to be made to
determine which atoms are in contact. A detailed discussion of the
different approaches and their effect on contact area is available

Fig. 5 (a) A TEM image of the tip apex immediately before contact is made, with the crystal-
lographic orientation and loading direction identified. (b) An MD model was made of the
lowermost 10nm of the tip shown in (a) that includes both the crystalline Si and amorphous
Si (a-Si) material. (c) A cross-sectional image of the same MD model illustrates the matching
of the crystallographic orientation and loading direction. Reproduced with permission from
Vishnubhotla et al. [103]. Copyright 2017 by Springer.

060802-8 / Vol. 69, NOVEMBER 2017 Transactions of the ASME

D
o
w

n
lo

a
d
e
d
 fro

m
 h

ttp
://a

s
m

e
d
ig

ita
lc

o
lle

c
tio

n
.a

s
m

e
.o

rg
/a

p
p
lie

d
m

e
c
h
a
n
ic

s
re

v
ie

w
s
/a

rtic
le

-p
d
f/6

9
/6

/0
6
0
8
0
2
/5

9
6
3
9
7
9
/a

m
r_

0
6
9
_
0

6
_

0
6

0
8

0
2

.p
d
f b

y
 g

u
e
s
t o

n
 1

6
 A

u
g
u
s
t 2

0
2
2



in Ref. [95]; they will be briefly summarized here. The simplest
approach is to count the contact atoms at a certain time-step dur-
ing the simulation. However, because of the thermal fluctuations
inherent in the simulation, the atoms in contact (which atoms and
how many) will depend on the particular time-step that is used for
the calculation. Thus, some authors take a time average of the
number of atoms in contact [35,36,124]. However, this method
leads to additional considerations. It has been shown that, at any
given time, only a small fraction of atoms carry most of the load
[62,124] and so taking a time-average area over these small frac-
tions may not be reflective of the overall contact. This effect is
highlighted by counting the total number of atoms that meet a
force criterion over time. As shown in Fig. 7(a), the number of
contact atoms is larger when this calculation is performed over a
longer time [62]. The various methods for identifying contact
atoms from dynamic simulations can yield different results, both
in terms of the number of atoms and the rate of change of that
number with load. For example, it has been shown that the num-
ber of contact atoms calculated at a single instant in time from a
dynamic simulation will always be proportional to load, while this
is not necessarily the case for other methods of counting atoms
[95].

3.2.3 Computing a Contact Area. Once the contact atoms
have been identified, this information can be converted to a con-
tact area, and multiple calculation options are available, as illus-
trated in Fig. 6(c). To calculate the nanoscopic equivalent of
apparent contact area, it is common to define an in-plane shape
that encloses the contact atoms and then calculate the area of that
shape. Some authors use the smallest circle that encloses all (or
most, e.g., 95%) of the contact atoms and then calculate analyti-
cally the area of that circle [95,108,130]. If a circular contact is
assumed, another approach is to calculate the average pressure on
each contact atom near the perimeter of the contact and fit the
pressure versus radial position data to an analytical curve based
on continuum mechanics, which can be extrapolated to identify
the contact radius (see dashed line in Fig. 7(a)) [34,62]. Alterna-
tively, other authors eliminate the assumption of circular contact
altogether by enclosing the perimeter atoms by a convex hull (see
solid line in Fig. 7(b)). Then the area of the resultant shape is cal-
culated numerically [36].

The atomistic contact area (which may be closer to a concept of
true contact area) can be computed by multiplying the number of
contact atoms by a single-atom “area.” There are two commonly
used methods to determine the effective area of an individual
atom. Based on the concept of the surface-atom density, the sur-
face area of a model slab of material can be divided by the total
number of atoms that comprise that surface [19,33–35,107,114].
Alternatively, by assuming a spherical atom, a circular projected
area can be defined. The radius of that circle for a given atom can
be calculated from the lattice constant of the material, the position
of the first peak of the RDF, or the distance at the minimum
energy as defined by the interaction model (these methods will
typically yield the same value at 0 K) [102,115,125]. Once the
effective atomic area is determined, it is multiplied by the number
of contact atoms to determine the atomistic contact area.

4 Different Theories to Describe Contact Area and
Their Potential Applicability at the Nanoscale

There are three competing theories that are commonly used to
describe the behavior of nanocontacts (Fig. 8):

� Single-contact continuum mechanics: Nanocontacts can be
described using continuum mechanics models of smooth
shapes (e.g., spheres) with a single continuous contact.

� Multiple-contact continuum mechanics: Because of surface
roughness, nanocontacts can be described by the collective
behavior of a group of smaller subcontacts, where the
mechanical response can be calculated using continuum

mechanics. These models are typically based either on the
geometry of multiple identical asperities of varying height,
or on multiscale descriptions of surface roughness.

� Atomistic accounting: Nanocontacts can be described as a
collection of single-atom junctions, which may not behave
according to continuum theory.

Fundamentally, these three theories (described in more detail in
Secs. 4.1–4.3) embody three very different pictures of what it
means to be in contact at the nanoscale.

4.1 Single-Contact Continuum Mechanics

4.1.1 Single-Asperity Contact Mechanics. One approach to
describe nanocontacts is to use the well-established framework of
contact mechanics. That is, to assume well-defined smooth geo-
metric shapes of the bodies in contact, and the applicability of
continuum mechanics. By defining contact as the point of zero
gap, the behavior can be modeled under various conditions. The
general prediction of models based on this concept is that contact
area increases sublinearly with load, as illustrated by the example
in Fig. 8(a).

4.1.1.1 Spherical contact mechanics models. Continuum
mechanics has been applied to model contact between adhesive
and nonadhesive spheres. This topic has been thoroughly
reviewed elsewhere [50,132–134], so only the key results will be
presented here. In 1885, Heinrich Hertz used elasticity theory to
describe the compression of elastic, nonadhesive spheres [135].
He showed that their area of contact is given by [50]

AHertz ¼ p
3FappR

4E�

� �2=3

(12)

where Fapp is the load, R is the effective radius of the contacting
bodies, R ¼ ðð1=R1Þ þ ð1=R2ÞÞ�1

, and E* is the effective elastic
modulus. An adhesive version of the same solution was presented
by Derjaguin–M€uller–Toporov (DMT) [136], where Eq. (12) is
still used—but Fapp is replaced by Ftotal¼FappþFpull-off. The
pull-off force can be directly measured, or if the work of adhesion
Wadh is known, then Ftotal¼Fappþ 2pRWadh. A conflicting
description of adhesive spheres, the Johnson–Kendall–Roberts
(JKR) model [137], was developed based on fracture mechanics
and gave the following contact area:

AJKR ¼ p
3R

4E� Fapp þ 3WadhpR½
�

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

6WadhpRFapp þ 3WadhpRð Þ2
q

�
�2=3 (13)

where Fadh in this model is determined as ð3=2ÞpRWadh: Tabor
[138] described the conflicting JKR and DMT models as two lim-
iting cases of strong short-range interactions and weak long-range
interactions, respectively. He described a transition parameter to
determine whether a particular situation obeyed one of these limit-
ing cases or fell in an intermediate regime

lT ¼ RW2
adh

E�2z30

 !1=3

(14)

where z0 is the equilibrium separation distance. Maugis [133] later
used a “Dugdale” interaction potential to quantitatively demon-
strate what Tabor had described, and to mathematically determine
the behavior in the intermediate region. In Maugis’ formulation,
the equilibrium distance is replaced by the range of adhesion,
which is typically similar in magnitude to the equilibrium separa-
tion distance. The contact area in the intermediate region can be
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numerically calculated using the Carpick–Ogletree–Salmeron
method [139].

4.1.1.2 Single-asperity models for more complex cases. The
above elastic spherical models yield equations for contact parame-
ters and represent a good starting point for analysis. For these rea-
sons, they are widely used in scientific investigations and
technological applications. However, they rely on significant
assumptions, namely that: (i) the materials are homogeneous, iso-
tropic, and linear elastic; (ii) the global shape of both bodies is
spherical (or, more accurately, paraboloidal); (iii) the local shape
of both bodies is perfectly smooth; (iv) the contact size is small
relative to the sphere radius; (v) deformations are small compared
to the sphere radius; and (vi) that the surfaces are frictionless.
Important extensions to these solutions have been proposed to
incorporate aspherical shapes [140,141], anisotropic material

properties [142–144], thin-film coatings [145–147], and plasticity
[51,148,149].

4.1.1.3 Assumptions of single-asperity models and potential
flaws at the nanoscale. The advantage of these solutions is that
they yield analytical or numerical equations for computing contact
parameters such as contact size. However, all of these models rely
on the assumption that the geometries of the bodies are those of
smooth, well-defined geometric shapes and that contact occurs in
a single region. Further, they all assume that both bodies are con-
tinuous, whereas the scale of nanocontacts is often sufficiently
small that atomic-scale details become relevant (see Fig. 2). Fur-
ther, most of these models rely on small-strain approximations
where the stresses are low relative to failure stresses and the con-
tact radius is small relative to the radius of either body. For nano-
scale contacts, the small radius of curvature can lead to the

Fig. 6 Various methods are used to calculate contact area from atomistic simulations. The three key steps are: (a)
define contact criterion, (b) identify contact atoms, and (c) calculate contact area.

Fig. 7 (a) For an amorphous contact, a significantly different number of atoms are identified as
being in contact when measured over short time interval (red plusses) as compared to a long one
(open blue circles). The large dashed circle shows the radius determined from the pressure distri-
bution obtained from the long-time interval calculation. Image reproduced with permission from
Cheng et al. [62]. Copyright 2010 by American Physical Society. (b) Some authors define an atom-
istic contact area using the contacting atoms, and an apparent contact area as the convex hull
that contains all such atoms. Image reproduced with permission from Mo et al. [36]. Copyright
2009 by Nature Publishing Group. (A color version of this figure is available online.)
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violation of both of these assumptions, sometimes under the
action of adhesion alone.

4.1.2 Experimental Support for the Application of Single-
Contact Continuum Mechanics to Nanocontacts. The primary
experimental evidence to support the application of single-
asperity models to nanocontacts comes from extremely well-
controlled contacts made using SPM, including those in ultra-high
vacuum. For instance, for a carbon-based spherical tip sliding on a
wide variety of surfaces, the friction versus normal load curve
could be extremely well fit using spherical contact mechanics
under the assumption that the friction is proportional to the true
contact area [150,151]. Also, spherical models have been used to
describe the friction of a Pt-coated tip in contact with muscovite
mica [59]. For ohmic (Pt/graphite) and semiconducting contacts
(doped-silicon/NbSe2) [45], the load dependence of contact con-
ductance was shown to obey a Maugis–Dugdale model and to cor-
relate well with estimates of contact area computed from the
contact-stiffness approach (Eq. (6)). A study of tungsten carbide
tips on hydrogen-terminated diamond [43,44] showed that the
load dependence of contact resistance and friction could be well
correlated to each other and to the DMT model. Similar trends
were reproduced using silicon nitride tips on self-assembled
monolayers [152]. Additional indirect support of these models is
provided by a large number of papers (for example, Refs. [88] and
[152]) that assume a continuum contact model to apply and obtain
an accurate fit to experimental data with reasonable fitting
parameters.

However, a cautionary note is provided by the authors of some
of the aforementioned studies: it is clear that sliding wear [45] and
contamination [45,47] cause real-time changes in tip shape that
cannot generally be accounted for in SPM experiments. Lantz and
coworkers even concluded that contact resistance should be used
“to verify the variation in A with load, [but] cannot presently be
applied with confidence to find the absolute values of A” [45].
They point to several difficulties of the technique, including (a)
uncertainties in the electron mean free path, (b) uncertainties in
the shape of the tip, (c) the effect of plastic deformation, and (d)
deviations from ideal behavior for nonohmic contacts or those
with contamination or oxides—and some of these factors can
evolve over the course of a single experiment.

4.1.3 Simulation Support for the Application of Single-
Contact Continuum Mechanics to Nanocontacts. The discrete
nature of atomistic simulations means that they violate many of
the assumptions of contact mechanics theories. However, there is
still some support for a single-asperity continuum mechanics view
of contact from such simulations. For example, simulations of
contact on alkylsilane self-assembled monolayers [108] yielded
contact area calculations qualitatively and quantitatively consist-
ent with that predicted by a thin-coating contact mechanics model
[146]. Other simulations indicated that continuum mechanics the-
ories could be applicable, but only under specific conditions. For
example, it was suggested that deviations from continuum theory

are due to local plasticity during the indentation process, and that
atomistic simulation results and continuum theories may match at
very small indentation depths (less than �3 Å) while the material
response is still elastic [102]. It has also been reported that the
agreement between atomistic simulations and continuum mechan-
ics models depends on how contact area is calculated from the
simulation. For example, one study showed that calculating
the contact radius from a simulation using the second moment of
the pressure distribution yielded results closer to continuum
mechanics prediction [62]. Finally, some authors assume that the
form of the continuum equations is correct and suitable for
describing contacts in atomistic simulation, but that the parame-
ters in those equations should be modified to capture the atomic-
scale features of the two bodies and their interactions. For exam-
ple, it was shown that atomistic simulation data are consistent
with predictions from the Maugis–Dugdale theory if the work of
adhesion is treated as a fit parameter [95]. These findings suggest
empirically that, at least in some cases, the continuum equations
can be usefully applied at small scales.

4.2 Multiple-Contact Continuum Mechanics. Another
approach to describe nanocontacts is to use multi-asperity contin-
uum models that have been established for planar surfaces con-
taining roughness. These account for surface roughness using
simplifying assumptions, and then apply continuum mechanics.
Contact is still defined as the point of zero separation between the
bodies, but the contact is no longer assumed to be continuous. Sig-
nificantly, while single-asperity contact models predict a sublinear
dependence of contact area on load, multi-asperity models predict
a linear relationship, shown in the example in Fig. 8(b).

4.2.1 Rough-Surface Continuum Contact Models. Bowden
and Tabor recognized in their classic work of metal friction [31]
the important role that surface roughness plays in contact proper-
ties, including that the true area of contact (described in Sec. 1.3)
is often patchy and is orders of magnitude smaller than the appa-
rent value. Many different mechanics models have been proposed
to describe contact between nominally planar surfaces that contain
roughness. This topic has been reviewed elsewhere [153–156] and
only the most salient points are presented here. In these models,
the random and complicated roughness of a real surface is
replaced by a simpler description of the surface. Then, the
mechanics of the contact can be computed analytically or numeri-
cally, and contact properties (such as contact area) can be calcu-
lated. These models can be grouped according to the character of
the modeled roughness: with single-scale models assuming that
roughness can be described using an array of noninteracting fea-
tures of a single size; and multiscale models assuming that real
roughness is most accurately described by a hierarchy, where
larger features have smaller features superimposed on top of
them, which in turn have even smaller features superimposed onto
them, and so on (as first suggested in Ref. [157]).

Fig. 8 Competing theories predict different behavior: (a) single-contact continuum mechanics, (b) multiple-contact contin-
uum mechanics, and (c) atomistic accounting. The graphs in (a), (b), and (c) were created using data from Refs. [95], [35],
and [131], respectively.
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4.2.1.1 Single-scale models of roughness. The most influen-
tial early analytical theory for contact between rough surfaces is
the 1966 model of Greenwood and Williamson [22], which repre-
sented a rough contact as a large number of noninteracting spheri-
cal asperities with identical radii and a Gaussian distribution of
heights. Hertzian contact mechanics was applied to each asperity
individually. Over the subsequent decades, this model was
extended to include different distributions of asperity heights
[158–161] and asperity radii [162,163], as well as contributions
from plasticity [25,26] and adhesion [23,24]. A key outcome of
these models is that the most significant parameter for contact
area is the amplitude of height fluctuations, e.g., the root-mean-
square height. Greenwood–Williamson-type models are simpler
to implement than multiscale approaches and are able to repro-
duce some trends in large-scale experimental behavior. However,
these models do not reflect the geometry of many rough surfaces
(which is very commonly multiscale, e.g., see Ref. [164]) and
account neither for mechanical interactions between individual
asperities nor for spatial correlations in roughness.

4.2.1.2 Multiscale models of roughness. Later roughness
models [60,165–169] incorporated the multiscale nature of surface
roughness by describing surface topography as a hierarchical set
of features. These models account for interactions between con-
tact points and are more representative of the measured topogra-
phy of real surfaces [170,171]. Some of these models take
advantage of the fact that a wide variety of real surfaces display
fractal-like self-affine scaling [164,172–175]. Mathematically,
this means that the amplitude of (Gaussian) height fluctuations dh
between two points on the surface separated by a distance l scales
as dh a lH [164,172,174], where H is a constant between 0 and 1
[176] that is related to the fractal dimension [176] of the surface.
This description has been shown [177] to represent the topography
of a wide variety of surfaces, including metals [178–180] and
glasses [181,182].

Recently, Persson [28,183] presented an analytical model for
the elastic contact of random, self-affine surfaces. This theory can
be solved to obtain contact area, and predicts proportionality with
load over a large range of loads. This result is in good agreement
with experimental findings [184] and numerical calculations
[185], and is consistent with Amontons’ widely observed friction
law [173,186]. Persson’s theory has been subsequently extended
for adhesive contact [20,187–190]. In contrast to Greenwood–
Williamson-type models, Persson’s model (and its extensions)
identifies the amplitude of fluctuations of local slope, the RMS
slope, as the parameter controlling contact area [185,191–192].
While the RMS height depends primarily on the longest-wave-
length contributions to roughness, the RMS slope depends mostly
on the shortest-wavelength contributions [177].

4.2.1.3 Assumptions of these theories and potential flaws at
the nanoscale. Similar to single-contact models, these multicon-
tact models rely on continuum mechanics, which may not be
applicable down to the atomic scale. Additionally, these models
treat the surfaces as continuous such that quantities such as RMS
slope are straightforwardly defined from the local derivatives of
the continuous surface topography. By contrast, real surfaces have
atomic structure at the surface, and the atomic interpretation of
quantities such as surface slope is not entirely clear. An additional
challenge of the application of large-scale roughness models to
the nanoscale is that these models assume a separation of length
scales between the size scale of the roughness and the size of the
bodies in contact. Greenwood–Williamson-type models assume a
stochastic distribution of heights of the interacting asperities,
which implies sampling over a large area. Likewise, multiscale
models assume contributions over a large range of spatial frequen-
cies. In both cases, the small geometry of a nanocontact could
lead to significant finite-size effects, [193] because the actual con-
tact is sampling roughness over a very limited scale.

4.2.2 Experimental Support for the Application of Multicon-
tact Continuum Mechanics to Nanocontacts. Few experimental
reports have directly applied these rough-contact elastic models to
nanoscale tips. Instead, the experimental evidence for a multicon-
tact description of nanocontacts comes primarily from studies
where the topography of the tip has been characterized accurately
and then experimental measurements were performed and charac-
terized in light of the topographic information. For example, using
contact stiffness measurements of SPM probes that had been pre-
characterized in the scanning electron microscope, it was shown
that continuum contact mechanics could be fit to the measured
data, but the resultant fitting parameters did not agree with meas-
ured values. The tip radii determined from the mechanics fits were
significantly smaller than the values determined from imaging
[39]. The authors interpreted this finding, along with the measured
linearity of contact stiffness with load, as consistent with the tip
not engaging the surface as a single sphere, but rather as a series
of subscale protrusions. Similarly, using lateral stiffness measure-
ments of SPM probes with unknown radii [46], the single-sphere
contact mechanics approach yielded an unphysically small contact
radius.

In other SPM investigations, adhesion was measured between
a sharp tip and a rough substrate [194–197]. The experimental
data were accurately fit in all cases by assuming a simplified
multi-asperity contact and then computing the resulting van der
Waals contribution to adhesion. Separate adhesion tests per-
formed with in situ characterization of tip geometry were also
modeled using multi-asperity descriptions of nanocontacts. For
tips coated with diamond-like carbon and ultrananocrystalline
diamond in contact with a diamond substrate [89], the decrease
in adhesion with increasing roughness could be accurately fit
using a simplified roughness model, based on a single-scale van
der Waals integration. A separate study of silicon tips with a
native oxide in contact with diamond [90,91] accounted for the
arbitrary roughness of the tip and integrated an interaction poten-
tial over the measured geometry. This approach yielded more
accurate adhesion parameters than the application of a spherical
contact model. A similar approach was also applied to a hard/
soft contact with an ultrananocrystalline diamond tip in contact
with a polymethylmethacrylate surface [198]. In all of these
investigations, the experimental behavior of a rough nanoscale
contact was modeled as interacting via multiple smaller
contacts.

4.2.3 Simulation Support for the Application of Multiple-Contact
Continuum Mechanics to Nanocontacts. Some simulations of single
asperities have been shown to exhibit rough contact model behav-
ior, i.e., a linear increase of contact area with load. While roughness
classically refers to asperities on a surface, for single asperity con-
tact, roughness might be interpreted as atomic-scale features on the
surface of the asperity. In this context, atomistic simulation data
have been used to suggest an adhesion-induced transition between
continuum-like and non-continuum-like behavior for nanocontacts
[35,36]. The conclusion was that nanocontacts can be expected to
exhibit continuum-like area–load proportionality if the surfaces are
sufficiently rough at the atomic scale. However, the contact area
calculation method used in those papers was based on a time-
averaged number of contact atoms, which could also explain the
observed linear relationship [95]. In addition, recent simulations of
rough spheres [199] showed that a linear relationship between load
and contact area can only be expected when the surface roughness
is much smaller than the radius of the sphere. For the smaller radii
that are characteristic of an SPM tip, the linear region was not
observed in that investigation, suggesting a minimum size for the
applicability of rough surface contact theories. It is also notable that
a linearly increasing contact area with load has been observed in
atomistic simulations of nominally flat surfaces with nanoscale
roughness [60,200,201] or with multiple nanoparticles [202], as
well as in non-atomistic numerical simulations of nominally flat,
rough surfaces [60,165,203–205].
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In summary, while there is experimental and simulation evi-
dence that nanocontacts can by patchy and discontinuous, there is
not yet clear evidence that the well-established planar roughness
models can be applied at the nanoscale.

4.3 Atomistic Accounting. The last of the three theories is
based on the premise that nanocontacts should not be described by
continuum mechanics models at all since the assumptions that
underlie those models do not apply at the atomic scale. This is
supported by examples where contact area varies with load in a
way that cannot be described by any continuum model, as in
Fig. 8(c). Instead, the complete interatomic interactions must be
considered.

4.3.1 An Atomic-Scale Description of Contact. Early evi-
dence for deviation from continuum contact mechanics theory
was observed in investigations using mechanically controllable
break junctions (Sec. 2) with the formation of an atomic neck in
soft metals and with quantized drops in conductance and force
during unloading. Such behavior is certainly not predicted by clas-
sical contact mechanics models and suggests that an entirely dif-
ferent description of contact is required at the nanoscale. It is
instead proposed that nanocontacts are comprised of a collection
of single-atomic junctions and that the behavior of the whole con-
tact simply reflects the collective behavior of the individual junc-
tions. In this view, the very concept of contact area is secondary
to a complete description of the forces and transport between
atoms across the interface. The challenge with the atomistic
accounting is that, in the absence of mechanics models, there is no
single agreed-upon method or parameter to generalize behavior.
The implication is then that each nanocontact is unique and will
depend on the details of the materials, geometry, type of bonding
at the interface, etc. This makes atomistic accounting difficult to
apply outside of the context of a fully atomistic simulation or a
very limited set of experimental conditions.

4.3.2 Experimental Support for Atomistic Accounting in
Nanocontacts. Experimental support for noncontinuum nanocon-
tact behavior primarily comes from measurements of spontane-
ously welding metals like gold, where the two bodies form an
almost liquid-like bridge across the contact [37,206]. In these
cases, the original contact interface is neither well defined nor
relevant—rather, the properties of the contact are determined by
the behavior of the bridge. As mentioned, break-junction investi-
gations have demonstrated quantized changes in conduction (e.g.,
see Ref. [131]), representing changes in the available quantum
modes as additional atomic chains are formed or severed. This
mechanism has been verified using in situ TEM studies [81–85].
These contacts are not typically described in terms of their area of
contact, but rather as the number of atoms in contact. And while
continuum parameters such as yield strength can be computed for
such atomic junctions, the results are most accurately described
with atomistic concepts, such as surface diffusion and bond for-
mation/breakage. Simultaneous measurements of conductance
and load during approach/separation [131,207] show that, while
conductance and mechanical stiffness (calculated using a contin-
uum equation) often exhibit discontinuities at the same time, there
are additional variations in stiffness that cannot be correlated with
changes in conductance. This indicates that a simple application
of continuum mechanics models with the area of contact directly
proportional to number of atoms may not be accurate. As addi-
tional support for an atomistic picture, the aforementioned meas-
urements of thermal contact resistance [38] have been accurately
fit using a model of quantized thermal conductance, where the
transport of the entire contact was proportional to the number of
atoms in contact.

4.3.3 Simulation Support for Atomistic Accounting in Nano-
contacts. Early simulation-based evidence of nanocontact behav-
ior that deviates from continuum theory came from soft metals
and the observation of a neck at the contact, similar to the break

junction experiments. These simulations showed that unloading
occurs through elongation of an atomically thin neck. This elonga-
tion is characterized by periods of elastic deformation separated
by abrupt structural atomic rearrangements in which the length
and cross section of the contact change sharply [208,209]. Since
those initial studies, many other simulations of soft metals have
demonstrated similar behavior, where the formation and separa-
tion of a neck of material is characterized by discrete atomic-scale
events [210–213]. These discrete events also correspond to abrupt
changes in the contact force. Further investigations captured the
simultaneous jumps in force and conductance during unloading
[130,214,215], which had been observed experimentally. Addi-
tionally, separate simulations of the friction between gold interfa-
ces [19] suggested that the bulk friction depends fundamentally
on the interatomic interactions, more so than any continuum-like
contact area.

There is also evidence for noncontinuum behavior from atomis-
tic simulations of other materials (besides soft metals). Simula-
tions of small-radii diamond indenters showed that the contact
area calculated from the simulation was consistently larger than
that predicted by continuum contact mechanics models
[102,107,113]. The difference between atomistic and continuum
contact areas is typically attributed to the fact that the simulations
violate the assumptions on which the continuum contact theories
are based. For example, continuum theories assume that the geo-
metries of the contacting bodies can be completely described by
the radius of the body. However, simulations of hemispheres hav-
ing the same effective radius but different atomic-scale features
yielded very different (2–4 times) values of the work of adhesion
and contact area [33,34]. In this case, the primary source of the
difference was identified as atomic corrugation, causing devia-
tions from an ideal analytical shape and associated concerns about
commensurability of the two contacting surfaces. It has also been
found that the majority of a normal load applied on a tip in an
atomistic simulation is supported by a relatively small number of
atoms in the interface. For example, in a simulation where 1320
atoms were identified as being in contact based on the nonzero
force criterion, 96% of the overall load was supported by just 32
atoms [124]. This behavior is not predicted by continuum
mechanics model and supports the argument that atomic account-
ing may be necessary to fully describe some features of
nanocontacts.

5 Summary and Outlook: Implications for the
Continued Investigation of Nanocontacts

Taken together, this extensive body of research not only repre-
sents substantial progress in our understanding of contact at the
nanoscale, but also suggests that significant gaps remain.

There are concrete technological and scientific benefits to
achieving a predictive understanding of contact area at the nano-
scale. First, this understanding would guide optimization of per-
formance in real-world applications (such as scanning probe
microscopy, nanodevices, and nanomanufacturing) where the size
of the contact determines resolution, accuracy, and reliability of
the technique. Second, there are unanswered scientific questions
about the physical processes that underlie friction, adhesion, wear,
and interfacial transport—all of which would benefit from inde-
pendent knowledge of the size and shape of contact under a cer-
tain set of conditions. Third, there are many cases where
correlations are observed between contact properties (such as
between thermal or electrical contact resistance and lateral stiff-
ness or frictional forces). If the size and character of the contact is
the underlying factor that controls these parameters, then an
understanding of contact area would greatly enhance the ability to
predict multiple properties based on measurement or calculation
of just one. And finally, while there are cases where atomic-scale
detail is known and properties can be calculated atomistically
(such that the concept of contact area is not required), there are far
more cases where atomistic simulations are impractical or cannot
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be used to predict a particular property of interest. In these cases,
a more coarse-grained concept such as contact area will enable
prediction of properties, and generalizability of measured results.

However, gaining this understanding of the nanoscale contact
area is nontrivial. Experimentally, the contact area is often com-
puted from measured properties, but this relies on significant
assumptions about the character of the contact and models to
describe it—many of which are unproven at the nanoscale. From
a simulation perspective, the atomic-scale behavior can be deter-
mined, but quantifying contact area is ambiguous. The calculation
requires: (1) selection of a criterion for determining which atoms
are in contact, (2) a method for identifying which atoms meet this
criterion, and (3) conversion from the number of atoms in contact
to the area of contact. In both experiments and simulations, the
choices made during analysis of contact area can have significant
effects on the measured result.

The above discussion demonstrates that no single technique or
measurement will suffice for accurately determining contact area
at the nanoscale. This implies that, for any report of contact area
obtained using a single technique, the methods used and assump-
tions made should be fully described so that the value can be inter-
preted correspondingly. Alternatively, the most promising
approaches may include the use of multiple independent techni-
ques simultaneously. As an experimental example, many or all of
the measurements described in Sec. 2 can be combined. Scanning
probe microscopy is becoming sufficiently versatile and sophisti-
cated such that simultaneous measurements can be made of con-
tact resistance, normal contact stiffness, lateral contact stiffness,
sliding friction, and topography to combine many indirect meas-
urements at once. The absolute values of contact area measured
with each approach can be quantitatively compared, including as
a function of applied load—and the correlations between them (or
lack thereof) can be used to evaluate various models under differ-
ent conditions. Further, with the growing use of in situ appara-
tuses, indirect methods for evaluating contact area can be
combined with direct methods—to interrogate assumptions about
materials, geometries, and amount of deformation. Multiple meth-
ods can be combined in simulation studies as well. For instance,
for a single simulation, multiple different contact criteria can be
used, and the results of each can be evaluated using various meth-
ods of determining contact area (Sec. 3). All of these can be com-
pared against the computed values of physically measurable
quantities, such as normal and lateral contact stiffness, in order to
evaluate connections between them. Finally, the most conclusive
strategy may be the combination of experiments and simulations
that are optimally matched in terms of geometry, materials, load-
ing conditions, and environment. This will enable the simulations
to be validated by comparison to the experiments; then the simula-
tions and experiments can be used together to provide a complete
picture of the nanocontact of interest. The goal is the establish-
ment of a connection between atomic-scale interactions and
experimentally measurable quantities, which is complete with a
consistent picture of contact area. This type of combined investi-
gation has the potential to significantly enhance our understanding
of contact.

A challenge that stands in the way of unification among atomis-
tic simulations, continuum models, and real-world experiments is
the definition of contact. As has been pointed out in this review,
the conventional definition of contact in a continuum sense is the
point of zero gap, while typical criteria in atomistic simulations
would be either zero force between atoms or a state of net repul-
sion. These criteria are in conflict, as demonstrated by a classical
JKR contact. In this, the contact contains an inner circle where the
normal stress is compressive and an outer concentric annulus
where the normal stress is tensile. In the continuum picture, both
regions are considered to be in contact; yet by most atomistic cri-
teria, the outer ring would not be counted as contact. This is an
example where a continuum model and an atomistic simulation
might be identical in terms of the overall configuration of defor-
mations and stresses, yet could result in different calculated values

for contact area. These differences are not irreconcilable. For
instance, the continuum definition of contact could be redefined
using a zero-load or a repulsive-interaction criterion—or the
atomistic criterion could be adjusted to include a larger separa-
tion and/or a more negative load. In either case, these definitions
must be standardized and co-validated, both between experiment
and simulation, and against some experimentally measurable
property. Only then can a consistent picture of contact area
emerge.

As discussed in Sec. 4, there are different theories available to
describe nanoscale contact, most of which have been validated
over limited regimes and sometimes using just one experimental
or simulation-based approach. It is almost certain that all three
of the theories are correct and simply represent different limits
of behavior. To comprehensively interrogate the various contact
theories, it will be necessary to perform multimodal contact
measurements and simulations. These will need to be performed
on a wide variety of systems, which vary significantly in terms
of materials, shape, and size of the bodies, roughness of the
surfaces, and conditions of load, speed, and environment. Fur-
ther, the quantitative comparison of contact area as measured
using different approaches will enable specific predictions of
each theory to be confirmed or refuted. Ultimately, continued
research in this field will guide the delineation of boundaries to
determine concretely which theories apply over which ranges of
conditions.

In conclusion, this review has shown that nanocontacts exhibit
a complex set of behaviors as they form, evolve, and separate.
However, the fact that they are buried between two surfaces also
means that they present a significant challenge to the research
community. This challenge has been pursued by researchers from
a range of disciplines, including physicists, chemists, mechanical
engineers, and materials scientists. Using a variety of different
methods and approaches, researchers have slowly begun to
uncover the science within the buried interface. Significant chal-
lenges and opportunities remain, many of which will need to be
tackled using a complementary set of experimental and simulation
tools to interrogate contact theories. The ultimate goal of these
efforts is to fundamentally understand what it means to be in con-
tact at the nanoscale.
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