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Abstract

Applications of dipolar ESR spectroscopy to structural biology are
rapidly expanding, and it has become a useful method that is aimed at
resolving protein structure and functional mechanisms. The method of
pulsed dipolar ESR spectroscopy (PDS) is outlined in the first half of the
chapter, and it illustrates the simplicity and potential of this developing
technology with applications to various biological systems. A more detailed
description is presented of the implementation of PDS to reconstruct the
ternary structure of a large dimeric protein complex from Thermotoga

maritima, formed by the histidine kinase CheA and the coupling protein
CheW. This protein complex is a building block of an extensive array
composed of coupled supramolecular structures assembled from CheA/
CheW proteins and transmembrane signaling chemoreceptors, which
make up a sensor that is key to controlling the motility in bacterial chemo-
taxis. The reconstruction of the CheA/CheW complex has employed several
techniques, including X‐ray crystallography and pulsed ESR. Emphasis is
on the role of PDS, which is part of a larger effort to reconstruct the entire
signaling complex, including chemoreceptor, by means of PDS structural
mapping. In order to precisely establish the mode of coupling of CheW to
CheA and to globally map the complex, approximately 70 distances have
already been determined and processed into molecular coordinates by
readily available methods of distance geometry constraints.

Introduction

An understanding of the intricate machinery of biology depends, among
other things, on the knowledge of the structure and internal organization of
biomolecules, cells, and tissues. The primary sources of structure at atomic
resolution are, of course, X‐ray crystallography and nuclear magnetic reso-
nance (NMR), even though they are laborious and require special conditions,
(as is also the case with most of the other methods). A number of other
methods such as electron microscopy (EM) provide information on a coarser
scale. These techniques can lead to useful insights into molecular structure,
particularly when study by crystallography or NMR fails or is inapplicable.
Many biomolecules are not amenable to study byNMRor crystallography for
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reasons such as insufficient quantities, inability to grow diffraction‐quality
crystals, large molecular weight, poor solubility, or lack of stability. The labor
involved also limits the throughput. Currently, determining the structure of a
relatively small membrane protein is a challenge for both NMR and crystal-
lography; therefore, less precise methods are widely applied to gain insight
into the structure and functional mechanisms. Among them, to name a few,
are FRET, chemical cross‐linking, ESR nitroxide scan, and cryo‐EM.

Since the late 1990s, applications of both pulsed and continuous‐wave
(cw) Electron Spin Resonance (ESR) techniques to structure determina-
tion have grown (Banham et al., 2006; Bennati et al., 2005; Biglino et al.,
2006; Borba t et al., 2002 , 2004, 2006; Borovyk h et al., 2006; Cai et al., 2006;
Denysenkov et al., 2006; Dzikovski et al., 2004; Fafarman et al., 2007;
Fu et al., 2003; Hilger et al., 2005; Jeschke et al., 2004c; Milov et al., 1999,
2003a, 2005; Ottemann et al., 1999; Park et al., 2006; Schiemann et al., 2004;
Xiao et al., 2001; Xu et al., 2006; Zhou et al., 2005). This has followed
the development of the site‐directed spin‐labeling (SDSL) methodology
(Altenbach et al., 1989, 1990; Cornish et al., 1994; Farahbakhsh et al.,
1992; Hubbell and Altenbach, 1994), wherein nitroxide labels are intro-
duced at the desired location in proteins, as well as efforts by leading
research groups to develop, perfect, and disseminate the modern ESR
techniques. The application of ESR methods has also benefited from the
commercialization of pulse ESR instrumentation.

The nitroxide labels typically serve as the reporter groups, providing
insights about their environments such as their polarity and their solvent,
and oxygen accessibility. Most important in the context of this chapter is
measurement of distances between the spin labels. The SDSL‐based ESR
distance measurement techniques resemble FRET, but have several impor-
tant advantages, such as the relatively small label size and the less perturbing
nature of the nitroxide side chains (cf. Fig. 1). Furthermore, the labels are
relatively easy to introduce and they provide reasonably accurate distance
constraints. The notable virtues of ESR‐based methods compared to X‐ray
and NMR methods are that the former require only tiny amounts (nano‐ to
picomole; Klug et al., 2005) of proteins (or other biomolecules), and they can
be studied in a variety of environments, such as dilute solutions, micelles,
lipid vesicles, native membranes, and supported lipid bilayers. There is no
need to grow crystals or be concerned with long‐term protein stability at
high concentrations. Large biomolecules or complexes that are beyond the
range of NMR or X‐ray methods are not a major limitation; even unstable
or transient biomolecules can be captured and studied.1

1Although solid state NMR, in particular, enhanced by DNP, should also be appreciated in this
context.

[3] measuring distances by dipolar ESR spectroscopy 53



SDSL combined with cw ESR has been routinely used for nitroxide
scans (Altenbach et al., 1989; Crane et al., 2005; Cuello et al., 2004; Dong
et al., 2005; Hubbell and Altenbach, 1994), providing insights into the
structure and functional mechanisms of water‐soluble and membrane
proteins and their complexes. Double‐labeling combined with pulsed ESR
is currently able to readily deliver accurate long‐distance constraints in a
distance range of 10 to 80 Å. Such constraints may then be used to orient
and dock proteins, yielding useful insights into the structure of a protein or
a protein complex. They can also aid in refinement of NMR data. We refer
to this emerging methodology as ‘‘pulsed dipolar (ESR) spectroscopy,’’ or
PDS for short. It is the subject of this chapter.

Another notable advantage of ESR is its ability to deal with membrane
proteins in their natural environments and to accommodate large protein
or protein–RNA complexes composed of several proteins or RNAs. Long‐
distance constraints hold promise in oligonucleotide study, where they
could be used in conjunction with NOE constraints and RDC to refine
the structure by reducing the error that accumulates from structure
determination based on a large number of short‐range constraints (Borbat
et al., 2004).

One should, of course, note that FRET provides distances over a com-
parable range. Its very high sensitivity, access to longer distances, and
ability to operate at biological temperatures makes it a very potent tool,
but PDS has its distinct virtues. It has now become routine to express,
purify, and spin‐label dozens of mutants for nitroxide scan (Crane et al.,
2005; Cuello et al., 2004; Dong et al., 2005) or to produce and label a set of
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FIG. 1. (A) Protein spin labeling with MTSSL; (B) TOAC spin label.
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cysteine doubl e‐ mutants for distan ce meas ureme nts. The dist ance be tween
nitroxide s is more accura tely determi ned than between chromo phores,
since it is direc tly obtain ed from a simp le frequenc y measurem ent, and
there are no unc ertainties in �  2 as there are in FRET . The report er group,
which is often a met hanethi osulfon ate spin label (MTSS L), in most cases ,
introduces only a small (if a ny) perturb ation to the protein struc ture and
functions. Since the nitroxide side‐ chains a re small er in size than most
fluoresce nt labels, the uncert ainty of their positions rela tive to the back-
bone is less. A drawb ack of PDS, as well a s of FRET , is that a limited
number of constr aints, which are themsel ves the distances betw een the
reporter groups rather than the backb one C� carbons, may provide only
limited insights into the structure . However, the detailed 3D structure is not
always required to eluci date the fun ctional mechan ism. (Just the fact that
the pro teins are interact ing or how they inte ract may be all that is sou ght in
many cases.) But the fact that the distances are meas ured betw een the
reporter group s doe s lead to a challen ge in trans lating them into distances
between the C� carbo ns at the label ed sites. Model ing effor ts to overcom e
this are in early stage s of developm ent ( Bowers et al. , 2000 ); howeve r,
future developm ents of PDS and soft ware tools may im prove this situ ation.

Dipolar ESR Spectroscopy

Backgroun d

Bot h cw and pulsed ESR have been extens ively app lied to biologic al
problems in the con text of molecul ar dynamics ( Borba t et al. , 2001;
Columbus an d Hubbel l, 2002; Fan ucci an d Cafis o, 2006; Freed, 2000 ) and
are now increasi ngly app lied to distan ce meas ureme nts. The met hod of
distance meas ureme nts by pulsed doubl e electron ‐ elec tron resonanc e
(DEER, also known as PELD OR) ( Larsen an d Singel, 1993; Milov et al.,
1981 , 1998; Pfannebec ker et a l., 1996 ) was intr oduced more than two de c-
ades ago to circumvent multiple problems met in efforts to isolate weak
electron–electron dipolar couplings from electron–spin–echo decays, which
are usually dominated by relaxation and nuclear modulation effects
(Raitsimring and Salikhov, 1985; Salikhov et al., 1981). Since then, several
other pulsed methods of distance measurements were introduced (Borbat
and Freed, 1999, 2000; Jeschke et al., 2000 ; Kul ik et al., 2001, 2002; Kurs hev
et al., 1989; Raitsimring et al., 1992); most notable is double‐quantum co-
herence (DQC ESR, or DQC for short) (Borbat and Freed, 1999, 2000).
Applications of DEER and DQC to structural problems in biology have
rapidly grown in number and scope in the last few years (Borbat et al., 2006;
Cai et al., 2006; Fafarman et al., 2007; Fajer, 2005; Fanucci and Cafiso, 2006;
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Jeschke et al., 2004c; Milo v et al. , 2000 a, 2001; Park et al., 2006; Schieman n
et al., 2004; Steinhoff, 2004). Whereas there are several reviews outlining
ESR methods tailored to distance measurements (Berliner et al., 2000;
Borbat and Freed, 2000; Columbus and Hubbell, 2002; Dzuba, 2005;
Fanucci and Cafiso, 2006; Freed, 2000; Jeschke, 2002; Jeschke and Spiess,
2006; Milov et al., 1998; Prisner et al., 2001), we have made this chapter self‐
contained, both providing background and emphasizing the latest develop-
ments, with a focus on illustrating the methodology through examples taken
from our laboratory.

Distance Measurements by ESR

The ESR distance measurements described in this chapter are con-
ducted in low‐temperature frozen solutions with the use of nitroxide spin
labels. They are based on determining the magnitude of the static dipole–
dipole couplings between the spins of unpaired electrons localized on p‐p

orbitals of the NO groups of the nitroxides. The magnetic moments m1,2 of
two electron spins 1 and 2, separated by the distance r ¼ jR12j, interact
through space via the electron spin dipole–dipole interaction

Hdd ¼
m1 �m2

r3
�
3ðm1 �R12Þðm2 �R12Þ

r5
ð1Þ

The electron spin magnetic moment mi is given by:

mi ¼ ge�hSi ð2Þ

Where Si is the electron spin operator for the ith spin, �e is the gyromag-
netic ratio of an electron spin, and �h is Planck’s constant divided by 2p.
Eq. (1) may be rewritten as:

Hdd=�h ¼
g2e�h

r3
ð3cos2y� 1Þ½S1zS2z �

1

4
ðSþ1 S

�
2 þ S�1 S

þ
2 Þ� ð3Þ

which is valid in high magnetic fields, where the nonsecular terms (not
shown) are unimportant (Abragam, 1961). One usually uses the point
dipole approximation in employing Eq. (3), that is, the electron spins are
far enough apart that their distributions (in, e.g., nitroxide p‐p orbitals) are
unimportant (r > 5 Å for nitroxides).2 In Eq. (3), � is the angle between the
direction of the large dc magnetic field B0 and R12 (cf. Fig. 2). The term
in S1zS2z in Eq. (3) is known as the secular term, and that in the S�1 S

�
2

2An asymmetry parameter may be necessary in the case of delocalized spin density, for
example, for closely situated spatially confined tyrosyl radicals, giving rise to a slightly
rhombic spectral shape (Jeschke and Spiess, 2006).
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pseudosecular term. If, in the absence of the dipolar coupling of Eq. (3), the
two electron spins have resonance frequencies o1 and o2, then the dipolar
coupling in frequency units is written as

Aðr; yÞ ¼ odð1� 3cos2yÞ ð4Þ

with

od ¼ g2e�h=r
3 ð5Þ

For the case of unlike spins, such as od � jo1 � o2j, the resonant
frequency of each spin is split into a doublet separated by jAj; the precise
value of A depends on the angle �, yielding a range of values of A from
�2od to þod. The pulsed dipolar spectrum provides this splitting, which
is shown in Fig. 3C as a function of the angle �, obtained from a macroscop-
ically aligned frozen sample. In the more typical case of an isotropic frozen
sample, one observes an average over �, which yields a distinct dipolar
spectrum, known as a Pake doublet3 (Pake, 1948), (cf. Fig. 3A). It shows
a prominent splitting of od, corresponding to � ¼ 90�, and another split-
ting of 2od, corresponding to � ¼ 0�. The distance r is immediately and
accurately obtained from a measurement of od.

R12

S1

S2

B0
± 1/2

q

f

FIG. 2. A pair of electron spins S1 and S2 coupled via electron spin dipole–dipole interac-
tion. Vector R12 connecting spins is directed along z‐axis in the molecular frame of reference.
In this molecular frame, the direction of the static magnetic field B0 is determined by Euler
angles (0,�,’). In DEER, spin 2 (the B‐spin) is selectively flipped by the pumping pulse,
changing the sign of its magnetic interaction with spin 1 (A‐spin).

3Note that the use of spin echoes cancels the effects of hyperfine and g‐tensors, so even when
the two nitroxides in a given bilabeled molecule resonate at two different frequencies because
of different orientations and/or magnetic quantum numbers, they still yield a single Pake
doublet, resulting from their common dipolar interaction.
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The case of unlike spins corresponds to considering only the secular
term in Eq. (3) and dropping the pseudosecular term. In the case of like
spins, that is, od � jo1 � o2j, then the pseudosecular terms become impor-
tant and Eq. (5) becomes od ¼ 3�e

2
�h/2r3. Otherwise, the results (cf. Fig. 3)

are equivalent.
The intermediate case of od � jo1�o2j is more complex, and is handled

by careful simulation using Eq. (3), including both secular and pseudosecu-
lar terms. In the case of nitroxide spin labels, the two nitroxide spins in a
given molecule usually have their o1 and o2 substantially different. This
arises from their different orientations with respect to the B0 field, so their
effective hyperfine (hf ) and g values (arising from their hf and g tensors) are
different. At typical ESR frequencies, this means that the unlike spin limit
is reached for approximately 20 Å (9–17 GHz ESR).
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FIG. 3. (A) A dipolar spectrum in isotropic media (Pake doublet) obtained by Fourier
transformation of the time‐domain (B) dipolar spectrum; (C) An experimental dipolar spec-
trum of spin‐labeled Gramicidin A (Dzikovski et al., unpublished data) obtained by 4‐pulse
DEER at several orientations in a macroscopically aligned lipid membrane bilayer of DMPC.
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If od is sufficiently large, it can be determined from the broadening
of the nitroxide cw ESR spectrum (Hustedt et al., 1997), but this is likely to
fall into the regime where pseudosecular terms are significant. Smaller
couplings, od require using pulse ESR methods, as we will discuss. In all
cases, accurate values of distances are produced from the measured dipolar
couplings.

Applications and Modalities of Dipolar ESR Spectroscopy

Both cw (Altenbach et al., 2001; Hubbell et al., 2000; Hustedt et al., 1997;
Koteiche and Mchaourab, 1999; Mchaourab et al., 1997; McNulty et al.,
2001) and pulsed (Banham et al., 2006; Bennati et al., 2005; Biglino
et al. , 2006; Borba t and Fr eed, 1999 ; Borba t et al., 2002, 2006; Dziko vski
et al., 2004; Fafarman et al., 2007; Hilger et al., 2005; Jeschke et al., 2004c;
Milov et al., 2005; Park et al., 2006; Sale et al., 2005; Xu et al., 2006; Zhou
et al., 2005) ESR methods are used to measure distances between paramag-
netic species, which are usually nitroxide spin‐labels. However, PDS is not
limited to nitroxides; distances between radical cofactors, nitroxides, and
transition metal ions, have been measured in all possible combinations
(Ast ashkin et al., 1994 ; Bec ker and Sax ena, 2005; Bennati et al. , 2003 ,
2005; Biglino et al., 2 006; Borov ykh et al. , 2006; Codd et al., 2002;
Denysenkov et al., 2006; Elsaesser et al., 2002; Kay et al., 2006; Narr et al.,
2002). Taken together, cw and pulsed ESR enable the measurement of
distances over the range from approximately 5 to 10 Å to nearly 80 Å, with
only the shorter distances accessible to cw ESR.

Cw ESR has been most often applied to nitroxides, whose powder
spectra are dominated by the inhomogeneous broadenings from nitrogen
hf and g‐tensors, and unresolved proton hf couplings. One has to extract
what usually is a small broadening effect introduced by the dipole–dipole
interactions between the spin labels to the nitroxide powder spectra, which
is usually accomplished by spectral deconvolution (Rabenstein and Shin,
1995) or a multiple‐parameter fit (Hustedt et al., 1997). This requires the
spectra from singly labeled species as a reference for the background
broadening, which is a complication and not always an option. Incomplete
spin labeling makes the task more complex (Persson et al., 2001). For
distances less than 15 Å, the dipolar coupling approaches other inhomoge-
neous spectral broadenings and then can be more easily inferred from cw
ESR spectra. The case of strong dipolar coupling has been extensively
utilized in cw ESR (Altenbach et al., 2001; Hanson et al., 1996, 1998;
Hubbell et al., 2000; Hustedt et al., 1997; Koteiche and Mchaourab, 1999;
Mchaourab et al., 1997; McNulty et al., 2001; Rabenstein and Shin, 1995,
1996; Xiao et al., 2001), both in establishing proximity and in providing
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quantitative distances (Altenbach et al., 2001; Hanson et al., 1996, 1998;
Hustedt et al., 1997; McNulty et al., 2001; Rabenstein and Shin, 1995, 1996;
Xiao et al., 2001). Cw ESR is thus practical for short distances up to a
maximum of approximately 15 to 20 Å, with the values for distances under
15 Å being more reliable.

Pulsed ESR is based on detecting a spin‐echo, wherein the inhomoge-
neous spectral broadening cancels. Spin echo temporal evolution is gov-
erned by the weaker effects of spin relaxation, electron‐electron dipolar
and exchange couplings, Zeeman electron‐nuclear superhyperfine and nu-
clear and quadrupole couplings. The dipolar and exchange coupling can be
isolated from the rest by means of a suitable pulse sequence, which also
helps to alleviate the problem caused by the presence of single labeled
molecules. The direct signal from them is filtered out in PDS, but they do
contribute to the background intermolecular dipolar signal, which is best
suppressed by working at low concentrations. PDS is routinely used for
distan ces longer than 15 Å ( Banham et al., 20 06; Borba t et al. , 2002, 20 04 ,
2006; Cai et al., 2006; Jeschke , 2002 ; Park et al. , 2006 ), and it works well all
the way down to 10 Å (Fafarman et al., 2007), thus significantly overlapping
with the cw ESR range, but it is much less affected by inefficient labeling
and can readily yield distance distributions.

Implications of Nitroxide Label Geometry

Even though there is a rigid amino acid spin bearing label (TOAC;
cf. Fig. 1), which is being used in peptide studies (McNulty et al., 2001;
Milov et al., 2000a, 2001), currently there is no convenient way to incorpo-
rate it into proteins; consequently, a variety of cysteine‐selective spin
labels are in common use (Columbus et al., 2001; Mchaourab et al., 1999).
Nitroxide label side chains are flexible and their conformational dynamics
(Hustedt et al., 2006; Langen et al., 2000), and the volume they sample,
depend on the label type and the details of the protein landscape. They
usually reside on the protein surface, since it is difficult to provide efficient
labeling to achieve a sizable fraction of double‐labeled protein for sites that
are deeply buried or in the protein core. Since the distances are measured
between nitroxide NO groups rather than between backbone carbons,
the side‐chain length of about 7 Å causes considerable uncertainty in the
C��C� distances accessible by cw ESR. Several studies have attempted
refinement of the side‐chain geometry to improve the correlation of inter-
nitroxide distances with the distances between the respective alpha‐carbons
(Sale et al., 2002, 2005). The larger distances in the typical PDS range of
20 to 70 Å are relatively more accurate (Sale et al., 2005), but efficient
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methods of generating backbone constraints from a substantial set of
ESR‐derived distance restraints are just being developed.

Also, one observes a distribution in the distances between the two NO
groups. It depends on the conformational space that the protein samples,
the flexibility of the nitroxide side‐chain at the particular site, and the
relative orientations of the two nitroxide side‐chains. Solvent‐exposed
sites often exhibit wide distance distributions (Borbat et al., 2002; Hustedt
et al., 2006; Sale et al., 2002). In any case, the first moments of distance
distributions (the average distances) obtained from the time‐domain data
usually are accurate to 5 Å or better, 1 to 3 Å being typical. The distance
distributions between fully or partially buried nitroxides are generally more
restricted. Distances between buried radical cofactors reflect their immo-
bilized status and the uncertainty in distance is often a fraction of an
Angstrom (Bennati et al., 2003; Kay et al., 2006).

3‐Pulse DEER

DEER4 in its original 3‐pulse form (Milov et al., 1981) (also dubbed
PELDOR), depicted in Fig. 4, is based on the two‐pulse primary spin‐echo
p/2‐t‐p‐t‐echo sequence to which a third pumping p‐pulse is added. The p/2
and p pulses, separated by time interval t, are applied to spins resonating at

t

2
p

2t

wA

wB

dt

p

p

FIG. 4. The original 3‐pulse form of DEER (Milov et al., 1981). Primary echo is formed by
p/2 and p pulse sequence at the frequency of A‐spins. The pumping pulse at oB is applied at
a variable time t to probe the dipolar coupling between A and B spins. The spectral excitations
at both frequencies should not overlap, thus the pulses are made selective.

4Both acronyms PELDOR and DEER do not indicate the fact that they are solely concerned
with dipolar couplings rather than dynamics. For this reason, we prefer to use PDS, to make
explicit the function of the method and make the distinction with classic cw and pulsed
ELDOR techniques.
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the frequency oA, to form the primary echo at the time 2t after the p/2
pulse. These spins are commonly referred to asA spins. The third (pumping)
pulse is applied at the resonant frequency oB (at a variable time t) suffi-
ciently different from oB that it does not have any direct effect on the
A spins but instead inverts the spins resonating at oB, that is, the B spins.5

The B spins, at a distance r from the A spins, yield the electron dipolar
couplingA (cf. Eq. (4)), which splits the resonant line at oA into a doublet.6

Thus, flipping the B spin inverts sign of the coupling7 sensed by the A spin.
This results in the instant shift of the Larmor precession frequency of spins
A; it was shown in Milov et al. (1981) that the effect manifests itself as a
modulation of the spin‐echo amplitude, V(t)8:

VðtÞ ¼ V0ð1� pð1� cosAðr; yÞtÞÞ for 0 < t < t: ð6Þ

Here,V0 is the echo amplitude in the absence of the pumpingpulse,p is the
probability of flipping spinB, andA(r, �) is given byEq. (4). Powder averaging
of V(t) over an isotropic distribution of orientations ofR12, under the simpli-
fying assumption of random orientation of the magnetic tensors of the A and
B spins relative to R12, produces a decaying oscillatory signal (cf. Fig. 3B):

VðtÞ ¼ V0ð1� pð1� vðodtÞÞÞ ð7Þ

where

vðodtÞ ¼

ð

p=2

0

cos½odð1� 3cos2yÞt�dðcosyÞ ð8Þ

and the frequency of oscillation, nd¼od/2p, fromwhich r is calculated as r[Å]
¼ 10(52.04/nd[MHz])1/3. Cosine Fourier transformation of v(odt) versus 2t
yields the dipolar spectrum with the shape of a Pake doublet (cf. Fig. 3A).
Note that, in PDS, it is customary to perform theFT versus t (with the splitting

5There can be more subtle effects on spin A arising from the dipolar interaction during the
pulse at oB (Maryasov and Tsvetkov, 2000).

6We exclude electron exchange coupling for brevity; it is insignificant for nitroxide labels
separated by r > 15Å.

7Of course, the A spin also splits the resonant frequency of the B spin into a doublet.
A detailed consideration of the spin dynamics for a coupled spin pair (Maryasov and
Tsvetkov, 2000) shows that both components of the dipolar doublet are required to be flipped
by the p pulse; thus, sufficient amplitude of the microwave magnetic field acting on coupled
spins be applied.

8The dipolar signal for t < t < 2t is a repeat of the signal for t < t. Therefore, in the sequel, we
shall assume that t varies only from 0 to t .
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between the singularities in the plot being twice the dipolar splitting), and
often only one‐half of the dipolar (symmetric) spectrum is plotted versus
dipolar frequency, n.

Eqs. (6–7) should be considered as a reasonable approximation for
DEER, which is suitable for the majority of cases encountered in biological
applications of PDS. In reality, a number of factors affect the signal, and
their effects usually cannot be written in closed form or are unwieldy. Some
will be discussed later. What is significant is that DEER achieves a good
separation of the dipolar coupling from relaxation effects because the time
between the p/ 2 and p spin‐echo pulses at oA is constant, (i.e., t in Fig. 4
is constant in the experiment; this is referred to as a constant time pulse
sequence), and relaxation effects introduced by the pumping pulse can
normally be ignored.9 Nuclear ESEEM is also considerably suppressed
but still could be an issue when p is not small.

The Newer Methods

4‐Pulse DEER

The methods of 4‐pulse DEER (Pannier et al., 2000) and 6‐pulse DQC
(Borbat and Freed , 19 99, 2000; Borbat et al. , 2001, 2002; Freed, 2000 ) are
illustrated in Fig. 5. The 4‐ pulse DEER sequence is an im provem ent over
3‐pulse DEER. It is based on the 3‐pulse spin‐ echo sequence p/2‐t0‐p‐
(tþ t0)‐p‐t‐echo, which refocuses the primary echo formed by the first two
pulses. The additional pumping pulse at oB is varied in time between the p

pulses at oA. Both t and t0 are fixed; thus, relaxation does not modify the
signal envelope recorded versus position of the pumping pulse. The signal is
described by Eqs. (6–7) at the same level of approximation as 3‐pulse
DEER. This pulse sequence substantially simplifies its technical implemen-
tation, which has permitted commercial implementation. The pulses do not
need to overlap or even come close (cf. the Some Technical Aspects of
DEER and DQC section, p. 86), thereby avoiding some small but signifi-
cant dead times effects in 3‐pulse DEER. Also, 4‐pulse DEER permits
using largerB1’s than does 3‐pulse DEER, at optimal settings ofoA andoB,
which provides greater sensitivity.

DQC

The 6‐pulse DQC pulse sequence p/2‐tp‐p‐tp‐p/2‐td‐p‐td‐p/2‐(tm‐tp)‐p‐(tm‐
tp)‐echo is based on a different principle. All pulses are applied at the same
frequencyoA, and it is important that they all be intense in order to excite the

9 If the flip‐flop rate of B spins is low, they do not introduce significant relaxation effects.
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whole spectral distribution of spins, that is, all the spins are regarded as A
spins (cf. Fig. 6). Thefirst interval, 2tp, is used to let the normal single‐quantum
coherence with spin character S1y þ S2y evolve into what is known as anti‐
phase single‐quantum coherence between the coupled spins with spin charac-
ter S1xS2z þ S2xS1z. Then, the p/2‐td‐p‐td‐p/2 pulse ‘‘sandwich’’ (hatched bars
in Fig. 5) converts this coherence into double‐quantum coherence with spin
character S1xS2y þ S1yS2x (bymeans of the first p/2 pulse), then refocuses it by
means of the p‐pulse, only to convert it back to (unobservable) anti‐phase
coherence (by means of the last p/2 pulse), which evolves back into the
observable coherence S1y þ S2y, giving rise to the echo. Both spins participate
equally in the process. The first and the last p‐pulses of the 6‐pulse sequence

DQC

2tp

2t � 2t

2td 2(tm -tp)

DEER

wA

wB

t

FIG. 5. 6‐pulse DQC (top) and 4‐pulse DEER (bottom) sequences: The DQC 6‐pulse
sequence (Borbat and Freed, 1999, 2000) is based on intense pulses in order to probe the
dipolar coupling between (nearly) all intramolecular pairs of nitroxide spins. The first part of
the sequence p/2‐tp‐p‐tp is a preparation period, at the end of which an echo is formed (not
observable) from the anti‐phase single coherence between the two coupled spins. The third and
fifth pulses (p/2) convert this coherence into double quantum coherence and then back into
anti‐phase single‐quantum coherence (with the fourth pulse (p) refocusing the spins). This anti‐
phase single‐quantum coherence then develops into the observable single spin coherence after
the 2(tm�tp) time period. The sixth pulse (p) is applied to form an echo of this coherence. This
echo is selected by phase cycling of the signal that passes through the double quantum filter
(hatched). The time td of the 3‐pulse double quantum filter is kept short and constant. The time
tm is also kept constant to minimize phase relaxation effects; and it defines the time available
for dipolar evolution. The relevant time variable for observing the dipolar signal is tx 	 tm�2tp,
which is zero when tp ¼ tm/2. The pulse sequence is thus dead‐time free. The reference point
tx ¼ 0 is well‐defined due to the very short pulses used in DQC.

The 4‐pulse form of DEER (Jeschke, 2002; Jeschke and Spiess, 2006) is a modification of its
3‐pulse predecessor. It is based on detecting the refocused primary echo formed by p/2‐t0‐p‐
(t þ t0)‐p‐t‐echo pulse sequence at the frequency, oA of A‐spins. The time variable t is
referenced to the point where the primary echo from the first two pulses is formed (but is
not detected). At t ¼ 0, the dipolar phase is zero for all A spins (the precise t ¼ 0 is limited by
the width of the pulses). Shifting the starting point for dipolar evolution away from the second
pulse by t

0 makes this pulse sequence dead‐time‐free with respect to dipolar evolution and
eases its technical implementation.
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are used to refocus in‐phase and anti‐phase coherences, thereby respectively
enhancing the effectiveness of the double‐quantum sandwich and producing
the echo at time 2tm þ 2td. The signal in the ideal limiting case of intense and
nonselective pulses can be written as seen in Eq. (9) (Borbat and Freed, 1999,
2000).

V ¼ �V0 ½sinAðr; yÞtp�sin½Aðr; yÞðtm � tpÞ�

¼
V0

2
½cosAðr; yÞtm � cos Aðr; yÞtx�

ð9Þ

The signal is recorded versus tx�tm�2tp, with tm kept constant in order
to keep relaxation effects (which decay exponentially in time) constant.
Powder averaging gives

V ¼
V0

2
½vðod; tmÞ � vðod; txÞ� ð10Þ

with v(od, tx) as given by Eq. (8). For large odtm, the first term in Eq. (10),
which is constant in tx, is close to zero.

The important feature of the double quantum coherence sandwich is
that it very effectively filters out the single quantum signal arising from the

A B

DQC

DEER

B0

FIG. 6. Excitation of the nitroxide spectrum at 17.3 GHz in the microwave Ku band for
DQC (top) and 3‐pulse DEER (bottom). The 14N nitroxide ESR spectrum is plotted as a solid
line and the spectral excitation profiles are plotted as dashed lines. The detection frequency in
DEER is set at the low field edge of the spectrum (A) and the pump pulse frequency
corresponds to positioning it at the center (B). The pumping pulse is 4 G (45 ns p pulse) in
DEER. The DQC excitation profile corresponds to a 48 G (3.7 ns) p pulse.
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individual spins, and only passes the signal from the interacting part of the
two spins, which contain only the dipolar oscillations. The only background
that can develop is from the double quantum coherence signal that origi-
nates from the bath of surrounding spins, that is, from intermolecular dipo-
lar interactions with other doubly labeled molecules (and singly labeled
molecules when they are present). The signal envelope V(tx) is symmetric
with respect to tx ¼ 0 (cf. Fig. 7). This is referred to as being dead‐time free,
since the dipolar oscillations are a maximum at tx ¼ 0 (cf. cosine term in
Eq. (9)). This also means that it is sufficient to collect the data points for
tx 
 0. There is, however, an apparent dead‐time, which is determined by
the pulse width; it typically is a few nanoseconds.

Relaxation effects that decay exponentially but nonlinearly in time in
the exponent (Borbat et al., 2002), or substantial differences in T2’s from the
two spins, can modify the signal. The 6‐pulse sequence generates a number
of echoes, but with the proper phase cycling, only the dipolar modulation of
the double‐quantum filtered echo is detected. The details can be found in
Borbat and Freed (2000).

The DQC experiment maintains phase coherence between the two
coupled spins and treats them equally, whereas in DEER, phase coherence
between the two coupled spins is of no importance. The independence
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FIG. 7. 17.4 GHz DQC from a 16.3 Å rigid biradical aligned in LC phase‐V (Borbat and
Freed, 2000). The LC director is oriented parallel to B0. The dipolar coupling is�25 MHz with
maximum outer splitting of �37.5 MHz due to pseudosecular term.
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of tuning of the pulse conditions at both frequencies, as well as its applica-
bility to widely separated spectra, makes the DEER sequence quite flexi-
ble. Nevertheless, it can be shown that the dipolar signal recorded in DEER
is based on the same type of evolution of in‐phase and anti‐phase coher-
ences as in DQC (Borbat and Freed, 2000). This is also the case with other
related pulse sequences (Borbat and Freed, 2000). Although it may look
complex, the DQC experiment, once it is set up, is rather simple to use. The
similarity in DQC and DEER means that the maximum useful time of the
experiment (2tm) in DQC and 2t in DEER will be comparable, except for
respective differences in signal‐to‐noise ratio (SNR), as will be discussed.

DQC and DEER have proven to be the most useful methods, and
together they add ress a wid e range of ap plications. (Figs. 9, 10, 11, 14 , 16,
and 21 sho w ex amples of DQ C an d 4‐ pulse DEER signals. )

Other Methods

Several other pulse sequences for PDS with useful features have been
introduced (Borbat and Freed, 2000; Jeschke et al., 2000; Kulik et al., 2001;
Kurshev et al., 1989; Raitsimring et al., 1992). They are related in one way
or another to DEER or DQC, since they are all based on dipolar evolution
of single quantum in‐phase and anti‐phase coherence, and some try to
minimize relaxation effects based on constant time pulse sequences. They
have not been extensively used because of various shortcomings. Addi-
tional methods are based on the dipolar contribution to spin relaxation,
so they are not as able to provide accurate distances, but they can be useful.
The reader is referred to Raitsimring and Salikhov, 1985; Rakowsky et al.,
1998; Seiter et al., 1998.

Intermolecular Effects, Clusters, Oligomers, and Spin‐Counting

Eqs. (6) and (7) describe the dipolar signal in DEER originating from a
pair of spins A and B. The signal from the A and B spins in each (doubly
labeled) molecule is usually the signal of interest. All the other A (resonat-
ing at oA) and B (resonating at oB) spins in the sample also contribute to
the DEER signal. For example, they represent the intermolecular dipolar
interactions. The simplest intermolecular case that can be represented in
closed form is the case of uniform spatial spin distribution over an isotropic
magnetically dilute sample. Since the dipolar interaction in this case is
weak, it can be represented by the secular term in Eq. (3). Then, the effect
of all the other B spins on the ith spin, A, is multiplicative, given by the
product obtained in Eq. (11) (Milov et al., 1984).
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Vi;interðtÞ ¼
Y

N�1

j6¼i

½1� pijð1� cosAðrijÞtÞ�

* +

: ð11Þ

Here, N is the number of spins in the sample. Angular brackets denote
averaging over all possible configurations of N spins {rij,...,rNj}. Averaging
by the Markov method (Chandrasekar, 1943) leads to a simple exponential
decay

Vi;interðtÞ ¼ expð�ktÞ ð12Þ

with

k�1 ¼ 1:0027
10�3

pC
ð13Þ

where C is the molar concentration and p is the probability of flipping B
spins by the pumping pulse (typically, 0.1–0.3). The dipolar signal from the
spin pair of interest (cf. Eq. (7)) is then modified by multiplication by this
decaying factor, (cf. Figs. 8, 9, and 13a for additional examples). A similar
mechanism works among A spins, and is known as the instantaneous
diffusion (ID) mechanism (Klauder and Anderson, 1962; Nevzorov and
Freed, 2001a; Raitsimring et al., 1974; Salikhov et al., 1981), which, unlike
ordinary relaxation mechanisms, can be partially refocused (Slichter, 1990).

A similar approach can be applied to an isotropic uniform distribution
in space with fractal dimensionality, where a closed‐form solution can be
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FIG. 8. An example of 4‐pulse DEER (solid line) from a uniform distribution of spins in an
isotropic sample illustrates the intermolecular signal given by Eq. (12). Dashed line is a fit to
the straight line in the logarithmic plot. To achieve the uniform spin distribution, 0.01 mole
percent of spin‐labeled alamethicin was magnetically diluted withWT by a factor of 20 to avoid
effects of its aggregation (unpublished, this lab).
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written (Milov and Tsvetkov, 1997). Practical examples of lower dimension
are the 2D case of unilamellar lipid membranes or the 1D case of self‐
avoiding polymer chains.10 Note that we can distinguish two types of
heterogeneous sample—microscopic or macroscopic (Jeschke and Schlick,
2006). This can be understood by realizing that spins beyond a certain
radius, call it Rinter(tm), make a negligible contribution to Eq. (11) or (12)
(Jeschke et al., 2002). Therefore, such a length scale, Rinter can be used to
separate micro‐ and macroscopic domains. Macroscopic heterogeneity
represents variations over length scale greater than Rinter in concentration
or composition throughout the sample (and it also includes pulse amplitude
variation over the sample). The signal given by Eqs. (12) and (13) is simply
averaged over the sample. Micro‐heterogeneous systems such as lipid
membranes or clusters, which have characteristic microscopic order, are
usually not amenable to simple analytic solutions, and their signals should
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FIG. 9. Long rigid biradical in o‐terphenyl glass at 50 K. DQC (bottom) shows a stronger
signal than DEER (top) due to strong pulses and partial suppression of nuclear spin diffusion
of DQC. The signal profile in DQC is, however, more affected by spin relaxation that decays
according to a t2 dependence in the exponent (Borbat et al., 2002). (Just the oscillating part of
the full DEER signal is shown for better comparison of the two signals.) (Unpublished, rigid
rod biradical, courtesy of G. Jeschke).

10These are not exactly fractal cases and they are not described as in Milov and Tsvetkov
(1997), but have similar time dependence.
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be de rived based on the appropri ate averagin g of Eq. (11) for the particul ar
case. Good appro ximations are possi ble but are beyond the scop e of this
chapter . In general , the dipol ar signa l is modi fied, and there can be a larg e
nonli near ba ckground, which needs to be accoun ted for, or else remov ed to
isolate the infor mative pa rt of the signa l V(Wd ,t) (cf. Eq. 8) ( Borba t et al. ,
2002; Jeschke, 2002; Maryasov et al., 1998).

The case of a small group of spins (clusters) has been considered in the
literature (Milov et al., 1984, 2000b, 2003b; Raitsimring and Salikhov, 1985;
Ruthstein et al., 2005; Salikhov et al., 1981). This case requires numerical
treatment based on Eq. (11), typically by the Monte Carlo method,
although simplified approaches exist and were used to roughly estimate
the number of spins in a cluster (Milov et al., 1984). In fact, an accurate
treatment is rarely justified in such cases, since there are too many unknown
parameters to fit and realistic data permit determining one or two para-
meters at most. In addition, one must have a priori knowledge about the
system in order to model it properly.

We note that a generalization of DQC methods to provide multiple‐
quantum coherence selective pulses is, in principle, possible (Borbat and
Freed, 2000). Such a methodology would be very useful for spin counting,
but it has not yet been developed for practical use in ESR.

From the standpoint of PDS, the intermolecular term is usually an
unwanted complication, requiring that the intramolecular signal of interest
be separated from the intermolecular contribution to the signal. Clearly, the
best approach is to minimize the latter by sample dilution, whenever it is an
option and sensitivity permits.

For the sophisticated pulse sequence of DQC, there is no rigorous
theory for the intermolecular dipolar effects in DQC. However, when
pulses are strong and the system is sufficiently dilute, the intramolecular
dipolar signal is relatively less affected than in DEER by other spins (cf.
Fig. 7). Therefore, at low concentrations, DQC has the advantages of better
sensitivity due to all or nearly all the spins participating and weaker effects
of surrounding spins. In cases of high local concentrations (lipid vesicles,
protein oligomers, or peptide clusters), DEER is able to produce the same
(or sometimes even better) sensitivity than DQC because of reduced ID
from the weaker DEER pulses. Some examples of dilute samples where
DQC works better are shown in Figs. 9 and 10.

Data Processing in DQC and DEER

An example of a typical DEER signal from a spin‐labeled protein is
shown in Fig. 11 and that for a case of a small cluster in Fig. 12. DQC signals
are shown in Fig. 7 (cf. also Figs. 14, 16B, and 21 A). For DQ C, first, the
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intermolecul ar background signa l is removed by means of least square
polynom ial fitting in the time ‐ domai n of the lat ter pa rt of the signal; then,
this is extra polated back to the earlier part of the signal an d subtra cted out
(Borba t et al., 2002 ). In the case of DEER, the remov al of backgro und
signal often is perfor med by fitting the lat ter part of the signa l to a stra ight
line in a log plot unde r the assump tion of an ex ponent that is linea r in time
in Eq. (12) . When this is not the case, a low ‐de gree polynom ial can be used
instead. Anothe r way of accou nting for the intermole cular backgrou nd is to
use met hods of signa l reconst ruction with simultane ous ba seline fitting
(cf. the Di stance Distr ibutions section, p. 73). This metho d separates out
the pa rt of the signal governed by the intr amolecul ar kernel (see the
following text). Using a more dilute sampl e is recom mended when possib le
since it reduces back ground and also helps to arrive at a more linear
background . Spectr al ove rlap of pulse exci tations at the two frequenc ies
in DE ER, which can arise when using a strong er pump ing pulse to increase
p an d thereby to e nhance the signa l, compl icates the signal an d its analys is
due to unwant ed effects (cf. Fig. 21B ). In the case of a heterog en eous
system, one could first study a refer ence sampl e with the same spin
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F IG . 10. Comparison of the DQC signal versus tx (b) and the 4‐ pulse DEER versus t (a)
operating at 17.4 GHz for spin‐label at position 340 in the cytoplasmic domain of band 3
protein (Zhou et al., 2005). The same resonator and sample was used in both cases, data
collection time was 25 min, T was 70 K. In DQC 9 ns p pulses (20 Gauss B1 ) were used;
16/32/32 ns observing pulses and 28 ns pumping pulse were used in DEER. SNR of DQC is
142, in DEER it is 43. The DQC SNR may be improved by using shorter p pulses.
An additional advantage of DQC was due to its partial cancellation of nuclear spin diffusion
(cf. Sensitivity of PDS section, p. 79). [Current operating performance for these conditions
(and for the data of Fig. 9) yields SNRs that are greater by a factor of 2.5.] (unpublished data;
the protein courtesy of Zheng Zhou).
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concent ration but with singly labeled mol ecules or spin prob es in order to
determ ine the shape of the inte rmolecul ar signa l. (But this met hod has
limited app licability and polynom ial fitting is usually the met hod of choic e.)

Extrac ting Di stance and Spin ‐ Count Informat ion

The average dist ance can to good accura cy be extra cted by inver se
reconst ruction (see the Distance Di stribution s sect ion, p. 73) ( Bow man
et al. , 2004; Chiang et al. , 200 5a ,b; Jeschke et al., 2002, 2004b ) of the
intramol ecular signa l obtain ed from the experi mental da ta ( Borba t et al. ,
2002; Milov et a l., 1999 ); or from an alyzing the signal with parameter ized
geomet rical model ing ( Borba t et al., 2002 ); or from the singularities or
the half‐width of the dipolar spectrum (Park et al., 2006); or simply by an
estimate based on temporal envelope (Milov et al., 1999; Park et al., 2006).
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FIG . 11. Data processing of Ku band time‐domain DEER signal for nitroxide labeled mono-
a mi ne o xi da se r eco ns ti tu te d i n d et er ge nt m i c e l l e s . ( A) T he i nt er mo le c u la r b ac kg ro un d i s
removed by first fitting the data from 1 to 4 �s to a second‐degree polynomial (rather than to a
straight line, as relevant to this case) in the log plot, followed by subtracting it out. (B) Dipolar
signal after removal of background. Dashed line shows the correction for the background that was
generated in the process of MEM reconstruction (Ch ia ng et al., 2005b). (C) Corrected dipolar
signal generated by fitting (A) to a linear background signal; it is indistinguishable from
(B), indicating the capability ofMEM to separate out the inter‐ and intramolecular contributions
to the dipolar signal in this example. (D) P(r)’s produced from data from (B) (upper curve)
and (C). The very small peaks are caused by noise and signal distortions (mostly caused by using
a short pump pulse of 20 ns). (Unpublished, this lab; protein sample provided by A. Upadhyay.)
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The latter includes using the period of oscillation or half‐width of the initial
decay (ca. 2p/5od). For very long distances, when it is known a priori that
there should be a reasonably well‐defined distance, access to a fraction
of the dipolar oscillation period suffices but requires prediction of the
baseline or knowledge of p (in the case of DEER) and spin labeling
efficiency. The error in distance, even with such crude methods, is relatively
small (vide infra) due to the inverse cubic dependence of the od on the
distance, so it does not normally exceed the uncertainties introduced by
the nitroxide side‐chains.

For clusters, controlled magnetic dilution proved useful to detect aggre-
gation and evaluate the size of clusters and number of spins (Milov et al.,
1999). We illustrate in Fig. 12 the practical implementation of the method,
with some additional details given in Milov et al. (1984).

Distance Distributions

Several approaches to determining distance distributions of para-
magnetic centers in solids were utilized in the early applications of DEER
and related methods (Milov et al., 1981; Pusep and Shokhirev, 1984;
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FIG. 12. The DEER signal in the case of clusters for the system of Fig. 8 but less magneti-
cally diluted (b) than in Fig. 8, and without dilution (a). (a1, b1) are straight line fits to the
asymptotic parts of (a, b). (a) is typical for a spin cluster; in this case, single‐labeled alamethicin
molecules are organized into small clusters with expected constant number of monomers.
(b) represents the same spin concentration but magnetically diluted by a factor of 5 with
unlabeled peptide, indicating that this signal indeed originates from a spin cluster. The asymp-
totic DEER amplitudes (Va , Vb) can be immediately analyzed to yield an estimate of how
many peptide molecules, N, are in the cluster (Milov et al., 1984), given that the fraction of
peptides in clusters is known. Based on Milov et al. (1984) lnVa ¼ (N�1)ln(1�p), where
p (cf. Eq. (7)) was 0.2. This yields four peptide molecules per cluster. (Unpublished, this lab.)
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Raits imring and Salikh ov, 1985 ). Such metho ds have been improved
( Bowma n et al., 2004; Chi ang et al. , 2005a ,b; Jeschke et al., 2002, 20 04b )
and the Tik honov regul arization met hod is now a workhor se for extracting
distan ce distribu tions from the raw or preproce ssed data.

The time ‐dom ain dipolar signal may generally be viewed as
V intra A inter þ Binter ( B inter originates from singly labeled molecules and, for
uniform spin distributions in the sample, its time dependence is given by
Ain ter );

11 the A and B terms are removed to the extent possible; and then,
what is taken to be a reasonably accurate representation of Vintra is subject to
inverse reconstruction by Tikhonov regularization or related methods. The
problem can be represented by a Fredholm integral equation of the first kind,

V intra ðtÞ ¼ V0

ð1

0

PðrÞKðr; tÞdr ð14Þ

with the kernel K(r,t) for an isotropic sample (cf. Eqs. (4–5)) given by

K ð r ; t Þ ¼  

ð

1

0 

cos ½ od t ð 1 � 3u2 Þ� du ð15Þ

The inver sion of the signal V intra given by Eq. (14) to obtain P(r ), the
distan ce dist ribution, is, in principle, achie vable by standar d numerical
meth ods, such as singular value decompos ition (SVD), but it is an ill‐
posed problem that requires regularization methods in order to arrive at a
stable solution for P(r). In the practical implementation, the data are
discrete and available over a limited time interval, and the actual form of
the kernel K(r,t) may differ from the ideal form given by Eq. (15).

Tikhono v regul arization ( Chian g et al., 2005a ,b; Jeschke et al. , 200 4b)
recovers the full distribution in distance, P(r). It is based on seeking an
optimum, P(r), which tries to minimize the residual norm of the fit to the
data while also trying to maximize the stability of P(r) (to reduce its
oscillations). The relative importance of both is determined by the regulari-
zation parameter, l. The L‐curve method for optimizing l is computa-
tionally very efficient and the most reliable to date. In the Tikhonov
method, the regularization removes the contributions of the small singular
values, �i in the SVD that are corrupted by the noise by introducing
the filter function,

11ButBinter is not, in general, the same asAinter for the case of micro‐heterogeneity, wherein the
local spin concentration determines Binter.
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fi 	
s2i

s2i þ l2 
ð 16 Þ

which filte rs out those contribu tions for which �i
2 � l2. Further refinem ent

of the P( r ) can be perfor med by means of the maxi mum entropy met hod
(MEM) ( Chi ang et al., 2005b ), alth ough it is comput atio nally more time ‐
consum ing. The latest version s of MEM and Tik honov regulari zation permi t
one to sim ultaneou sly fit and remov e the effe cts of Ainter and /or B inter whi le
optimizing the P( r ) from raw ex periment al da ta12 ( Chiang et al., 2005b ).

Exper imental artifacts, signa l dist ortions, and resid ual baseline make
signal recover y so mewhat less accura te than what has been de monstrat ed
on model da ta that were generat ed using the ideal kernel of Eq. (15) . The
test examples of Fig. 13 demonst rate the accura cy of recover y of average
distances and distri bution widths when the signa l is free of artifac ts. It is
clear that with a goo d SNR, average distances of the order of 80 Å can be
obtained . Ver y long distances can be recover ed, given undist orted a nd good
SNR da ta. Figure 11 demonst rates the applicat ion to real data with baseline
correctio n by ME M.

Relaxati on

The ampl itude of the prim ary echo V0 decays with increasi ng pulse
separation, t (cf. Fig. 4) due to pha se relaxa tion. Ther efore, the maximum
dipolar evo lution time interval , tmax availabl e for recordi ng V ( t) is ultim ate-
ly limited by the pha se mem ory time, Tm (or T2). In the simp lest case,
V( t) ¼ V0 / exp( � 2t/ Tm ). This limi ts the maxi mum dist ance, r max that one
can measure, ov er a reasonabl e period of signal averaging . Dependin g on
the signa l stre ngth, tmax is appro ximately 1 to 3 T m an d cannot be extended
much furth er. Here , tmax is essent ially 2tm in DQC an d 2( t 0þ t ) in DEER
(cf. Fig. 5). The largest meas urable dist ance rmax is prop ortional to tmax

1/3 in
order to recover the dipolar oscillation ( Borba t and Fr eed, 2000 ). Thus ,
only a minor incr ease in rmax could be made by increasin g tmax , an d this
would necess arily requir e a large increase in signa l averagi ng. For
nitroxide‐labeled proteins, Tm is largely determined by the dynamics of
the nearby protons (Huber et al., 2001; Lindgren et al., 1997; Zecevic et al.,
1998), especially those from methyl groups, leading to the simple exponen-
tial decay expressed above with Tm in the range of 1 to 2 �s for buried or
partially buried labels. Such relaxation times are typical for hydrophobic
environ ments that are encou ntered in lipid membranes (Ba rtucci et a l.,
2006) and the protei n interior ( Lindgren et al. , 1997 ). This permi ts an rmax

12Available for download through the ACERT web page www.acert.cornell.edu.
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of typically 50 Å. For water‐exposed labels, relaxation at longer t is domi-
nated by exp[�(2t/Tm)

�] with � � 1.5–2.5 and Tm � 3 to 4 �s (Lindgren
et al., 1997). This quadratic term in the exponent is governed by the nuclear
spin diffusion mechanism (Milov et al., 1973; Nevzorov and Freed, 2001b).
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FIG. 13. (A,B) Simulated dipolar signals for two distances of 35 and 38 Å, both rms widths
of 3.6 Å, for different levels of noise. Left panels show time‐domain signals, and the right
panels show distance distributions, P(r) reconstructed using L‐curve Tikhonov regularization.
Note that just a 3 Å difference produces distinct time‐domain signals and distance distributions
with correct average distances and widths in case (A). The exact distribution in distance is
shown (dashed) for 38 Å distance in (A), and it is nearly coincident with the recovered profile.
The poorer SNR in (B) still enables accurate inverse reconstructions. (C) Limited time‐domain
data (approximately 20% of the period of the dipolar oscillation) with good SNR of 200, which
is often achievable, does result in a good estimate of distance, but at the expense of broadening
of P(r). By rescaling the curve in (C) to 2 �s, for 20% of the period of the dipolar oscillation, an
average r of about 82 Å is obtained in the P(r) of panel (C). The time period of 2 �s in (A,B)
is typical for nitroxide labels for proteins in most environments, but is sometimes as long
as 3 to 5 �s, which permits one to record approximately a half period of dipolar oscillation for
70 – 80 Å, thus yielding a more reliable estimate of distance.

76 structural approaches [3]



A larg er � may indi cate spectral diffusi on ( Klaud er and And erson, 1962;
Raitsimri ng et al., 1974 ). This pe rmits an rmax of typical ly �55 to 60 Å (or
�70 – 75 Å with low accuracy). 13 Such types of rela xation could be partial ly
suppress ed by mul tiple refoc using and/or using deutera ted solve nt ( Borbat
et al., 2004; Borba t and Freed, 2000; Jeschke et al., 2004a; Milov and
Tsvetkov, 1997 ). This could extend tmax to app roximat ely 6 to 8 �s in
favorab le cases ( Huber et al. , 2001 ), that is, much less than in D2O/
glycerol ‐d 8, since there still is a bath of protons of the protein itself
(Hube r et al., 2001 ). Using 6‐ pulse DQC helps to extend tmax when Tm is
dominated by nuc lear spin diffusio n ( Borbat and Fr eed, 2000; Borba t et al.,
2004 ). This permi ts a more a ccurate estima te of rmax to ab out 70 Å . Further
improvem ent woul d requir e much great er effor t, such as partia l or com-
plete pro tein de uteration, a nd this might e xtend rmax to 100 to 130 Å and
make distan ces up to 80 Å much more accura te. Since such enrichment also
benefits high ‐ resol ution NM R ( Hamel and Dahl quist, 2005; Horst et al.,
2005; Vent ers et al., 1996 ), one could hope that this techno logy may be-
come, in the future, a standar d way to improve the accura cy of distances
in the 50 to 80 Å range, which are current ly accessible, and to increase
the sensitiv ity drama tically, bringing it to the microm olar level (see next
section on Di stance Range ). This is of particu lar value for the diffic ult case
of membrane proteins.

The longitudi nal relaxati on time, T1, determi nes how frequen tly the
pulse sequ ence can be repeat ed (usual ly, no more than 1.5/ T1) and, con se-
quently, the rate at which the data can be average d. Bot h T1 an d T2 are
temperat ure depen dent, as is the signa l ampl itude , which depen ds on the
Boltzmann factor for spins in the dc magnet ic field. The combi ned effect of
all these aspect s is such that for proteins in water solution or in membranes ,
the optimal temperat ure as a rule is in the range of 50 to 70 K. The presenc e
of param agneti c imp urities with short rela xation times shorte ns both T1 and
T2. Thi s would requ ire conductin g experi ment s at even lower temp eratures.

Distance Range

Long Di stances

The ability to meas ure very long distances is limited by the pha se
memory time, Tm (see Relaxation and Sensit ivity of PDS sect ions, pp. 75
and 79) an d, for protei ns, 65 to 75 Å is abo ut the upper limit with cu rrent
technology . Also, distances meas ured in this range are typical ly not very

13 rmax is chosen to correspond to tmax, which we take as equal to one period of the dipolar
oscillation Tdip 	  2p /od (cf. Eq. (5)). Using T dip/2 is often possible, but the accuracy in
distance is less (cf. Sensitivity of PDS section, p. 79).
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accurate. Modified standard methods have been shown to bring some level
of improvement (Borbat et al., 2004; Jeschke et al., 2004a). This situation
could be radically improved by protein deuteration. Alternatively, with a
good spin labeling strategy, such long distances could often be avoided.

Short Distances

The p‐pulse excites a spectral extent (in Gauss) of about B1. It is
necessary to excite both components of the Pake doublet in DEER,
which normally uses p‐pulses longer than 20 ns (B1 of �9 G). This provides
a lower limit to DEER of approximately 15 to 20 Å (Fig. 14). However,
p‐pulses of 30 to 60 ns width are typical, since they provide a cleaner imple-
mentation of the method, which requires that the pump pulse and observing
pulses do not overlap in spectral extent. This tends to limit DEER to
20 Å and greater. The sensitivity to shorter distances decreases significantly
because the coupling increases and both components of the Pake doublet
can no longer be adequatel y exci ted (Mi lov et al. , 2004). Al so, accou nt must
be taken of strong dipolar coupling during these long pulses (Maryasov and
Tsvetkov, 2000).

DQC uses intense pulses with B1 of 30 G or greater; hence, it can access
distances as short as about 10 Å (Fafarman et al., 2007) (Fig. 14). In this
case, the pseudosecular part of the dipolar term in the spin‐Hamiltonian
(cf. Eq. (3)) cannot be neglected (Fig. 7), but this can be accounted for
in rigorous numerical simulations (Borbat and Freed, 2000). Note that for
the nitroxide biradical that is aligned in a liquid crystal of Fig. 7, wherein
the orientation of R12 is parallel to B0, the dipolar splitting is 23 MHz; (this
corresponds to a 12.7 Å distance for the powder) and the 3nd/2 frequency
from the pseudosecular terms (37.5 MHz) is also readily excited. The
appearance of the outer splittings due to the pseudosecular term tends to
broaden out the Pake doublet, thereby reducing the signal amplitude by
typically a factor of �2 (in the case of short distances), which is not a
significant issue since the useful signal evolution period is then usually
shorter than Tm. For short distances under 20 Å, submicromolar concentra-
tions can suffice (see next section). Also, any intermolecular contribution
from singly labeled molecules in the sample is of little concern in this
distance range, because the signal acquisition period is short enough that
effects given by Eqs. (12–13) are small.

Thus, pulse methods could be applied to most practical cases arising
in protein distance mapping. The short distance range is more appropriate,
however, for organic biradicals, buried spin labels, or radical cofactors,
TOAC, and similar cases, when radicals are substantially immobilized and
their geometry is known or can be deduced. This range is less relevant for
typical nitroxide labels with long tethers, with uncertain geometry.
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Optimal Range of Distances

In our experience, an optimal range of distances for the purposes of
PDS is within 20 to 50 Å (45 Å for membrane proteins, whose Tm’s could be
in the range of 0.5–1 �s), even though larger distances can be measured with
a longer period of signal averaging, but usually with reduced accuracy.
Distances shorter than 20 Å introduce a relatively larger uncertainty in
estimating the C� – C� distances. Measurement of distances in the optimal
range are fast and accurate, in most cases. The labeling sites and distance
network should thus be chosen such that they provide optimal conditions
for PDS, by increasing the relative number of optimal distances, as needed.
Optimal conditions are not readily available for oligomeric proteins due to
multiple labels and their typically large size. For an unknown structure, a
preliminary scanning by several trial measurements may be very helpful.

Sensitivity of PDS

The sensitivity of pulse ESR spectroscopy is more difficult to define than
for cw ESR, wherein strict criteria were established. In pulse ESR, similar
criteria are harder to set, because relaxation times, which are the major
determinants of the outcome of a pulse experiment, vary over a wide range
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FIG. 14. The challenges of short distances. DQC and DEER were applied to a rigid 12.2 Å
nitroxide biradical. Detection pulses in DEER were 16/32/32 ns, the pumping pulse was 18 ns
(B1� 10 G). This is found to be insufficient to properly excite the dipolar spectrum. DQC using
6.2 ns p‐pulse (B1 � 30 G) develops the �30 MHz oscillations very cleanly, similar to the case
of an aligned biradical (Fig. 7). The longer pulses of DEER lead to a spread in the refocusing
point of different spin packets and the weaker B1; both smear out the high‐frequency dipolar
oscillations. (The biradical courtesy of R. G. Griffin.)
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among the systems studied . For this reason, often the single ‐ shot SNR for
a standar d sample (e.g., gamma ‐ irradiat ed vitreo us silica) can be used to
calibrat e sensiti vity. Due to variation s in pulsed ESR technique s and sam-
ples, the cap acity for a meaningful exp eriment based on conside rations of its
sensiti vity sho uld be decide d on a case ‐ to ‐ case basis ( Borba t et al., 1997 ),
with all relevant param eters consi dered. The sensi tivity of PDS techniq ues,
specifi cally DQ C and DE ER, has be en discussed in Borba t and Freed
(2000) , wher e the mai n cri terion for sensi tivity was based on the abilit y
to pe rform a succes sful exp eriment (of reliab ly measu ring a distan ce) in
a reasonabl e period of time. It was chosen to corresp ond to an accept able
SNR, nomin ally taken as a Sacc of 10, which ha s to be attained in an
acceptable time of experiment nominally taken as 8 h of signal averaging.
Such an SNRwouldmake it possible to obtain the distance (Fig. 13B), given
a sufficient length of, tmax (cf. Rela xation sect ion, p. 75), which, conserv a-
tively, should be at least one period of the dipolar oscillation. [A relaxed
criterion, based on a shorter period, or even half of that, would still enable
a less accurate estimate of the distance, depending on the specifics of
the signal and given higher SNR than 10. This may include a priori knowl-
edge of spin concentration and labeling efficiency or whether the distance
is distributed over a narrow or broad range.] However, an Sacc of 10 is a bare
minimum, and we usually require an SNR of at least 50, but preferably 100
to 200, to enable reliable distance distribution analysis (Chiang et al., 2005b).

Even though it is possible to estimate sensitivity from first principles
(Rinard et al., 1999), we prefer to use an experimental calibration in the
spirit of Borbat and Freed (2000), so the following approach has been
chosen to give the estimates of sensitivity in distance measurements. First
of all, a simple and standard experiment, such as a single‐shot amplitude
measurement of the primary echo, is performed under conditions when
relaxation and other complications can be ignored. Then, the sensitivity of
the single‐shot experiment of a more complex method is deduced from this,
based on the known theory of the method. Within such an approach, it
suffices to measure the spin echo amplitude at a selected point of the
nitroxide ESR spectrum with a two‐pulse primary echo (PE) sequence,
applied at a low repetition rate and with a short interpulse spacing. Such
an experiment provides the SNR for a single‐shot, S1(PE), which we refer to
as per unit of concentration (1 �M) or per the number of spins (1 picomole),
whichever is needed. Subsequently, the S1 for the more complex experi-
ment is estimated from S1(PE). Due to the limited capacity of simulating
the outcome of a complex pulse sequence, such an estimate has limited
accuracy, but it should be a reasonable predictor of the actual signal
measurement. Finally, all the other major factors that influence the out-
come of the actual experiment, such as relaxation, temperature dependence
of the signal, instantaneous diffusion, or pulse sequence repetition rate,
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must be determ ined an d their values use d to estima te their effect on the
SNR for a given dist ance and its range of unc ertainty .

The calibration of DQC and DEER has been conducted for our pulse
ES R s pe ct ro m ete r ( Park et al., 2006) at the working frequency of 17.35 GHz
on a nitroxide sample of 4‐hydroxy TEMPO in a vitrified solution of 50% w/v
glycerol in H2Owith a 20 � M spin concentration in a 10 �l s am pl e v ol um e a t
70 K, where most PDS measurements are performed. The DEER calibration
used a primary echo (Mims, 1965)14 generated by p/2‐p pulses (p pu ls e o f
32 ns) separated by 80 ns, with the pulses applied at the low‐field edge of the
nitroxide spectrum. A similar DQC calibration was based on p/2‐p pulses
wi th a 6 ns p pulse, and the same separation as in DEER, but pulses were
applied in the middle of the spectrum. For the two measurements, the ratio
of t he e ch o a mp lit ude s ( DQ C v er su s D EE R) wa s a bout 6 .5 a nd t he r at io of
SNRs of the single‐shot signals at the condition of optimal signal reception
(given by the integration of the spin echo in the time window defined by the
time points corresponding to 0.7 of the echo amplitude) was about 3.0, that is,
S1 � 0.42 �M� 1 (DEER) and S1 � 1.25 � M� 1 (DQC).

Based on these numbers, the estimates of the dipolar signals for the two
methods, according to the analyses given in Borbat and Freed (1999, 2000),
are summarized as follows. For 4‐pulse DEER with 16/32/32 ns pulses in the
detection mode and a 32 ns pump pulse, S1 is 0.084 � M

� 1, and for DQC based
o n a 3 /6 /3 /6 /3 /6 n s p u l s e s eq ue nc e, S1 is 0.3 � M

� 1, that is, it is greater for DQC
by a factor of 3.6. This ratio is supported by our experimental observations,
(cf. Fi gs . 9 –1 0). Using the sensitivity analysis of Borbat and Freed (2000), we
estimate the SNR of the raw data15 of the full PDS experiment as

SN R ¼ 2S1 x
2 C �  c K ð f ; T1 Þð ftexp =N Þ 1= 2 expð�

2tmax

Tm

� 2kx CG tmax Þ: ð 17Þ

14The classic analysis of the SNR of a primary echo has been given by Mims, and the sensitivity
in all PDS is directly related to that of a primary echo.

15Note that the factor of N 1/2 in Eq. (17) accounts for the effective averaging of each data point.
But the raw signal can be processed in several ways in order to determine distances and the
distributions in distances, when possible. In Borbat and Freed (2000), the number of points
was not included in the expression for the SNR, because their sensitivity analysis was
conducted within the context of the maximum measurable distances. In that case, based on
consideration of spectral analysis (by F T), there should be at least Nmin ¼  4t max/T dip sam-
pling points in order to satisfy the Nyquist criterion for the highest dipolar frequency of the
Pake doublet, 2od (and just 2 for tmax ¼ Tdip/2). It is this Nmin that should be used as N in
Eq. (17) to estimate the SNR for the dipolar spectrum in the frequency domain. Over-
sampling does not degrade the SNR, which is determined by the total number of signal
samples (ftexp) and Nmin, but it helps to reduce aliasing in the spectrum and may have other
positive effects. For reliable recovery of distributions in distances by Tikhonov analysis, 50 to
100 data points are desirable with the SNR in the data record of at least 30 (Chiang, et al.
2005a,b), but as has been demonstrated (cf. Fig. 13B), an SNR of 10 suffices for the case of a
single distance. Equation (17) thus gives a conservative estimate.
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Here, texp is the dur ation of the experi ment al da ta acquisit ion; f is the
pulse seq uence rep etition frequenc y; N is the numb er of data points in the
record; C is the doubl y labeled protein concent ration ( �M ); �c is the ratio of
the sample volum e ( � 15 �l) to that used in the calibrat ion (10 � l). The
terms in the exponen t are consistent with those given in Borba t and Freed
(2000) , namely, the first account s for the pha se rela xation (but we use �¼ 1
in Eq. (17)16 ) an d the second, for inst antaneous diffusi on. G is metho d‐
specifi c ( Borba t and Freed, 2000 ) (with its de finition provide d later in
refere nce to Eqs. (18) and (18a) , and for the pulse sequ ences defined
previ ously, it is approxi mately 0.14 in DEER a nd approxi mately 0.52 in
DQC. We also includ e the spin ‐ labeling efficiency, x, which modi fies the
fracti on of both spins that need to be flipped in PDS , showin g its strong
effect on the outcom e of an expe riment. In the follo wing text , we assum e
compl ete labeling for conveni ence in the discussio n (i.e ., x ¼ 1). K ( f,T1) ¼
[1 �ex p( �1/ fT1)] gives the effect of incomple te spin ‐ lattice relaxatio n for a
given relaxatio n time, T1, and repe tition rate, f . (K is 0.72 for the optimal
repetiti on rate, when f T1 ¼ 0.79 an d is unity when f T1 � 1.) As an illustra-
tion of the capability of PDS in vari ous regi mes, we consid er the follow ing
examples:

Short Distances, Low Concentrations

For a short distance of 20 Å (Tdip¼ 154 ns), we set tmax¼ 0.48 �s � 3Tdip

in order to provide very good resolution of distance; Tm is taken as 1.0 �s,
that is, the shortest withi n its typi cal range (cf. Relaxation section, p. 75);
8 ns steps in t yielding 60 data points are taken as producing the signal
record; a pulse repetition frequency f of 1 kHz should be optimal for a spin‐
labeled protein at 70 K. One finds from Eq. (17) that just texp ffi 4 min of
signal averaging of the DQC signal provides an SNR of 10 for a C of 1 �M.
DEER will require nearly 1 h (50 min) to achieve this result. Note that this
concentration corresponds to just 10 picomoles of protein. A high SNR of
100 for DQC could be attained in 6.5 h for the same amount of protein.

Long Distances

We assume tmax¼ 4 �s, a typical Tm of approximately 2 �s, and the steps
in t are taken to be 50 ns. Then, an SNR of 10 will be reached in 8 h for a C

of 2.1 �M for DQC (while for DEER, it would be 104 h). By using one
period of Tdip, we find Rmax ¼ 59 Å ; for half of the period, Rmax is 75 Å.
(Longer distances cannot be estimated reliably with this SNR.) An accurate
analysis of the distance distribution requires a higher concentration of at

16When � > 1, such as for relaxation effects from nuclear spin diffusion, its partial refocusing in
the DQC experiment provides an improved SNR (Borbat et al., 2004).
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least 10 � M in order to provide a SNR of at leas t 50 ( Chian g et al., 2005a ,b),
under otherw ise simil ar conditions .

Dista nces in the Opt imal PDS Range

We consi der 50 Å as an uppe r limit for the ‘‘opti mal’’ PDS distance
range (cf. Distanc e Range section, p. 77). Tdip is then 2.4 � s, theref ore a tmax

of 2.4 �s suffice s to pr ovide the distan ce sufficient ly accura te for a structure
constraint . We assume the rather challengi ng case of Tm ¼ 1.5 � s; steps in
t are taken to be of 32 ns; f is 1 kHz, C is taken as 25 � M ; but now we require
a good SNR of 50. Such a SNR will be achie ved in 16 min by DQ C. DEER
will require nearl y 3.5 hours to achieve the same result, or else the concen -
tration must be increased (by a factor of 2–4). Shor ter distances of 20 to
45 Å are measu red faster, or else yield a bette r SNR or resolutio n.

Actual Case

A recent 4‐ pulse DEER exp eriment (usi ng a 32 ns pump pulse) con-
ducted on 10 � M of homodi meric protei n CheA �  289 (see Distanc e Range
section, p. 77) mutant Q545C at 60K yielded a SNR of 50 in 1.2 h of signal
averaging at an f of 1.2 kHz. The phase relaxation time, Tm, was about
3.3 �s (yielding a factor of 3.7 loss of signal due to relaxation). This SNR
fully supports the estimates made previously. The measured distance was
approximately 40 Å, although 50 Å (Tdip ¼ 2.4 us) is also readily accessible.
Considerably longer distances could be measured for residues that are more
solvent‐exposed or if a deuterated buffer is used, when relaxation times
could be as long as 4 to 6 �s, and consequently, a tmax of up to 6 �s to 8 �s
can be used. We also find that, in this case, by using a tmax of 3.5 �s (with
32 ns steps), an SNR of 10 could be achieved for 0.5 �M of this protein
in 17 h by DEER but in less than 1.5 h by DQC. This corresponds to just
5 picomoles (0.8 �g) of a 160 kDa protein in the sample, which amounts
to very high absolute sensitivity.

Absolute spin sensitivity is closely related to the concentration sensi-
tivity; however, it does increase rapidly with an increase of the working
frequency due to the smaller volume of a resonator used at a higher frequ-
ency; for example, at Ku band 25 to 250 picomoles of protein are routinely
used in the optimal distance range. The smaller amounts are better suited
for DQC. These amounts can be reduced by about an order of magnitude
using smaller resonators than we currently employ, but by an even greater
factor at a higher working frequency.

We remind the reader that the previous estimates relate to our 17.3 GHz
spectrometer; lower estimatesof sensitivity—inparticular, absolute sensitivity—
would apply to the typical pulse spectrometers that operate at 9 GHz.

The practical cases encountered in the biological structure applications
of PDS encompass the following ranges of experimental parameters:
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(1) Aver age double ‐ labele d spe cies concent ration (5–100 �M ); (2) Pha se
relaxa tion times (1–4 � s); (3) Di stance of inte rest (10–80 Å ); (4) Error in
distan ce (0.5–10 Å ); (5) Acceptabl e SNR (10–200 ); (6) Data collect ion time
(0.5–24 h). These param eters are not independ ent, an d the req uirement s
of (6) would not necess arily be met for any arbit rary combi natio n of
1 through 5. However, these examples show that PDS could ad dress most
of the cases that usually oc cur.

Other Aspe cts

Although the simple form of Eqs. (7) and (10) is well ‐ suited for pract ical
implem entation of PDS, in reality , there are many details that are of
interest perhaps only to the ESR spectroscopi st. Even though subtle fea-
tures do ap pear quite often, they are usually not im portant for the goa l of
obtai ning a sufficien t num ber of distance co nstraint s of reasonabl e accura cy
from nitr oxide ‐ba sed PDS. Those that are encou ntered most often are
noted in the following:

Orientatio nal Selection

As was pointe d out in Larsen and Singel (1993) , the anisotrop y of the
nitrox ide magnet ic tensors in the general case leads to orient ational selec-
tion and shou ld not, in general, be ignored . This is especial ly true for DE ER,
in which the exci tations are selecti ve. The pr oblem ha s be en studi ed for
X ‐ba nd DEER by numeri cal method s ( Marya sov et al. , 1998 ), indicatin g
that multiple sources of broadeni ng tend to reduce effe cts of correlat ions
betwe en the orient ation s of the magnet ic tensor s being sele cted by the
pulses and the orientati on of the interspi n radial vector.

Eqs. (6) and (10) can be modi fied to accoun t for orient ational selection .
Powder averagi ng then takes the form for DE ER:

V ð t Þ ¼  V0 h Gð O ; O1 Þ½1 � pð O ; O2 Þð1 � cos o d ðy; r Þ t �iO ;O1 ;O 2 
ð 18 Þ

and for DQC:

V ð t Þ ¼
1

2 
V0 h Gð O ; O1 ÞH ð O; O 2 Þ½ cos od ð y; r Þ t x � cos od ð y; r Þt m �i  O ;O1 ; O2

ð18aÞ

Here, O ¼ (�, ’) defines the orientation of B0 in the molecular frame.
The z‐axis of the molecular frame is selected along R12, the vector connect-
ing the two nitroxide NO moieties, and the Euler angles Ok ¼ (�k,�k,�k)
(k ¼ 1,2) define the orientations of the hf and g‐tensors in the molecular
frame for the two nitroxides (Fig. 15).G andH (or equivalently p) describe
the extent of spectral excitation of spins 1 and 2, respectively17 (Borbat and

17Equations 18 and 18a show only one of the two terms; the second term is obtained by
permuting the subscripts 1 and 2.
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Freed, 20 00; Milov et al. , 2003b ). The outcom e of orient ational sele ctivity is
a disto rted dipol ar spect rum in DEER, which could result in incor rect
distances emer ging in the analys is based on Eqs. (6, 10, 15). DQ C with its
hard pulses is much less sensitive to orientational selectivity, especially
when pseudosecular terms are insignificant. When desired, it can reveal
the orientational correlations in considerable detail in a 2D mode of signal
acquisition versus tx ¼ tm � 2tp (Fig. 5) and versus the evolution of the spin
echo time, t2 (Borbat and Freed, 2000).

The issue of orientational selectivity is most pertinent to rigid confor-
mations of nitroxide side‐chains where O1,2 are distinct. In the case of
distinct orientations (at X or Ku band), only O is typically used in the
averaging implied by Eq. (18), and it suffices to average only over � and
to consider just �1 and �2 as the significant parameters (Milov et al., 2003b).
A particularly useful case arises for TOAC with its fixed orientation versus
backbone, and it was explored in a peptide study (Milov et al., 2003b).
In PDS based on SDSL at working frequencies in X or Ku band, the typical
side‐chain flexibility, aided by unresolved inhomogeneous broadening, con-
siderably decreases correlation effects due to partial averaging of G and H

over O1,2. This is rather typical for flexible side‐chain spin labels; hence, the
effect hardly matters in such PDS studies. So far, in our experience, we have
rarely encountered effects of orientational selectivity even for DEER for
when the MTSSL is conformationally constrained.

Electron Spin‐Echo Envelope Modulation (ESEEM)

Neclear ESEEM could also lead to a distorted dipolar spectrum, and in
some cases interfere enough that distance determination is no longer feasi-
ble. DEER has been designed from the start to avoid ESEEM effects from
magnetic nuclei. In the 3‐pulse version, based on bimodal resonators and
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FIG. 15. The orientations of the nitroxides’ magnetic tensor frames relative to the molecu-
lar frame, which is determined by the interspin vector R12.
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relatively soft pulses, ESEEM from surrounding protons is virtually absent,
since the excitation and detection regions of the nitroxide spectrum are well
separated. In a typical implementation of 4‐pulse DEER utilizing a single
power amplifier at X‐band and a low‐Q dielectric resonator (DR) or split‐
ring resonator, especially when short pulses of 15 to 20 ns are used, ESEEM
cannot be discounted and has to be dealt with by using suppression techni-
ques, which have been developed for both DQC and DEER (Bonora et al.,
2004; Borbat et al., 2002; Jeschke et al., 2004a). Standard ESEEM suppres-
sion techniques are based on summing up several data records for a set of tm
in DQC (four collections in which tm is stepped out by a half period of the
nuclear modulation frequency), or t0 in DEER, which can be achieved with
almost no loss in sensitivity. This, however, is rarely a necessity for protons
in Ku‐band DQC but sometimes desirable for X‐band 4‐pulse DEER. For
Ku‐band DEER, it is harder to avoid proton ESEEM due to the greater
proton Zeeman frequency of �26 MHz, but its depth is smaller by a factor
of �4 compared to X‐band, and it can therefore be ignored or filtered out
numerically. Deuterium modulation, however, is of greater concern in
DQC even at Ku band, unless electron spin concentrations are low or tm
is sufficiently large (>4 �s).

Some Technical Aspects of DEER and DQC

A preferred setup for 3‐pulse DEER is based on using two independent
power amplifiers for the two frequencies (Milov et al., 1981). The amplifiers
should be well isolated from each other in order to avoid unwanted inter-
ference by the pulse‐forming networks. Overlap of the spectral excitations
induced by the two frequency sources is undesirable. This requires limiting
B1 or increasing the frequency separation; both will reduce sensitivity. It is
natural to use bimodal resonators in this scheme in order to optimize sen-
sitivity and reduce overlap between excitation profiles of pulses in pumping
and detection modes. Three‐pulse DEER can be conducted with a single
amplifier, but this necessitates using a traveling wave tube amplifier
(TWTA) in its linear regime, which is some 10 to 12 dB below the preferred
saturated mode of operation. But in the linear regime, there is still some
‘‘cross‐talk’’ between the pulses, even when separated in time (for example,
due to memory effects via the beam current). Simultaneous application of
bichromatic irradiation may also contribute a problem.

Four‐pulse DEER, however, can be readily set up with a single amplifi-
er, since the pulse of the pumping mode does not coincide with the detec-
tion pulses, and thus stronger pulses can be produced. Pulse interaction is
not entirely removed but becomes less of a problem if the distance between
the first two pulses is not too short. Any residual interaction can be removed
by using two independent amplifiers, and both can always be operated in
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their optimal regimes. Note that, in both forms of DEER, the apparent dead
time (time resolution) is limited by the pulse widths, and thus is considerably
longer than inDQC,which uses pulses as short as a few nanoseconds. DEER
can be used without phase cycling or even with incoherent pulses. However,
DEER requires high instrument stability in order to maintain gain, field,
phase, etc. since all small drifts directly affect the echo amplitude, leading
to low‐frequency noise that could limit SNR. This requires state‐of‐the‐art
pulse generation and signal detection paths with low noise and drifts, which
are difficult to achieve in a home‐built instrument, unless it is designed
and built with the care given by commercial equipment vendors. Figure 16
compares 3‐, 4‐pulse DEER, and DQC carried out in the same setup on the
same sample with a single TWTA mode of operation.

A key virtue of DQC is the suppression of the large background signal
(baseline) by means of its extensive phase‐cycling, in particular, its use of
the double‐quantum filter. Unwanted modulation of the signal due to low‐
frequency noise and drifts in phase or gain becomes less important, thereby
simplifying implementation and use. This also helps to reduce nuclear
ESEEM effects, which are due mostly to modulation of the background
signal from the single order coherence signals. The basic requirement is
to provide reasonably accurate quadrature phase‐cycling and sufficient B1,
which requires a more powerful and thus more expensive TWTA. Once
these requirements are met, DQC is easy to set up and work with. Original-
ly, the DQC experiment was conducted with a 2D‐FT ESR spectrometer
designed to achieve less than 30 ns dead‐times with full 2 kW power in
microwave pulses at a high repetition rate. This was a major instrumental
challenge from the receiver protection standpoint. Since the instrumental
dead‐time does not need to be so short in the zero dead‐time DQC tech-
nique, and repetition rates usually are low in low‐temperature solids,
the receiver protection is less of an issue and can be addressed by using
readily available not‐very‐fast high‐power limiters and switches. (Three‐
and 4‐pulse DEER also have the advantage of remote echo detection and
are not concerned with hard‐to‐obtain fast‐acting receiver protection
components, if the spectrometer is to be used exclusively for DEER.)

Case Study: PDS Reconstruction of Histidine Kinases

Signaling Complex

Bacterial Chemotaxis

Motile bacteria move through a medium toward nutrients and away
from repellents. The process that controls the motility is known as chemo-
taxis. In bacteria, the mechanism is based on the presence at the poles (the
ends) of the bacterial cells, discoidal sensors composed of thousands of
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transmembrane chemical receptors of several types. They relay the effects
of substrate binding over the distance of �250 Å to the catalytic part of
the signaling complexes (Fig. 17), which are formed by the histidine
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FIG. 16. (A) 3‐ and 4‐pulse DEER, and (B) DQC (Borbat and Freed, 2000) are compared
for a 16.3 Å rigid biradical in LC phase V, rapidly frozen from the isotropic phase; at �80� and
17.4 GHz. DEER was set up with a single power amplifier working in the linear regime at
10 dB below saturated output level. A low‐Qdielectric resonator was used to accommodate the
pulses at both DEER frequencies separated by �100 MHz. p/2 and p pulses were 10 and 20 ns
in DEER and 3.2 and 6.2 ns in DQC. The pumping pulse was positioned at the low‐field portion
of the nitroxide spectrum. The informative parts of the signal traces in DEER are shaded. In
4‐pulse DEER, the maximum of the signal is shifted in time as in DQC, so both 4‐pulse DEER
and DQC are zero dead‐time pulse sequences. The outer turnover points of the Pake doublet
are missing in the dipolar spectrum from the DEER signals. The DQC signal is considerably
stronger and cleaner but decays somewhat faster due to spectral broadening caused by the
pseudosecular term of the dipolar coupling. (DEER results unpublished, this lab.)
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kinase CheA and the receptor‐coupling protein CheW that are attached
to the membran e dist al ends of the cytopl asmic side of the recept ors.
CheW‐deficient mutants exhibit disrupted chemotaxis in vivo. The signal-
ing complex interacts with several soluble proteins to establish control over
the sense of rotation of the flagellum motor, thus changing the swimming
behavior from tumbling to direct motion. In addition, it realizes feedback
control of the gain by regulating the chemotactic response to stimuli by the
means of adapting the receptor complex to the concentration of attractant,
thereby achieving high sensitivity and wide dynamic range (Blair, 1995;
Wolanin et al., 2006). Individual signaling complexes are assembled into
arrays and interact with each other, enhancing the capacity of an individual
signaling complex.
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FIG. 17. The signaling bacterial receptor responds to chemical stimulants by activating
histidine kinase CheA and, consequently, invoking a phosphorylation cascade that involves
several other proteins. This ultimately affects the sense of rotation of the flagella motors and
thus the swimming behavior. Receptors are coupled to the CheA dimers via the coupling
protein CheW. A small conformational change, caused by stimulant binding at the periplasmic
side of a�300 Å long transmembrane receptor, is relayed over�250 Å distance to the kinase at
its distal cytoplasmic tip. The regulation is provided by enzymes, which (de)methylate or
deamidate glutamate residues on the cytoplasmic part of the receptors. This may affect kinase
activity via conformational changes of the signaling complex, cooperativity between receptors,
or both, thereby changing the catalytic activity of the entire receptor array by orders of
magnitude. (Adapted form Bilwes et al., 2003.)
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Objectives

Even though the bacterial chemotaxis system is, in general, well under-
stood, the essential details of the exact functional mechanisms of its main
components are still missing. The structure and functional mechanism of
the entire chemotaxis receptor complex, which consists of the transmem-
brane receptor, histidine kinase CheA, and the coupling protein CheW, is
yet to be learned, and it was our goal (Park et al., 2006) to shed some light
on it. There is no crystal structure of the full‐length CheA, nor of CheA in
a dimeric complex with CheW. CheA is a homodimer with each monomer
organized into five domains P1–P5, separated by linkers of various lengths
(Fig. 18). The P1 and P2 deleted protein, CheA�289 has a known X‐ray
derived structure (Bilwes et al., 1999). The dimerization domain, P3, is
folded into two anti‐parallel �‐helices. The P3 domains from the two pro-
tomers form a 4‐helix bundle, which holds together the dimer. The P1 and
P2 domains, separated by long flexible linkers have known X‐ray structures.
They are believed to have few structural constraints, although NMR work

P1/b

P2/b

P3

P4/b

P5/b
P5/a

P4/a

P1/a
P2/a

FIG. 18. A collage of the histidine kinase CheA. The whole kinase assembles as a dimer
with the monomer composed of 5 domains P1–P5, connected by flexible links of various
lengths. CheA�289 (lacking P1 and P2 domains) from Thermotoga maritima in the center
was crystallized; P1 and P2 crystallized separately (PDB codes: 1TQG, 1U0S) were added to
the figure to provide a complete view of the protein. Two P3 dimerization domains assemble
into a 4‐helix bundle; P4 is the catalytic domain, which phosphorylates conserved histidine of
the P1 domain; P2 binds CheY or CheB, which, in turn, are phosphorylated by P1. Phospho-
rylated CheY(B) dissociates and controls flagella and receptor, respectively. P5 is a regula-
tory domain, which binds CheW and receptor and thus mediates regulation of kinase
phosphotransfer activity. (Protein structure was rendered using Chime.)
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in 2005 (Hamel and Dahlquist, 2005) indicates the possibility of P1 associa-
tion with P4. The NMR method has provided the structure of CheW
(Griswold et al., 2002). Two CheW molecules bind a CheA dimer with
high affinity (Kd � 10 nM), and they provide binding sites for the receptors.
The structures of the cytoplasmic and periplasmic parts of several types of
transmembrane receptors are available for E. coli and T. maritima.

Given the potential of accurate long‐distance constraints from PDS and
a ‘‘triangulation’’ approach (discussed in the next section), this methodolo-
gy has been applied to the problem of bacterial chemotaxis for the first
time. Initially, we had the modest goal of confirming the location of the
CheW binding site, according to common belief. This implied obtaining a
few distances. Nevertheless, it was decided to apply the full triangulation
approach and we sought a scaffold of constraints that will orient and dock
CheW with high confidence (cf. following text). Our PDS efforts have,
however, developed to the point of establishing the structure of the whole
signaling complex, based on our findings on the structure of the CheA/
CheW complex in dilute solutions. Our efforts, synergistically combining
X‐ray crystallography and PDS with other biochemical methods, were
reported in Park et al., 2006.

Triangulation

The ‘‘triangulation’’ approach to protein mapping (Borbat et al., 2002) is
based on obtaining a network of distance constraints from a set of spin‐
labeled sites such that they uniquely define the coordinates of all (or most)
of the sites. This task can be accomplished by making a sufficient number
of double mutations and then measuring the distances between the respec-
tive pairs of spin labels in a ‘‘one‐at‐a‐time’’ manner. It is not feasible, in
general, to obtain distances simultaneously among several spin labels due to
the flexibility of the side‐chains and the structural heterogeneity of proteins,
which yield fairly broad distributions in each distance. However, there can
be favorable cases (Bennati et al., 2005; Chiang et al., 2005b) (cf. Fig. 21A).
For a monomeric protein, a convenient set of labeling sites should be
selected, and then a number of double mutations for this set would be
made in order to produce a network of distances by PDS. A sufficiently
large rigid distance network (scaffold) based on tetrahedrons (Borbat et al.,
2002) will strongly restrain the loci of spin labels and thereby the possible
conformations of the protein (cf. Fig. 19). Building such a rigid network
resembles ‘‘triangulating’’ the protein landscape. Such constraints can be
used to solve the protein structure at a low resolution of 5 to 10 Å. When a
very rough structure or the oligomeric state of a protein complex is of
interest, a few distances may suffice (Banham et al., 2006). Obtaining an
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accurate structure could be considerably more involved, since it could
require obtaining several dozen distances in order to significantly restrain
the possible conformations. The sites should be accessible for the spin‐
labeling reagent, and they should not alter protein structure or function;
this may limit their selection. The task of site selection could be facilitated
by a knowledge of the secondary structure. Site selection could be aided by
nitroxide scan and/or chemical cross‐linking data, which gives the informa-
tion on the secondary or tertiary structure and residue exposure to solvent,
thus helping to select the sites for triangulation. However, fewer than a
dozen sites can produce an adequately large number of constraints (up to
N(N�1)/2, whereN is the number of sites). For this reason, there should be
little concern about site availability.

Another application of this method is to determine the structure of a
protein complex, (e.g., that comprised of two proteins, A and B). In this
case, the triangulation grid can be based on the individual triangulation
grids for each protein (grid A and grid B) and the interprotein distances
(grid AB). Intraprotein grids A (and B) are obtained by the triangulation of
doubly labeled proteins A (and B), whereas the interprotein grid AB is
obtained using singly labeled A and B proteins. Possible structural changes
of A and B, when they form the complex, could be elucidated by obtaining
the grids A (and B) in the complex with the respective unlabeled ‘‘wild‐
type’’ (WT) partner. This is the approach that has been applied to the

FIG. 19. A cartoon of a rigid triangulation grid based on tetrahedrons. The symbolic protein
is encased into a ‘‘cocoon’’ of constraints, which uniquely define its shape and limit possible
scenarios of its folds. The known secondary structure aided by homology modeling could
produce a fairly accurate structure of a single protein or for it being a part of a larger complex.
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problem of solving the binding structure of CheW with the P5 domain of
CheA�289. The three grids are then used together to solve the structure of
the AB complex. Clearly, this approach can be extended to multiprotein
complexes and protein–RNA complexes. The task is much easier when
individual protein (or their subdomains) structures are known from crystal-
lography or NMR. However, triangulating the CheA�289/CheW complex
is an important special case of oligomeric proteins that requires additional
considerations, as will be discussed.

CheA�289, which is a homodimer, binds two CheWs. Its known X‐ray
structure indicates (an imperfect) C2 symmetry. Triangulation of a homo-
dimeric (or, in general, oligomeric) protein is a less straightforward task
than that for monomeric proteins or complexes, as has been discussed.
Double mutations of protomers making up a dimer will result in having
four spin labels in the dimer. Thus, four distances are possible in a dimer in
the case of the C2 symmetry, and six distances are possible in general. Due
to the limited capacity of PDS to resolve multiple distances (except in a few
favorable cases; cf. Fig. 21A), the strategy of spin labeling or constructing
the dimer should be adjusted to overcome the complications from multiple
labels. One solution to this problem is to engineer dimers (or oligomers)
such that they contain only one doubly labeled protomer, with the rest
being WT (cf. also discussion in the Using Heterodimers, p. 104). This ap-
proach was exercised in only a few cases (cf. Using Heterodimers, p. 104)
due to the difficulties of making heterodimers. The second approach, which
is not necessarily applicable to all oligomeric proteins, is to select the
labeling sites such that the distances between the sites on different proto-
mers are considerably different from the intra‐ or interprotein distances
within the protomer, thus making possible their separation.

Four mutation sites, N553, S568, D579, E646, were selected for CheA
(cf. Fig. 20) on the distal end of the P5 domain surrounding the putative
binding site, based on indirect studies (Bilwes et al., 1999; Boukhvalova
et al., 2002; Hamel and Dahlquist, 2005; Shimizu et al., 2000). Site selection
was greatly facilitated by a knowledge of the X‐ray structure of CheA�289.
First of all, these four sites on P5 form the vertices of a sufficiently large
tetrahedron with respect to which the triangle, made by the three chosen
label sites (S15, S72, S80) on CheW is oriented in space, once all necessary
interprotein distance measurements are made between labels on
CheA�289 and CheW. Figure 20C shows the network of interlabel dis-
tances that we anticipated at the outset of the study. This triangulation
network fixes the vertices, but it does allow for the mirror image. The
knowledge of the P5 X‐ray structure makes it possible to select between
the two solutions. Next, we note from the known CheA�289 structure that

[3] measuring distances by dipolar ESR spectroscopy 93



the distance between labeled sites on P5 of the two protomers is consider-
ably greater (>60 Å) than that between the sites within each P5 (<40 Å),
as schematically illustrated in Fig. 20A. The dipolar signal for a shorter
distance exhibits much faster time evolution than that for a considerably
longer distance (due to the 1/r3 dependence of the dipolar oscillation;
cf. Eq. (5)). Consequently, they could be readily separated. Last, these four
P5 sites made it possible to detect and quantify possible conformational
changes in P5, as has been outlined.
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FIG. 20. Mutation sites selected for (A) CheA�289 (E646, S568, N553, D579) and
(B) CheW (S15, S72, S80). Most of the sites are separated by more than 60Å, thus minimizing
problems associated with these multi‐spin cases. Additional sites were mutated at a later stage
of the study in order to assess the global protein structure after two different conformations of
CheA�354/CheW were provided by crystallography to confirm ESR‐derived structure. (C) A
suggested network of restraints for triangulation. Note that the putative binding site on the
distal part of P5 domain detected by X‐ray crystallography (Bilwes et al., 1999) was under
consideration here. (The structures were rendered using Mol Script.)
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All six double mutants of CheA�289 and all three of CheW were
engineered to obtain the intraprotein set of distances (within P5 and
CheW). This was carried out with and without binding of the respective
wild type partner to address the possibility of change in the structure of P5
or CheW. The interprotein measurements employed the same set of mutat-
ed sites and encompassed the measurement of 12 possible distances be-
tween singly labeled CheA�289 and CheW. Single mutations of either
CheA�289 or CheW were used to probe, at a later stage of study, the
interdomain distances between the symmetry‐related sites in the
CheA�289 dimer and the CheA�289/CheW complex, with the only prob-
lem encountered being the large protein size. Most distances were expected
to be in the 40 to 100 Å range. Although initially we regarded distances
exceeding 60 Å as practically unmeasurable, we did find that fairly good
estimates could be obtained for distances in the 60 to 80 Å range, based on
reasonable assumptions regarding the time envelope of the dipolar signal
and given a good SNR (cf. Fig. 13C).

Spin‐Labeling and Sample Preparation

Certainly, advance knowledge of the structure of individual subunits
of a large protein or complex greatly simplifies the choices of the sites for
spin‐labeling, as we discussed in the previous section. For a protein of
unknown structure, several trial‐and‐error attempts would be necessary in
order to establish an idea of its folds and then to refine it by further PDS
measurements.

Nitroxide side chain flexibility permits a number of rotamers (Tombolato
et al., 2006), which can strongly deviate from the ‘‘tether‐in‐cone model’’
(Hustedt et al., 2006) as was evidenced by the X‐ray study of spin‐labeled T4
lysozyme (Langen et al., 2000).Thiswouldmake itmoredifficult to predict the
locations of the respective backbone carbons. Using different types of spin
labels may help to identify the sites with nontypical conformations of side‐
chains; using site insensitive ones (Cai et al., 2006) could help to eliminate the
problem (of unusual rotamers) altogether at the expense of greater side‐chain
flexibility. In some cases, it is desirable to have a spatially restricted nitroxide
side‐chain to produce better defined distances especially for shorter distances,
or else a solvent exposed site, which is easier to label and which will permit
access to larger distances due to longer T2’s for such sites (Huber et al., 2001).
All these considerations have been appreciated in planning the study of the
CheA/CheWcomplex. Exposed residues were selected for CheA. For CheW,
the selected serine residues were distant from the conserved residues impli-
cated in binding to CheA and they also had limited mobility, according to the
NMR structure for CheW (PDB code: 1K0S).
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All proteins were prepared as described elsewhere (Park et al., 2006).
CheA�289 was used for the PDS studies; the full‐length CheA (which is
more difficult to express) was used, in some cases, to confirm that deletion
of P1 and P2 had no significant effect on the structure of the complex. (Note
that for PDS, the full‐length CheA does not introduce any challenge com-
pared to the case of deletion and distances between all 9 domains could be
measured.) Proteins were labeled for 4 h at 4� with 5 to 10 mM (1‐oxyl‐
2,2,5,5‐tetraethylpyrollinyl‐3‐methyl)‐methanethiosulfonate (MTSSL, Tor-
onto Research Chemicals, Toronto) in‐gel filtration buffer while the
His‐tagged proteins were bound to nickel‐nitrilotriacetic acid agarose beads.
The proteins were eluted after 6 to 12 h in the presence of thrombin. Spin
labeling sites are shown in Fig. 20A, as discussed in the previous section.
Protein concentrations were typically in the range of 10 to 150 �M. They
could not be increased considerably due to the onset of what we believe is
a tendency of CheA to reversibly assemble into supramolecular constructs of
unknown nature. Concentrations in the range we used usually suffice to
yield clean dipolar signals for homodimeric protein, given the quantitative
spin‐labeling. This, however, was rarely the case, as high spin‐labeling
efficiency was not always achieved, especially at the early stages of the
study. As a result, the concentration of double‐labeled protein was a factor
of 1.5 to 4 less than ideal, depending on labeling site.

As we described in the previous section, the complexes frequently
involved four spin‐labeled sites. For such cases, the extent of quantitative
spin labeling is a complication due to an admixture of complexes bearing
3 or 4 spins, which leads to a more complex time‐domain signal, especially
when distances are not well separated. Magnetic dilution can sometimes be
useful for oligomeric proteins, since it leads to a simpler case of mostly
doubly labeled complexes (Klug and Feix, 2005; Zhou et al., 2005).

In all the protein solutions, 30% w/v of glycerol was added to render the
protein distribution more uniform throughout the frozen sample and to
minimize possible damage to protein by water crystallization. For cryopro-
tection, sucrose can be used if there is any adverse reaction of protein with
glycerol. But sucrose is less convenient, and we did not see any significant
effect of glycerol on kinase activity or distances. The 10 to 20 �l of solutions
was loaded into an 1.8 mm i.d. suprasil sample tube, plunge‐frozen in liquid
nitrogen, and transferred into the dielectric‐resonator‐based ESR probe,
where it was cooled down to the working temperature in the 50 to 70 K
range. Data collection times were from 10 min to 12 h, depending on
concentration and distances, but were typically 30 to 120 min. Long‐distance
(>50 Å) measurements required using exposed sites (at least one site in the
pair) deuterated solvent, and 2 to 12 h of signal averaging.
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Technical Aspects

The 4‐ pulse DE ER and 6‐ pulse DQC ESR met hods outlin ed in The
Newer Method s sect ion (p. 63) were used in all cases at a frequenc y of 17.35
� 0.05 GH z (correspon ding to Ku ban d) in the two traveling ‐wave tube
amplifier (TWTA) configu ration for DEER, with only a single TW TA
needed for DQC. The exis ting 2D ‐ FT ESR spectrome ter (Borba t et al. ,
1997 ) has been modified to en able DEER by the addition of the second
TWTA in order not to significan tly alter its exis ting modes of ope ration and
additional ly to minimiz e inte raction between the two chann els. A stand ‐
alone mi crowave pulse ‐ forming channe l and signa l recei ver for the pumpi ng
frequenc y had also be en added , an d the output pulses from the second
amplifier (aft er pa ssing through a rotary ‐ van e atte nuator) were simply
combined with the main output by means of the 10 ‐ dB directi onal coupler.

A dielect ric resonat or coupled to a Ku ‐ band waveguide was installed
into CF935 helium flow cryost at (Oxford Instruments, Lt d.) and over-
coupled to accommodat e short pulses in DQ C or frequenc y‐separat ed
pulses in DEER. p/ 2 an d p pulses were 3 .2 and 6 ns in DQ C and , typical ly,
16 and 32 ns in DEER. The pumping pulse in DEER was in the range of
20 to 32 ns. Typically, the pumping pulse frequency, oB, was offset by
�65 MHz from the detection frequenc y oA in order to pump at the center
maximum of the nitroxide spectrum (cf. Fig. 6). At this working frequency,
ESEEM from matrix protons is barely visible in DEER and is not a factor
in DQC either. However, for a deuterated solvent, a weak 4 MHz ESEEM
is detectable in DEER in the case of short pumping pulses and could be
problematic for DQC; since a few tm were suitable to provide blind spots
(Borbat and Freed, 2000). Since spin concentrations were not very low, the
sensitivity rarely was a concern, so we used DEER in most measurements,
which also reduced the effects of the deuterium modulation. However, for
short distances, DQC was used, and in the case of low spin concentrations,
DQC often improved the SNR by a factor of 2 to 4 (cf. Fig. 10).

DEER/DQC Data and Analysis

The DQC an d DEER signals were of very go od qua lity ( Fig. 21A–D).
Dipolar signals from the sites on the different protomers could be distin-
guished and they constituted a slowly varying ‘‘background.’’ They were
removed by fitting them to a second‐ or third‐degree polynomial in the
same fashion as removal of intermolecular dipolar contribution (cf. Data
Processing in DQC and DEER, p. 73, and Fig. 21C). The signals isolated
from the background were then Fourier transformed and, initially, the
distances were estimated based on the dipolar splitting in the Pake doublets
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FIG . 21. Typical DQC and DEER signals obtained in the study of the CheA�289 complex
with CheW. (A) The time‐ domain DQC signal for the full‐length CheA labeled at S318C site
on P3. 6‐pulse DQC sequence was used at 17.4 GHz. Protein concentration was approximately
80 mM. Estimated doubly labeled protein concentration was �30 mM. Data collection time
was 45 min. Inset: the dipolar spectrum is the real part of FT of the time‐domain data after
removing small linear baseline. Two well‐defined distances of 26.3 and 28.7 Å are inferred from
the two resolved singularities. They probably correspond to two distinct conformations of
the P3 domain or entire CheA (Bilwes et al., 1999). (B) Time‐domain DEER signal for
CheW complex with CheA�289‐Q545C. Inset shows distance distribution. Concentration of
CheA�289 was 25 �M, signal averaging time was 8 h 20 min. The latter part of the signal
deviates from a straight line due to overlap of pulse excitation at the two frequencies in DEER.
The signal after subtracting the background was apodized prior to L‐curve Tikhonov regulari-
zation. (C) Time‐domain DQC signal (solid line) for CheW80 complex with CheA�289‐
N553C. The rapidly decaying component of the signal corresponds to the distance between
labels on the same monomer of CheA�289; the slowly decaying component of the signal
originates from long distances between spin labels on different monomers. It was fitted to a
third‐order polynomial (dashed line) and removed (cf. DEER/DQC Data and Analysis sec-
tion, p. 97). The 6‐pulse DQC sequence was used at 17.4 GHz, data collection time was 22 min.
(D) Time‐domain DQC (solid line) and DEER (dotted line) signals from heterodimer of
CheA�289 labeled at positions 318 and 545 in one of two protomers. The difference in signal
shape is due to a greater sensitivity of the first method to short distances. Otherwise, after
proper scaling, signal envelopes followeachother closely (not considering a large dcoffset present
in DEER data), with both reflecting rather broad distributions in distances similarly to (B).
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for well ‐ define d distances or by using half ‐ widths of the dipol ar spectra
in unreso lved cases . [Later , the regulari zation met hods were use d (cf.
Distance Distr ibutions section, p. 75)]. The distances betwee n P5 and
CheW and within CheW or P5 are summarized in Table I . The errors
were estima ted to not exceed � 2 Å , in most cases. A few of the larg est
distances ( > 50 Å ) wer e possi bly slightly biased by unwan ted contribu tions
from long distances between the sites on different protom ers. The intra-
protein distances wer e consi stent with the expect ations based on the
CheA �  289 X‐ ray struc ture, CheW NMR structure s, and the expected
geometri es of the nitroxide side chains .

Com plexes of double ‐ labeled CheA �  289 with WT CheW or vice versa
probed how the compl ex form ation pe rturbed the local structure. All nine
possible doubl e mutan ts of CheA �  289 (6) an d CheW (3) wer e tested. Only
subtle changes in widths of distance distri bution wer e observed in a few
cases. Thus, perturbations to the local structure were smaller than the
spatial resolution of the triangulation method. This justified the use of a
rigid‐body approach to dock CheW to P5.

Metric Matrix Distance Geometry and Rigid‐Body Refinement

A set of triangulation constraints for N nitroxides can be transformed
into coordinates by the metric matrix distance geometry method (Crippen
and Havel, 1988), at least to determine whether the set is embeddable.
One starts with the set of all possible distances dik between nitroxides i and
k and constructs a rankN�1 metric matrixG, first, by placing one nitroxide
at the origin, as

TABLE I
INTRA‐  AND INTER ‐ DOMAIN DISTANCES IN THE TRIANGULATING CHE� 289/CHE W

(PARK ET AL ., 2006)

Mutant S15C S72C S80C N553C S568C D579C E646C

S15C 27&29a 18.2 37 54.5 61 43.7
S72C X 24.5 & 30a 27 49 46 32.5
S80C X X 26 47 54.5 39.5
N553C X X X 23.5 34.5 32
S568C X X X X 32.5 35.5
D579C X X X X X 28
E646C X X X X X X

aThe second minor conformation with better defined position is likely due to an immobi-
lized rotamer at the exposed site 72. The main component shows flexibility consistent with
the type of the site.
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gij ¼ ðd2i0 þ d2j0 � d2ijÞ=2 ð19Þ

The Gram matrix G is then numerically diagonalized, to give the eigen-
system (wi,li), with li being the eigenvalues and wi eigenvectors, respec-
tively. The matrix G is

gij ¼
X

k¼x;y;z

xikxjk ¼
X

k¼x;y;z

wikwjklk ð20Þ

with xik being Cartesian coordinates of the i‐th atom. The metric matrix
is positive semi‐definite of rank, at most, 3. Practically, the three largest
eigenvalues are used to calculate the coordinates of N�1 nitroxides
according to

xjk ¼ �l
1=2
k wjk ð21Þ

where the sign is the same for all coordinates, reflecting the two mirror
image‐related solutions.

The method was applied with the distance information from the sites at
the four positions on CheA�289 (N553C, D568C, E646C, S579C—all on the
P5 domain) and the three CheW positions (S15C, S72C, S80C). All 12 inter-
protein distances and 9 intraprotein distances between 7 nitroxides
(cf. Table I) were used. The CheW labeled site S15C was placed at the origin;
subsequently, the metric matrix of rank 6 was generated from the other
measured distances and diagonalized with a MATLAB program. The eigen-
values are (9326.1, 906.2, 509.9, 208.5, 125.9,�46.5), with the 3 smallest values
being nonzero due only tomeasurement uncertainty. The three largest eigen-
values were used to calculate the coordinates of the four label sites on
CheA�289 and the two remaining label sites on CheW; two possible mirror
image‐related coordinate sets were generated. Of the two structures, one,
consistent with the relative positions of the four sites on P5, was selected.
After regenerating the distance matrix from the coordinates, we found that
the new distances were within 2.4 Å bounds (1.2 Å rmsd) from the experi-
mental distances, with three distances showing larger errors (5.2 Å rmsd).
A possible reason is a displacement of theE646C residue uponCheWbinding
and larger errors for distances above 45 Å. The resulting triangulation grid is
shown in Fig. 22, and it is clear that it uniquely defines the docking of CheW.18

This method, in its generic form, requires all distances between the sites,
and it does not consider experimental errors. There is, however, a better

18 In Park et al. (2006), site 568 was not used in an otherwise similar calculation and the
remaining efforts were as follows. Least square fitting among the three site coordinates
calculated from distance geometry and the C� atoms of the labeled residues on the
CheA�289 structure and the three CheW coordinates and their corresponding positions
on a rigid CheW structure (taken from the NMR ensemble) produced the complex.
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method (cf. Bhatnagar et al., 2007) to dock domains by rigid modeling based
on the CNS software package (Brunger et al., 1998), which implements the
distance geometry in a more powerful way. By virtue of the implementation
of distance geometry algorithms in CNS, experimental distance constraints
and their uncertainties (obtained from the inverse reconstruction of time‐
domain data) needs to be entered. Any missing constraints could be esti-
mated but with large errors, and thus have only minor impact on the
outcome. The coordinates of the P5–CheW complex, determined by

568

64

15

553

646
579

72

80

FIG. 22. (top) X‐ray structure of P4/P5/CheW complex (P4 is not shown). Residuesmutated
to nitroxides for PDS are shown in a space‐fill representation. (bottom) ‐ Positions of nitroxide
moieties found from PDS constraints correspond to that in the top figure. CheW appears to be
slightly tilted and rotated about its long axis compared to the X‐ray structure. The difference
betweenX‐ray and PDS is not large but cannot be discounted. Several reasons can be given: (1)
the mutated residues should be replaced by nitroxide side‐chains in their site‐specific confor-
mations to arrive at a better correspondence of PDS and X‐ray derived structures; (2) Cou-
plings between symmetrically positioned residues biased the long‐distance constraints; (3) P4/
P5/CheW was crystallized in the absence of P3, with which both CheW and P5 are expected to
interact (Park et al., 2006); (4) mutations at N553, and especially E646, might have had a small
effect on the binding interface. Mutated sites were selected to optimize constraints in the
originally presumed case of binding to the distal binding site of P5 (cf. Fig. 18), which turned
out not to be the case. Thus, some chosen distances were outside the optimal range. (The
ribbon structure was rendered with Mol Script; Delauney triangulation generated and ren-
dered by MATLAB.)
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distance geometry, have now been optimized by refinement with CNS (cf.
Bhatnagar et al., 2007). The PDS measured distances were treated as NMR
NOE restraints. The structure was refined until convergence was achieved.
To test convergence, CheW was displaced manually in various directions
and the complex refined. Within rigid‐body displacements of �15 Å and
rotations of �30 degrees, the same unique solution emerged. When these
methods were applied to the CheA dimer under the PDS restraints of the
intersubunit P5 distances, they suggested that, in solution, P5 is slightly
closer to P3, as compared to the X‐ray structure of CheA�289. The binding
site of CheW inferred from the ESR‐derived structure was then confirmed
by solving X‐ray structure of the CheA�354 (Park et al., 2006), which is a
monomeric complex of P4–P5, with CheW.

Interdomain and Interprotein Distances in the CheW/CheAD289 Complex

After having solved the CheW docking issue, the global topology of
CheA/CheW in dilute solution was explored. The following additional
single mutations (Fig. 23) S318C (in P3), Q545C, D508C (in P5), E387C,
K496C (in P4), and several double mutants shown in Table II were made
for this purpose.A set of interdomain, intersubunit, and interproteindistances
was generated (Table II) to explore the structure of CheA�289 and the
CheA�289/CheW complex. Heterodimers were constructed in a few cases,
so that intrasubunit and intersubunit distances between nonsymmetry‐related

545a 545b

72a
387a

318a

80a

508a

15a

318b

496b
496a

FIG. 23. Distances between several CheW mutants were measured to establish its position
on the ‘‘top’’ of CheA�289. Heterodimers of P3 (S318C) and P5 (Q545C) mutants were used
to establish the fixed position of the P5 domain, stabilized by interaction with P3. (Rendered
with Chime.)
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labels could be determined in the absence of unwanted signals from
symmetry‐related labels.

It was a time ‐ consum ing pro ject, be cause many large distan ces ( > 50Å )
were also not well defi ned due, in pa rt, to the app arent freedom of the P4
and P5 domain s to move about their hinges . In particular, P4 app ears to
exhibit substa ntial flexibility , as evidenc ed by the 387/387 data. This was
not the resul t of deletion of P1 and P2 sinc e similar da ta wer e obtained for
full‐ lengt h CheA . The P5 domai n was found to be somew hat less flexibl e.

The broad distan ce distribu tions in Table II may ha ve been caused, to
some extent , by a ssociation of CheA dim ers, whi ch was not originally
anticipa ted. But increasi ng the concent ration abo ve 500 �M indicate d a

TABLE II
INTER‐DOMAIN DISTANCES (Å) IN CHEA, CHEA�289, AND CHEA�289/CHEW COMPLEX

(PARK ET AL ., 2006)

Domains Residue paira Proteins in sample Model, C� � C�

ESR
average

ESR
range

P4‐P4 A387‐ B387 CheAb 42 44 30%
A387‐ B387 CheA þ CheW 42 46 30%
A387‐ B387 CheA, full length 42 45 30%
A496‐ B496 CheA 90 68c 30%
A496‐ B496 CheA þ CheW 90 N/A

P3‐P3 A318‐ B318 CheA 22 28 26/30d

A318‐ B318 CheA þ CheW 22 28 26/30d

P3‐CheW 318‐ W80 35/44 43 30%
P4‐CheW 387‐ W80 16/43 40–50 30%

387‐ W15 17/44 40–50 30%
387‐ W72 28/50 40–50 30%

P4‐P5 508–646 15/65 25 22–38
P5‐P5 A568‐ B568 CheA 76 49c 30%

A568‐ B568 CheA þ CheW 76 57c 30%
A545‐ B545 CheA 40 41 32–50
A545‐ B545 CheA þ CheW 40 38 32–50
A646‐ B646 CheA 62 N/A
A646‐ B646 CheA þ CheW 62 61 30%
A553‐ B553 CheA 63 64 30%
A553‐ B553 CheA þ CheW 63 N/A

CheW‐CheW W15‐ W15 CheA þ CheW 49 �60c 30%
W80‐ W80 CheA þ CheW 51 59–60c 30%
W72‐ W72 CheA þ CheW 70 67–70c 30%

aA and B refer to two protomers.
bData for CheA289.
cPossible interference by aggregation.
dTwo well‐defined distances.
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network or aggregation of unknown nature. That is, the local (as opposed to
the average) spin concentration, as indicated by the intermolecular part of
the DEER signal, was about triple that expected from a uniform solution
and no long distances could be reliably measured. At 50 to 200 �M,
a moderate flexibility of the P4 and P5 domains was observed that is
probably within the amplitude of difference between subunits found in
the asymmetric crystal structure (Bilwes et al., 1999). Association of
CheA dimers with each other via the P5 domains seen in the crystal
(Bilwes et al., 1999) is also supported by our PDS experiments in solutions
as the protein concentration is increased. No efforts to eliminate CheA
association were made other than keeping concentrations in the 50 to
100 �M range, where these additional interactions were minimized. Never-
theless, the tendency of the proteins studied to associate possibly had an
impact (rather weak but non‐negligible) on measured interdomain dis-
tances, in particular for those exceeding 50 Å.

The intersubunit distances between labels at residues 387 on P4, 318 on
P3, and 553, 545 or 646 on P5 confirmed that the orientations of the domains
of the CheA�289‐CheW complex in solution agree well with those found in
the crystal structure of CheA�289. Of the two structures of CheW‐P5‐P4
(PDB code: 2CH4), only one was supported by PDS as relevant for
CheA�289‐CheW complex, with the second possibly present as a minor
conformation. The binding of two molecules of CheW to one CheA�289
dimer was verified by measuring the inter‐CheW distances between spin
labels attached to sites 15, 72, 80, and 139 in the presence of wild type
CheA�289. All measured distances were consistent with the expectations
for the reconstructed CheA�289‐CheW complex.

An interesting finding was that the ESR distances suggest that, in
solution, P5 (in both the free CheA�289 dimer and the CheA�289‐
CheW complex) assumes an average position relative to P3 that is slightly
different but within �10 Å of that predicted by the CheA�289 crystal
structure. The position of P5 may well be affected by P5/P5 contacts in
oligomers of CheA dimers, subject to further study.

Using Heterodimers

The position of the P3 domain relative to P5 was verified by measuring
distances within CheA heterodimers in which P3 residue S318 and P5
residue Q545 were either labeled only in the same subunit or in opposite
subunits. The ESR‐measured intrasubunit and intersubunit distances be-
tween 318 and 545 correlated well with separations in the CheA�289 dimer
measured by X‐rays (Table III). Heterodimers offer a useful approach for
detailed ESR mapping of oligomeric proteins. Ideally, one constructs the
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complex to have only tw o labels (e.g., bot h spin labels on only one pro to-
mer, or one spin label each on two pro tomers in well ‐ defi ned locat ions in
the complex). Het erodimers can be expressed as tandem constru cts ( Liu
et al. , 2001 ); howeve r, this meth odology is not simple , and it may fai l to
express or fold the pro tein properl y. Alterna tive ly, one has to disso ciate the
protein an d reass emble it into the heterodi mer when this is at all possib le.
CheA �  289 doe s diss ociate at elevated temperat ures, and this prop erty was
applied to en gineer he terodime rs with spin labels on the same or oppos ite
subunits. To do so, CheA �  289 muta nts, double ‐ labeled at 318 and 545 sites
(Fig. 23 ), after incubat ion at 65 �  with the wild type carry ing the histidine tag
were recom bined an d label ed on a nickel affinity co lumn. Magnetic dilu tion
is sometim es a useful approach to studyi ng oligomer ic protei ns (Kl ug and
Feix, 2005 ). Spin label ing of different subun its req uired some level of
magnetic dilutio n (by a factor of 3 to 5) of histidine ‐ tagged mutants with
WT to ke ep the frac tion of multi ‐spin comple xes much lower than that of
complexes with two spins . This led to incr eased fractio n of singl e labeled
complex. 19

Discussion and Perspec tive

We have described a succes sful ap plication of PDS to the study of
bacterial chemot axis. It has led to a new perspec tive into the possible
organizatio n of the recept or signalin g array ( Fig. 24 ), whi ch is substa ntially
different from what had previo usly been suggest ed for the E. coli recept or
(Shim izu et a l., 2000 ). This new perspec tive rema ins to be test ed. The
outcome of the structural study on just the CheA�289/CheW complex
(Park et al., 2006) by PDS led to a new proposal for the entire signaling
complex. The capabilities of PDS are currently being directed to the

TABLE III
INTER‐DOMAIN DISTANCES (Å) IN HETERODIMERS OF CHEA�289 AND IN THE COMPLEX WITH CHEW

(PARK ET AL ., 2006)

Domains Residue pair Proteins in sample Model, C� � C�

ESR
average ESR range

P5‐P3 A545‐ A318 CheAHD 12 14 12–30
A545‐ A318 CheAHD þ CheW 12 14 12–30
A545‐ B318 CheAHD 30 30

19This procedure could have been carried out rigorously only by using a multiple affinity
approach (tandem purification based on having different tags of opposite protomers in the
dimer), which was not attempted.
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reconst ruction of the entire signa ling compl ex of the recept or, which will
test this propo sal.

In most PDS studies cond ucted thus far, just a few distances wer e
typical ly obtain ed, often with the go al of detecting an important structura l
change or establ ishing the oligomer ization stat e. On the other han d, cw
ESR ro utinely emplo ys extens ive pro tein scans ( Cra ne et a l., 2005; Cuello
et al. , 2004; Dong et al. , 2005 ) to eluci date aspect s of secondar y and tertiar y
structure s. PDS is certainl y capabl e of extensive pro tein mapp ing, as we
have demonst rated ( Borba t et al., 2006; Park et al. , 2006 ). In all, at leas t
70 dist ances (includi ng those us ing WT pro teins) have been obtai ned as the
work on CheA/C heW prog ressed. In retr ospect , such a massive effor t of
PDS could be compr essed into 2 to 4 weeks of continuo us ope ration, given
that all the samples are prepared. This is, by any meas ure, quite a short
period of time. With good labeling strategy, extens ive mappin g based on
20 to 50 distances could be comple ted in abou t a week, that is, as fast as a n

Hexagonal array in E.coli

P4

P4

P3

P5

CheW

MCP

P5

CheW

Rows of dimers in T. maritima

FIG . 24. Receptor–kinase interactions. In T. maritima, the methyl‐accepting domain of the
receptor forms dimers that are 225 Å long, with a diameter of �20Å (Park et al., 2006). The
canyon formed by two CheW molecules sitting on top of a CheA�289 dimer is wide enough to
accommodate one receptor dimer. Two additional receptor dimers can be positioned on either
side of the center receptor giving a stoichiometry of three receptor dimers to one CheA dimer
and two CheWs. The bottom figures compare two possible type of receptor arrays. (Adapted
from Weis, 2006.)
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ESR nitroxide scan. The method can be applied to a variety of structural
problems that are currently difficult to address by other methods. The main
hurdles for PDS are the conformational heterogeneity of proteins; flexibili-
ty of the tether of the nitroxide spin label; and oligomeric proteins yielding
multiple spin systems, for which there are workarounds, but they remain to
be developed into standard techniques. PDS offers spatial resolution that is
intermediate between cryo EM and atomic‐level resolution methods, al-
though it currently lacks the capacity of sorting out structurally heteroge-
neous objects as single‐particle cryo EM is able to (Stark and Lührmann,
2006; Sigworth, 2007). Functional or conserved cysteines constitute another
problem needing solution.

Although PDS may successfully be performed with nanomole or even
picomole (at higher working frequency) amount of protein (in the micro-
gram range), extensive study may consume a larger amount. This includes
the need to make several different mutants and to account for losses during
purification and spin‐labeling of the target biomolecule. However, this is
still far less than is usually needed to obtain a complete 3D structure by the
major methods, although modern NMR is constantly improving its detec-
tion limits (as is also true of crystallography), but it often requires expensive
isotopic substitution. Also, the procedure of SDSL is well developed and is
relatively fast and inexpensive. In the future, it also could be fully auto-
mated. After protein purification and nitroxide labeling, the sample is cryo‐
preserved, thereby mitigating difficulties arising from limited protein
stability. There is also substantial potential to increase the throughput by
perfecting the PDS techniques.

The minuscule amounts of protein that are needed for PDS may well
be in line with expected future developments of incorporating unnatural
amino‐acid targets for selective labeling by suitable (novel) spin‐labeling
reagents. Attainable improvements in sample preparation (particularly
labeling) will allow PDS to address small scales and protein samples that
suffer from low‐level expression. This could help to reduce the overall costs
of using deuterated solvents, lipids, detergents, and proteins that benefit
the method. In addition, expected further improvements in pulse ESR
instrumentation directed toward enhancing sensitivity to enable the study
of even smaller amounts of labeled protein and to increase throughput
should further benefit PDS.

At present, protein structure can be reasonably accurately evaluated
using just self‐consistent nitroxide side‐chain modeling (as has been noted)
and by structure refinement by CNS for a sufficiently large set of ESR
distance constraints (cf. Ch. 4). One could anticipate that future develop-
ments will enable ESR distance restraints combined with homology
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modeling, nitroxide side‐chain geometry simulation, and structure predic-
tion to be applied to generate detailed 3D structures of large proteins and
their complexes.

Concluding Remarks

PDS has so far been successfully applied on a relatively small scale to a
variety of systems in the context of structure and function, and it has the
potential to address a wider range of issues. The successful application of
PDS triangulation to determine the ternary structure of the CheA/CheW
complex of T. maritima demonstrates the viability of the method and sets
the stage for its future applications in this category. A similar mapping
effort has focused on the helix topology of �‐Synuclein (Borbat et al., 2006).

In this chapter, we have stressed the point that PDS is a rather straight-
forward technique in its principles and implementation, and is not over-
burdened with complexities. We have tried to convey our enthusiasm that
PDS will develop into a standard technique for structure determination,
given that it does have several virtues, which should lead to its wider
acceptance.
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