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Implicit intergroup biases are automatically activated prejudices and stereotypes that may influence 

judgments of others on the basis of group membership. We review evidence on the measurement of 

implicit intergroup biases, finding: implicit intergroup biases reflect the personal and the cultural; im-

plicit measures vary in reliability and validity; and implicit measures vary greatly in their prediction of 

explicit and behavioral outcomes due to theoretical and methodological moderators. We then discuss 

three challenges to the application of implicit intergroup biases to real-world problems: 1) a lack of 

research on social groups of scientific and public interest; 2) developing implicit measures with diag-

nostic capabilities; and 3) resolving ongoing ambiguities in the relationship between implicit bias and 

behavior. Making progress on these issues will clarify the role of implicit intergroup biases in perpetu-

ating inequality. 

 
 To understand prejudice and stereotyping, one can 

often ask people what they feel and believe. When it 

comes to political parties and sports teams, people often 

have no qualms or difficulties in expressing their biases 

for one group over another. This enthusiasm and ease 

of reporting contrasts with questions about social 

groups in areas where inequalities in status and power 

are rife. When asked about race and gender stereotypes, 

most White American undergraduates report little or no 

racial stereotypes (Madon et al., 2001), and a majority 

of Americans state men and women are equally 

competent and intelligent (Eagly et al., 2019). 

                                                 
1 We refer to 'implicit biases' as the construct of interest assessed 

by implicit measures. We define implicit measures as measure-

ment outcomes where the measured mental content in the task is 

automatically retrieved (i.e., uncontrolled, unintentional, uncon-

scious, or efficient). In contrast, explicit measures are measure-

ment outcomes where the measured mental content is deliberately 

The absence of self-reported biases in race and gen-

der stands in contrast to the inequalities revealed in eve-

ryday behavior. Over 70% of Black Americans report 

experiencing racial discrimination at least occasionally 

in daily life, and 42% of women report experiencing 

gender discrimination at work (Pew Research Center, 

2016, 2017). These everyday experiences are linked to 

systemic inequalities in income (U.S. Bureau of Labor 

Statistics, 2019), health (Laveist, 2003; Unruh, 1996), 

and education (Robinson & Lubienski, 2011; U.S. De-

partment of Education, 2016).  

The gap between peoples’ egalitarian values and in-

equalities in everyday life has been the subject of much 

attention across the social sciences, including research 

on symbolic racism and ambivalent sexism (Glick & 

Fiske, 1996; McConahay & Hough, 1976). One line of 

research has examined the role of implicit biases. The 

origins of implicit bias research are in cognitive psy-

chology (Jacoby & Dallas, 1981; Shiffrin & Schneider, 

1977), where evidence for automatic attention and un-

conscious memories led to the insight that perceptions 

of people may be similar (Fazio et al., 1986; Greenwald 

& Banaji, 1995; Payne & Gawronski, 2010). Much of 

this research within social psychology has attended to 

implicit measures that indirectly assess mental content 

through performance in ostensibly unrelated tasks.1 Ex-

ample tasks include the Implicit Association Test 

retrieved (i.e., controlled, intentional, conscious, or inefficient; De 

Houwer & Moors, 2007) 
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which assesses the speed at which people can catego-

rize social stimuli to one category or another (Green-

wald et al., 1998); the Affect Misattribution Procedure 

which assesses the extent to which observing a stimulus 

influences the evaluation of another stimulus (Payne et 

al., 2005); and the First-Person Shooter Task which as-

sesses the propensity for people to shoot individuals 

with or without a gun when those individuals vary in 

race (Correll et al., 2002). 

Research on implicit measures indicates that im-

plicit preferences and stereotypes in favor of socially 

dominant groups are pervasive and widespread.2 In a 

large-scale study of 2.5 million people who visited the 

website Project Implicit (Nosek et al., 2007), partici-

pants exhibited large implicit preferences for White 

over Black people (d = .86 compared to the point of no 

preference), young over old people (d = 1.23), straight 

over gay people (d = .74), and light skin over dark skin 

(d = .73). Large implicit stereotypes were also observed 

in topics such as gender and career/family (d = 1.10) 

and gender and science/liberal arts (d = .93). In con-

trast, corresponding explicit self-report measures sug-

gested considerably weaker prejudices and stereotypes 

(ds = .36, .51, .54, .25, .89, .79). 

Implicit biases reflect personal favoritism for the in-

group and knowledge of cultural hierarchy. In the study 

described above, White participants show implicit pref-

erences in favor of White individuals and Black partic-

ipants show implicit preferences in favor of Black indi-

viduals (Nosek et al., 2007). This tendency toward in-

group favoritism can be attributable to having more fa-

vorable experiences with one’s own group and being 
motivated to like one's own group (Richeson & Shel-

ton, 2007; Tajfel & Turner, 1979). 

Simultaneously, implicit biases reflect knowledge 

about cultural hierarchies. While White people's im-

plicit preferences for their own racial group are strong 

(d = 1.00), Black people's implicit preferences in favor 

of their own group are very weak (d = .05, Nosek et al., 

2007). This pattern can also be observed among Asian 

and Hispanic participants who showed implicit biases 

in favor of White people over Black people, but to a 

lesser degree than White people do (ds = .88, .79). This 

is suggestive of Asian and Hispanic people being ex-

posed to the same cultural hierarchies but lacking in-

group favoritism for either White or Black people. Sim-

ilar relationships to ingroup favoritism and cultural 

knowledge have been observed experimentally and 

                                                 
2 In this paper, we operationalize 'preferences' or 'prejudices' as 

mental links between social groups and valence (i.e., good/bad) and 

across religion, age, and sexual orientation (Axt et al., 

2014; Olson et al., 2009; Westgate et al., 2015). 

Overview 

The contrast between explicit prejudices and im-

plicit intergroup biases raises questions about the appli-

cation of implicit measures for understanding the mind 

and societal inequality. This review summarizes evi-

dence on measures used to assess implicit intergroup 

bias. The psychometric evidence demonstrates that im-

plicit measures vary in reliability and validity, reflect 

construct-related and non-construct-related processes, 

and vary greatly in their prediction of explicit and be-

havioral outcomes. We then discuss challenges to the 

application of implicit intergroup biases to real-world 

problems. 

Inventory of Implicit Tasks 

There are many implicit tasks that assess mental 

contents where the influence of the measured mental 

content on responses is automatic (i.e., uncontrolled, 

unintentional, unconscious, or efficient; for reviews, 

see Gawronski & De Houwer, 2014; Nosek et al., 

2011). Table 1 shows 18 tasks assessing implicit inter-

group biases organized into three families. All tasks we 

review in this paper are computerized (for a review of 

paper-and-pencil tasks, see Sekaquaptewa et al., 2010). 

All of these tasks have been tested on general adult 

samples and six tasks have been adapted for child or 

adolescent samples (Phipps et al., 2019; Rae & Olson, 

2018).  

One family of tasks includes the Implicit Associa-

tion Test and its variants. In this family, implicit biases 

are assessed by the speed and accuracy by which people 

sort stimuli into different categories. The second family 

focuses on priming. In most priming tasks, subjects are 

presented with a prime stimulus followed by a target 

stimulus. Then, subjects are instructed to respond to the 

target stimulus. Implicit biases are assessed by the ease 

or likelihood by which responses are facilitated or im-

paired by the prime stimulus. Finally, a third family of 

miscellaneous tasks assesses implicit biases through 

methods such as indirect self-report, role-playing, or 

mouse movements. 

'stereotypes' as mental links between social groups and concepts/at-

tributes (e.g., family, athletic). 
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Table 1 

Meta-Analysis of the Internal Consistency and Test-Retest Reliability of Measures of Implicit Intergroup Bias 

Families of Tasks Primary Publication 

Meta-analytic 

Internal Consistency 

Meta-Analytic 

Test-Retest Reliability 

k α (95% CI) k r (95% CI) 

Implicit Association Test variants  
    

Implicit Association Test (IAT) Greenwald et al. (1998) 62 .80 (.77, .83) 16 .49 (.38, .59) 

Brief IAT (BIAT) Sriram & Greenwald (2009) 41 .82 (.77, .87) 21 .51 (.26, .70) 

Go/No-Go Association Task (GNAT) Nosek & Banaji (2001) 6 .65 (.39, .80) 2 .54 (-1.00, 1.00) 

Single Target IAT (ST-IAT) Bluemke & Friese (2008) 9 .77 (-1.00, .86) 7 .46 (.15, .68) 

Single Category IAT (SC-IAT) Karpinski & Steinman (2006) 3 .77 (-1.00, 1.00) 0 N/A 

Extrinsic Affective Simon Task (EAST) De Houwer (2003) 2 -.06 (-1.00, .70) 0 N/A 

Recoding Free IAT (IAT-RF) Rothermund et al. (2009) 2 .74 (.58, .84) 0 N/A 

Priming tasks      
Affect Misattribution Procedure (AMP) Payne et al. (2005) 24 .82 (.75, .87) 4 .56 (-.09, .88) 

Evaluative Priming Task  Fazio et al. (1986) 7 .53 (.13, .74) 8 .33 (-.16, .69) 

First-Person Shooter Task (FPST) Correll et al. (2002) 0 N/A 0 N/A 

Lexical Decision Task (LDT) Wittenbrink et al. (1997) 0 N/A 0 N/A 

Semantic Priming Task Blair & Banaji (1996) 0 N/A 0 N/A 

Weapons Identification Task (WIT) Payne (2001) 0 N/A 0 N/A 

Other tasks      
Implicit Relational Assessment Procedure (IRAP) Barnes-Holmes et al. (2006) 7 .66 (.48, .78) 0 N/A 

Relational Responding Task (RRT) De Houwer et al. (2015) 3 .58 (-1.00, .92) 0 N/A 

Linguistic Intergroup Bias (LIB) Maass et al. (1989) 0 N/A 0 N/A 

Stereotypic Explanatory Bias (SEB) Sekaquaptewa et al. (2003) 0 N/A 0 N/A 

MouseTracker Freeman & Ambady (2010) 0 N/A 0 N/A 

Note. k = Number of effect sizes included in the model, α = raw alpha coefficient, r = correlation coefficient, CI = confidence interval. 

Due to a lack of data, four measures yielded highly imprecise internal consistency estimates (ST-IAT, SC-IAT, EAST, RRT) and one 

measure (GNAT) yielded highly imprecise test-rest reliability estimates. 

 
Implicit Association Test (IAT; Greenwald et al., 

1998). The key feature of tasks like the IAT is the cat-

egorization of stimuli into different categories under 

conditions that are either compatible or incompatible 

with mental contents. In a race attitude IAT, partici-

pants are presented with good and bad words and pic-

tures of White and Black faces. In one set of critical 

blocks, subjects respond to good words and White faces 

with one key and bad words and Black faces with the 

other key. In the other set of critical blocks, subjects 

respond to the reverse: good words and Black faces 

with one key and bad words and White faces with the 

other key. Generally, participants are faster and more 

accurate when the critical block requires them to re-

spond in a manner that is compatible with their prefer-

ence (e.g., pairing White faces with good words, Black 

faces with bad words) and slower and less accurate 

when the critical block requires them to respond in a 

manner that is incompatible with their preference (e.g., 

pairing Black faces with good words, White faces with 

bad words).  

However, the IAT has been subject to criticism for 

potential methodological limitations. As the IAT is 

structured as a relative measure, it is difficult to assess 

biases about a single concept. Attempts to decompose 

response latencies into single-concept biases do not ap-

pear to yield valid results (Nosek et al., 2005), although 

modeling of error rates has been more successful (Sher-

man et al., 2008). Another limitation is the possibility 
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that presenting compatible and incompatible trials sep-

arately produces systematic measurement error related 

to recoding processes (Rothermund et al., 2009). In re-

sponse, IAT variants have been developed which ad-

dress these concerns. These include the Single-Cate-

gory IAT and Single-Target IAT for single targets 

(Bluemke & Friese, 2008; Karpinski & Steinman, 

2006); the Brief IAT for pairs of targets (Sriram & 

Greenwald, 2009); and the Recoding-Free IAT for 

eliminating the influence of recoding processes (Roth-

ermund et al., 2009).  

Priming. Priming was the first method identified 

for assessing individual differences in implicit social 

cognition (Fazio et al., 1986; Wentura & Degner, 

2010). In priming tasks, subjects are presented with a 

prime stimulus that is followed by (or presented with) 

a target stimulus. Subjects are then instructed to clas-

sify the target stimulus as positive or negative (e.g., 

Evaluative Priming Task, Fazio et al., 1986) as a word 

or not (i.e., lexical decision task, Wittenbrink et al., 

1997), or as having some property or not (e.g., semantic 

priming task, Blair & Banaji, 1996). The general find-

ing is that responses are facilitated when the target 

stimulus matches the prime stimulus and impaired 

when the target stimulus mismatches with the prime 

stimulus. For example, in the Evaluative Priming Task, 

subjects are faster and more accurate in classifying the 

target word 'disgusting' as 'bad' rather than 'good' if 

‘disgusting’ is preceded by a Black face rather than a 
White face (Fazio, et al., 1995). 

A unique priming task is the Affect Misattribution 

Procedure (AMP; Payne et al., 2005) and its variants, 

the Semantic Misattribution Procedure (Krieglmeyer & 

Sherman, 2012) and Stereotype Misperception Task 

(Sava et al., 2012). In the AMP, subjects are presented 

with a prime stimulus that is quickly followed by a neu-

tral target stimulus (e.g., Chinese pictograph, abstract 

painting) and a visual mask.  Subjects then rate whether 

they liked or disliked the target stimulus. The general 

finding is that the target stimulus is liked more if it was 

preceded by a positively evaluated stimulus (e.g., an in-

group face) than if it was preceded by a negatively eval-

uated stimulus (e.g., an outgroup face). However, there 

is some controversy about whether AMP performance 

is driven by conscious or intentional ratings of the 

primes (see “Internal Validity” section). 
Two priming tasks are specialized for understand-

ing implicit biases related to race and criminality: the 

Weapons Identification Task (WIT; Payne, 2001) and 

the First-Person Shooter Task (FPST; Correll et al., 

2002). In the WIT, participants are primed with a Black 

or White face for 200 ms followed by a gun or tool for 

200 ms. Then, participants indicate whether they 

thought the object was a gun or a tool. Participants in 

the WIT are more likely to misidentify tools as guns 

when tools are preceded by Black faces rather than 

White faces. In the FPST, participants are shown im-

ages of Black and White targets in scenes holding either 

a gun or another object (e.g., wallet). Participants are 

required to quickly decide to “shoot” if the person is 
holding a gun or “don’t shoot” if the person is holding 
another object. Participants in the FPST are more likely 

to shoot unarmed Black targets than unarmed White 

targets and are more likely to fail to shoot armed White 

targets than armed Black targets.  

Other tasks. There are other implicit tasks that 

complement the IAT and priming tasks. First, the Lin-

guistic Intergroup Bias (Maass et al., 1989) and Stere-

otypic Explanatory Bias (Sekaquaptewa et al., 2003) 

tasks assess implicit bias indirectly through self-report. 

For example, studies on the Linguistic Intergroup Bias 

find that people are more likely to use abstract language 

to describe stereotype-consistent events and concrete 

language to describe stereotype-inconsistent events. 

Second, tasks such as the Implicit Relational Assess-

ment Procedure (Barnes-Holmes et al., 2006) and Re-

lational Responding Task (De Houwer et al., 2015) as-

sess propositions rather than associations. To do so, 

they instruct participants to role play as if they believed 

certain statements (e.g., “respond as if Flemish people 

are dumber than immigrants” vs.  “respond as if Flem-
ish people are wiser than immigrants” to assess Flem-
ish/immigrant attitudes). Finally, the MouseTracker 

can capture the dynamics of how processes unfold over 

time by recording the trajectory of computer mouse 

movements while categorizing stimuli (Freeman & 

Ambady, 2010).  

Psychometric Properties of Implicit Tasks 

The utility of a psychological measure depends on 

its precision of measurement (reliability), its ability to 

measure constructs of interest (internal validity), and its 

ability to predict outcomes of interest (predictive valid-

ity). Next, we summarize evidence on the reliability 

and validity of implicit tasks. 

Reliability 

The predictive validity of an implicit task depends 

on the precision of measurement, which can be opera-

tionalized through internal consistency and test-retest 

reliability. A meta-analysis by Greenwald and Lai 
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(2020) examined the internal consistency and test-re-

test reliability of 18 implicit tasks. However, that meta-

analysis examined tasks across all domains. Measures 

of intergroup bias may have different psychometric 

properties than measures of other topics. We repeated 

their meta-analytic method using only data examining 

intergroup biases. We supplemented their dataset with 

a literature search of two tasks that are unique to im-

plicit intergroup bias that were not included in their 

meta-analysis (i.e., FPST, WIT) and the relatively new 

Relational Responding Task. In total, we analyzed 166 

internal consistency effect sizes and 58 test-retest reli-

ability effects from 91 independent samples. See Table 

1 for a summary of the results. For a full report of our 

meta-analysis, see https://osf.io/vq2h5.  

Internal consistency. Internal consistency varied 

greatly among the eleven measures for which estimates 

were available, with most of the frequently-used 

measures showing acceptable or good reliability.3 

Internal consistency was good or acceptable for six 

measures: the AMP (α = .82), BIAT (α = .82), IAT (α 
= .80), ST-IAT (α = .77), SC-IAT (α = .77), and IAT-

RF (α = .74). Internal consistency was questionable, 
poor, or non-existent for four measures: the IRAP (α = 
.66), GNAT (α = .65), RRT (α = .58), Evaluative 
Priming Task (α = .53), and the EAST (α = -.06). 

Unlike most implicit tasks, participants in the 

Evaluative Priming Task and the EAST are not given 

instructions to attend to the social category that the 

stimulus belongs to. Instead, they are instructed to 

categorize ostensibly unrelated features or stimuli. As 

a result, evaluations of a target stimulus are less likely 

to be influenced by attitudes toward that particular 

social category on a given trial. This feature may 

partially explain why these two tasks are particularly 

unreliable (De Houwer & De Bruycker, 2007; 

Gawronski et al., 2010). 

Test-retest reliability. We found test-retest relia-

bility for only six measures.4 Four of the five implicit 

measures yielded test-retest reliability estimates around 

r = .50: AMP (r = .56), GNAT (r = .54), BIAT (r = .51), 

IAT (r = .49), and ST-IAT (r = .46). The Evaluative 

Priming Task had the lowest test-retest reliability (r = 

.33). These estimates converge with the meta-analysis 

of test-retest reliability of implicit measures by 

Gawronski and colleagues (2017), which also found 

that comparable estimates for test-retest reliability for 

                                                 
3 As a rule of thumb, α = .90 is excellent, α = .80 is good, α = .70 
is acceptable, α = .60 is questionable, and α = .50 is poor. How-
ever, this rule of thumb should be interpreted cautiously as the la-

bels are arbitrary and α depends on the number of items and the 
breadth or narrowness of the construct (Peters, 2014; Taber, 2018) 

explicit measures tended to be considerably higher (r = 

.75). 

The lack of temporal stability has been interpreted 

as a problem of measurement error or as a feature of the 

underlying representation. It is plausible that current 

implicit tasks are noisy measures of psychological 

traits. Supporting that account, methodological innova-

tions like using images of groups of people as stimuli 

produce higher test-retest reliability than using images 

of individuals (Cooley & Payne, 2017). It is also plau-

sible that the construct assessed by implicit measures is 

inherently unstable and state-like. Rather than being an 

enduring attitude, Payne and colleagues (2017) have ar-

gued that implicit biases are a form of mental accessi-

bility that is more indicative of transient differences in 

situations than chronic individual differences. 

Internal Validity 

Like almost any psychological measure, implicit 

measures are incomplete accounts of the constructs 

they seek to assess. Any single implicit task can assess 

only some of the ways in which a construct can be au-

tomatic, and implicit measures may be consistent with 

multiple theories about the underlying representations. 

Automaticity of implicit measures. A mental 

construct’s automaticity can be conceived of as the 
product of overlapping but distinct features: 

unconscious, unintentional, uncontrollable, or efficient 

(Bargh, 1994; Melnikoff & Bargh, 2018; Moors & De 

Houwer, 2006). Any implicit task will assess aspects of 

automaticity to different degrees. For example, the IAT 

has been assumed to assess unconscious mental 

representations (e.g., McConnell et al., 2011). This is 

true in that people are often unaware or inattentive to 

the mental representations measured on the IAT (Hahn 

& Goedderz, 2020). However, studies find that people 

are capable of accurately introspecting on how they 

will perform on the IAT when asked to (Hahn et al., 

2014), suggesting that the IAT does not reflect purely 

unconscious representations. This indicates a need to 

validate the features of automaticity underlying 

implicit measures. Although some aspects of 

automaticity can be pre-specified by a task’s design 
(e.g., some tasks require quick responding, which 

constrains the ability to engage in slow deliberation), 

4 There are few standards for acceptable test-retest reliability as 

test-retest reliability varies greatly based on the construct, sample, 

and time between tests (Crocker & Algina, 1986). 

https://osf.io/vq2h5
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other aspects of automaticity must be validated through 

empirical assessment. 

Form of representation. An unresolved debate is 

about whether the representations assessed by implicit 

tasks are associative or propositional (Brownstein et al., 

2019). Associative representations are defined by sim-

ple links between concepts (e.g., police are linked to 

danger), whereas propositional representations are de-

fined by causal relations between concepts (e.g., police 

prevent danger; police cause danger). Determining 

which account is more plausible has been difficult as 

some theories argue that associative representations 

can accommodate propositional information (e.g., 

Gawronski & Bodenhausen, 2011) whereas other theo-

ries argue they cannot (De Houwer, 2009; Mandel-

baum, 2016). Another debate is about whether the rep-

resentations are more like states or traits (see “Reliabil-

ity”). 
Non-construct-related processes in implicit 

measurement. Like almost any psychological meas-

ure, implicit measures are not process-pure assessments 

of mental constructs (Calanchini & Sherman, 2013). 

For instance, implicit measures based on response la-

tencies may be related to general processing speed if 

not properly controlled for with statistical methods 

(Greenwald et al., 2003) or formally examined with 

mathematical models (Calanchini & Sherman, 2013). 

Mathematical models to identify non-construct-related 

processes that contribute to implicit measures include 

the process dissociation procedure (Payne, 2001; Stew-

art et al., 2009), diffusion modeling (Klauer et al., 

2007), and the Quadruple Process model (Quad model; 

Conrey et al., 2005; Sherman et al., 2008). 

The most prominent mathematical model for im-

plicit measures is the Quad model (Conrey et al., 2005; 

Sherman et al., 2008). In the Quad model, the distribu-

tion of errors within an implicit task is used to distin-

guish four processes which contribute to performance: 

Activation (the activation of associative content within 

memory), Overcoming Bias (the ability to override bi-

ased associative content), Detection (the ability to de-

tect the correct answer), and Guessing (general re-

sponse biases). Studies using these parameters have 

discovered that increased implicit racial biases among 

older adults reflect reduced self-regulatory ability to 

override biases rather than more biased associative con-

tent (Gonsalkorale et al., 2009) and that Black-White 

participant differences in implicit racial biases reflect 

differences in associative content rather than differ-

ences in overcoming biases, detection, or guessing 

(Gonsalkorale et al., 2010). 

Failure to follow instructions. Concerns have been 

raised about the possibility that implicit task perfor-

mance reflects a failure to follow task instructions. One 

concern is the possibility that participants fake their re-

sponses. Existing evidence finds that people do not 

spontaneously fake the IAT or the Evaluative Priming 

Task, suggesting that faking is not a parsimonious ac-

count of implicit task performance. However, people 

can fake implicit measures if instructed to do so (Banse 

et al., 2001; Czellar, 2006; Degner, 2009; Fiedler & 

Bluemke, 2005; Kim, 2003; Teige-Mocigemba & 

Klauer, 2008).  

Another concern is the possibility that AMP perfor-

mance is driven by intentional or conscious ratings of 

the stimuli. Findings have been mixed. Bar-Anan and 

Nosek (2012) found that AMP effects were driven by 

people who reported that they had intentionally rated 

the prime rather than the target. However, follow-up 

studies found evidence that intentional rating of primes 

were the result of people creating post-hoc confabula-

tions about their performance (Gawronski & Ye, 2015; 

Mann et al., 2019; Payne et al., 2013). People appeared 

to be misattributing the primes to the targets and assum-

ing they rated the primes intentionally when then did 

not. Finally, a new working paper using a refined ver-

sion of prior study designs finds evidence of conscious 

(but not necessarily intentional) ratings of the primes 

(Cummins et al., 2019). 

Predictive Validity 

Implicit intergroup biases are predictive of explicit 

biases, behavioral outcomes, and regional differences 

in inequality.  

Relationship to explicit prejudice & stereotypes. 

The relationship between implicit and explicit 

measures of intergroup bias is consistently positive, but 

the size of the relationship depends on the topic. In a 

large-scale study of 57 attitudes (Nosek, 2005), the re-

lationship between IAT scores and explicit intergroup 

attitudes was as high as r = .59 (Democrats vs. Repub-

licans) and as low as r = .33 (European Americans vs. 

African Americans) or r = .10 (Thin people vs. Fat peo-

ple). Generally, implicit-explicit relations are lower in 

studies on intergroup topics than in other topics (Cam-

eron et al., 2012; Greenwald et al., 2009). 

The strength of the relationship between implicit and 

explicit intergroup biases is moderated by factors 

which have been documented in one large-scale study 

and several meta-analyses (Cameron et al., 2012; 

Greenwald et al., 2009; Hofmann et al., 2005; Nosek, 
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2005; Oswald et al., 2013). Much of this work has fo-

cused on the IAT, finding that implicit-explicit rela-

tions are stronger when the attitude is more strongly 

elaborated, perceived as distinct from other people, has 

a bipolar structure (i.e., liking for one group implies 

disliking of the other), and the explicit measure as-

sesses a relative preference rather than an absolute pref-

erence (Greenwald et al., 2009; Hofmann et al., 2005; 

Nosek, 2005).  

Relationship to intergroup behavior. Implicit bi-

ases predict intergroup behavior over-and-above ex-

plicit biases in three of four meta-analyses studying the 

issue (Cameron et al., 2012; Greenwald et al., 2009; 

Kurdi et al., 2019; cf. Oswald et al., 2013). The magni-

tude of the implicit-behavior relation varies greatly de-

pending on the topic, context, and measurement corre-

spondence between the focal implicit and behavioral 

measures. Meta-analyses consistently find that im-

plicit-behavior relations are stronger when implicit bi-

ases are more strongly correlated with explicit biases 

(Cameron et al., 2012; Greenwald et al., 2009; Kurdi et 

al., 2019). This supports an account by which low im-

plicit-explicit relations reflect a form of ambivalence 

that impedes behavioral prediction. However, there are 

several issues in the research that suggest the implicit-

behavior relation is less understood than it appears (see 

“Challenges for Applying Implicit Intergroup Bias to 

Real-World Problems”). 
Regional differences in inequality. Emerging evi-

dence finds that implicit intergroup biases have 

stronger predictive validity for regional differences in 

group inequalities than individual-level outcomes. For 

example, county-level differences in implicit racial at-

titudes are related to county-level racial disparities in 

the use of lethal force in policing (Hehman et al., 2018), 

infant health (Orchard & Price, 2017) death rates (Leit-

ner et al., 2016), and disciplinary actions within schools 

(Riddle & Sinclair, 2019). While Payne and colleagues' 

(2017) bias-of-crowds model theorizes that this 

stronger predictive validity for regional inequalities 

may be because implicit biases are better understood as 

features of situations rather than of individuals, Connor 

and Evers (2020) have demonstrated that such patterns 

may be due to reduced measurement error from statis-

tical aggregation. 

 

Comparing the Psychometric Properties of Implicit 

Measures 

 

Overall, implicit measures demonstrate evidence 

for reliability and validity. However, our review shows 

that specific tasks varied greatly in their reliability and 

validity. By far, the IAT has the strongest and most ro-

bust body of evidence for its reliability and validity. 

The IAT is high in internal reliability relative to other 

implicit measures, its strengths and limitations in as-

sessing constructs are well-understood, and almost all 

meta-analyses of predictive validity have concentrated 

on the IAT. The Brief IAT seems to have similar prop-

erties to the IAT, although there is less research on this 

measure. The AMP ranked highest in internal reliabil-

ity and has evidence of predictive validity, but new 

questions about the internal validity of the task have not 

yet been resolved (Cummins et al., 2019). A surpris-

ingly poor-performing measure (given its popularity)  

was the Evaluative Priming Task, which had much 

lower reliability than most other implicit measures. Fi-

nally, many of the other implicit tasks reviewed were 

relatively lacking in psychometric evaluation, with 

some tasks having zero relevant studies in our meta-

analysis of reliability.  

Challenges for Applying Implicit Intergroup Bias 

to Real-World Problems 

The past several decades have shown the value of 

implicit measures for understanding intergroup biases. 

However, the continued application of implicit inter-

group biases to real-world problems depend on contin-

ual improvements to measurement and theory. We re-

view three challenges to future researchers that would 

improve the utility of implicit biases for real-world 

problems if addressed: 1) lack of research on groups of 

scientific and public interest; 2) developing implicit 

measures with diagnostic capabilities; and 3) resolving 

ambiguities in the relationship between implicit bias 

and behavior.  

A Lack of Research on Groups of Scientific and 

Public Interest 

The majority of research in this article describes 

work on a small number of groups that are not repre-

sentative of broader scientific and public interest (Hen-

rich et al., 2010). In our meta-analysis, 85% of the ef-

fects were about race/ethnicity, gender, sexual orienta-

tion, or political party. In Kurdi and colleagues’ (2019) 
meta-analysis, 61% of the effects were about race/eth-

nicity, gender, or sexual orientation (political party was 

not examined). Within these categories, race/ethnicity 

was primarily about U.S. White/Black race relations; 

gender was primarily about men vs. women; sexual ori-

entation was primarily about gay or lesbian individuals; 

and political party was primarily about U.S. parties. 
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The dominance of a few topics means a lack of 

knowledge on major dimensions of social stratification 

and inequality, with only a few studies on topics such 

as social class (Horwitz & Dovidio, 2017), age (Lin et 

al., 2010; Nosek et al., 2007), caste (Dunham et al., 

2014), Hispanic people (Bean et al., 2013), transgender 

people (Rae et al., 2019), disability (Ferrara et al., 

2015; Nosek et al., 2007), people with mental illness 

(Teachman et al., 2006), body image (Marini et al., 

2013; Sabin et al., 2012), religion (Axt et al., 2014), ), 

and race/ethnic relations outside of the U.S. (Gündemir 

et al., 2014). This literature has also failed to consider 

social categories that do not cleanly fit within social di-

chotomies, such as multi-racial people (cf. Chen & Rat-

liff, 2015), bisexual people, gender non-binary people, 

and intersectional social categories. Future research on 

understudied groups would expand the generalizability 

of research on implicit biases. 

Developing Implicit Measures with Diagnostic 

Capabilities 

A common misconception is that implicit measures 

can or should reliably diagnose an individual’s chronic 
level of bias (e.g., Singal, 2017). Implicit measures 

were not designed to do so and are currently inappro-

priate for diagnostic use on individuals. This lack of di-

agnosticity may be a core feature of the implicit bias 

construct if implicit biases are features of situations ra-

ther than individuals (Payne et al., 2017; cf. Connor & 

Evers, 2020). However, if temporal stability is a meas-

urement error problem, the most important constraint is 

the lack of test-retest reliability. With a maximum test-

retest reliability of r = .56, any single assessment is un-

likely to say much about an individual over time.  

We are aware of two potential solutions to measure-

ment error problems. One solution is to have partici-

pants take the same implicit task multiple times over an 

extended period of time within the same context. This 

is a common approach for self-assessments of blood 

pressure, which also fluctuate considerably over time 

(Parati et al., 2010; Zawadzki et al., 2017). Another 

possibility is to develop single-administration 

measures which have higher levels of reliability, such 

as by increasing the number of trials or by aggregating 

the results of multiple implicit measures within one ses-

sion. 

Resolving Ambiguities in the Relationship between 

Implicit Bias and Behavior 

Although the relationship between implicit bias and 

intergroup behavior has been well-validated in hun-

dreds of studies (Kurdi et al., 2019), there are ambigu-

ities in what that relationship means. First, the vast ma-

jority of intergroup behaviors studied in this literature 

are not necessarily indicative of discrimination (Carls-

son & Agerström, 2016). For example, many behav-

ioral outcomes looked at behavior directed toward only 

one group without a comparison to another group. The 

few discriminatory outcomes that have been studied are 

also often unreliable or invalid. More research is 

needed to examine the implicit-discrimination relation 

with higher-fidelity measures. 

Second, implicit measures often do not match the 

behavioral outcomes they seek to predict. This is im-

portant as correspondence is a key factor in the im-

plicit-behavior relation (Gawronski, 2019; Irving & 

Smith, 2020; Kurdi et al., 2019) and in attitude-behav-

ior relations broadly (Ajzen & Fishbein, 2005; Fazio & 

Towles-Schwen, 1999). For example, the same IAT as-

sessing general White/Black race attitudes has been 

used to predict preferences for a White vs. Black work 

partner (Ashburn-Nardo et al., 2003), medical recom-

mendations for White vs. Black patients (Sabin et al., 

2008), and cognitive depletion following an interracial 

interaction (Richeson & Shelton, 2007). It is difficult to 

think of any single measure that could strongly predict 

outcomes that differ in so many dimensions. As a re-

sult, many existing studies may not have had the fidel-

ity to study the topics they sought to investigate. Re-

searchers should employ implicit measures that are 

closely linked to the behaviors they seek to predict. 

Finally, changes in implicit biases do not appear to 

explain corresponding changes in behavior. In a meta-

analysis of 492 studies, Forscher, Lai, and colleagues 

(2019) found that experimental manipulations could 

change implicit and behavioral measures. However, 

changes in implicit measures did not statistically medi-

ate corresponding changes in behavior in a subset of 63 

studies. The reasons for this are unclear: it may be due 

to a lack of measurement correspondence, failures to 

measure implicit biases or behavior reliably, methodo-

logical issues with the manipulations, or a lack of a 

causal relationship between automatically retrieved as-

sociations and behavior. Future studies must assess the 

strength of these explanations. 
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Conclusion 

Implicit intergroup biases reflect the personal and 

the cultural. Decades of research on measures of im-

plicit intergroup biases have documented their reliabil-

ity and validity. This work has also established the con-

ditions under which implicit biases are related to ex-

plicit biases and intergroup behavior. Future research 

should investigate social groups that are historically un-

derstudied, develop diagnostic implicit measures, and 

resolve ambiguities in the relationship between implicit 

bias and behavior. Progress on these issues will clarify 

the role of implicit intergroup biases in perpetuating in-

equality. 
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