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Abstract. Variations of stable water isotopes in water vapour

have become measurable at a measurement frequency of

about 1 Hz in recent years using novel laser spectroscopic

techniques. This enables us to perform continuous measure-

ments for process-based investigations of the atmospheric

water cycle at the time scales relevant for synoptic and

mesoscale meteorology. An important prerequisite for the in-

terpretation of data from automated field measurements last-

ing for several weeks or months is a detailed knowledge

about instrument properties and the sources of measurement

uncertainty. We present here a comprehensive characterisa-

tion and comparison study of two commercial laser spec-

troscopic systems based on cavity ring-down spectroscopy

(Picarro) and off-axis integrated cavity output spectroscopy

(Los Gatos Research). The uncertainty components of the

measurements were first assessed in laboratory experiments,

focussing on the effects of (i) water vapour mixing ratio,

(ii) measurement stability, (iii) uncertainties due to calibra-

tion and (iv) response times of the isotope measurements due

to adsorption-desorption processes on the tubing and mea-

surement cavity walls. Based on the experience from our lab-

oratory experiments, we set up a one-week field campaign

for comparing measurements of the ambient isotope signals

from the two laser spectroscopic systems. The optimal cali-

bration strategy determined for both instruments was applied

as well as the correction functions for water vapour mix-

ing ratio effects. The root mean square difference between

the isotope signals from the two instruments during the field

deployment was 2.3 ‰ for δ2H, 0.5 ‰ for δ18O and 3.1 ‰

for deuterium excess. These uncertainty estimates from field

measurements compare well to those found in the laboratory

experiments. The present quality of measurements from laser

spectroscopic instruments combined with a calibration sys-

tem opens new possibilities for investigating the atmospheric

water cycle and the land-atmosphere moisture fluxes.

1 Introduction

The atmospheric transport patterns of water vapour signif-

icantly influence local climates and Earth’s surface hydrol-

ogy. As naturally available tracers of phase transitions of

water, stable isotopes provide useful information on the at-

mospheric water cycle, in particular on conditions during

phase changes such as evaporation from the sea surface

(Pfahl and Wernli, 2008; Sodemann et al., 2008; Uemura

et al., 2008), plant transpiration (Farquhar et al., 2007), cloud

formation (Federer et al., 1982; Ciais and Jouzel, 1994)

and post-condensation exchange with below cloud vapour

(Field et al., 2010). To investigate these processes and their

impact on stable water isotopes in atmospheric waters at

the temporal scale of significant weather events, high fre-

quency measurements of stable water isotopes are essen-

tial. Such measurements can also help to validate model
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parametrisations of evaporation (He and Smith, 1999), tran-

spiration (Dongmann et al., 1974) and rainfall re-evaporation

(Lee and Fung, 2008).

Stable water isotope measurements in liquid waters have

been used for several decades as a means to probe the hy-

drologic cycle and to gain insight into its fundamental pro-

cesses (Gat, 1996). The International Atomic Energy Agency

(IAEA) and the World Meteorological Organisation (WMO)

have been surveying the content of hydrogen and oxygen iso-

topes in precipitation since 1961 in the framework of their

Global Network on Isotopes in Precipitation (GNIP; Araguas

et al., 1996). The key mechanisms influencing the abundance

of heavy water isotopes in meteoric waters on relatively

long, typically monthly timescale have subsequently been

identified (Craig, 1961; Dansgaard, 1964; Gat and Dans-

gaard, 1972). The dependency of the isotopic composition

of precipitation on meteorological conditions during phase

changes has been used for inferring information about past

climate from paleo-archives (Dansgaard et al., 1993; Jouzel

et al., 1997; Johnsen et al., 2001).

Stable isotopes have been less extensively measured in wa-

ter vapour than in the liquid phase, mainly because such mea-

surements have been very laborious and error-prone until re-

cently (Helliker and Noone, 2010), involving cryogenic trap-

ping with vacuum flasks (e.g. Yakir and Wang, 1996; Gat

et al., 2003; Yepez et al., 2003; Strong et al., 2007) or col-

lection with molecular sieves (Han et al., 2006) followed by

isotope ratio mass spectrometric (IRMS) analysis. Besides

the extensive effort for sample preparation, involving chemi-

cal conversion or isotopic equilibration with a gas-like CO2,

these measurements are limited in throughput (Horita and

Kendall, 2004). With recent progress in optical laser systems,

point measurements of stable water isotopes in water vapour

with a high temporal resolution in the order of seconds have

become possible, overcoming many disadvantages of tradi-

tional mass spectrometric measurements. The availability of

relatively compact field-deployable laser spectroscopic in-

struments, simultaneously measuring 1H2
16O, 2H1H16O and

1H2
18O isotopes, allows performing online, autonomous and

long-term point measurements of the stable water isotope

composition of atmospheric vapour.

Several research instruments (Webster and Heymsfield,

2003; Kerstel et al., 2006; Sayres et al., 2009; Dyroff,

2010) and commercial measurement systems (Picarro, www.

picarro.com; Los Gatos Research, www.lgrinc.com) based

on cavity ring-down, cavity enhanced and tunable diode

laser absorption spectroscopy have been proposed in the last

decade. Kerstel and Gianfrani (2008) gave a thorough review

of recent advances in infrared isotope ratio spectroscopy and

the main applications of this technology. Spectral selectiv-

ity and the sensitivity of the optical components as well

as electronic noise associated with the setup limit the pre-

cision of infrared isotope ratio measurements (Paldus and

Kachanov, 2005). Many recent studies indicate similar per-

formance of laser and conventional IRMS systems in terms

of precision (Kerstel et al., 2006; Gupta et al., 2009; Sturm

and Knohl, 2010). Equally relevant for atmospheric field ap-

plications, however, is the overall measurement uncertainty

resulting from a range of factors like calibration, sensitiv-

ity to variations in water concentration, and retention ef-

fects from the tubing (Brand et al., 2009; Schmidt et al.,

2010; Johnson et al., 2011; Rambo et al., 2011). Thus, a de-

tailed assessment of the novel laser instruments and testing

of their performance in field conditions is necessary to fully

characterise the measurement uncertainty and to correct for

biasing effects.

Here, we present results from a characterisation and inter-

comparison study of two commercial laser spectroscopic in-

struments for high frequency measurements of the three sta-

ble water isotopes 1H2
16O, 1H2

18O and 2H1H16O in water

vapour. Our primary aim is to provide a complete uncertainty

assessment for the Picarro L1115-i system. A second laser

spectroscopic instrument, the WVIA by Los Gatos Research,

which was extensively characterised by Sturm and Knohl

(2010), is used for comparison in a slightly modified setup

(improved temperature stabilisation and slightly different

water vapour mixing ratio dependency). The two latest ver-

sions (L2130-i and WVIA-EP) of both systems were tested

as well, and our findings concerning instrument improve-

ments will be discussed. The proposed assessment considers

four important aspects: (1) an inter-comparison of measure-

ment quality between the two analysers and with IRMS is

done using 10 liquid standards; (2) the water vapour mix-

ing ratio dependencies of isotope measurements are quanti-

fied; (3) the stability of the systems in terms of precision as

well as in terms of optimal calibration frequency is investi-

gated; and (4) the response times of the measurement sys-

tems after a step change in isotope and water concentration

are characterised. The structure of this paper follows the de-

scription and evaluation of these 4 characterisation steps. At

the end a short case study is presented of comparative am-

bient air measurements in field conditions with the two laser

systems operated in a way that was found optimal during the

laboratory tests.

2 Instrumentation

2.1 Quantification of the isotopic content of water

samples

The heavy isotopic content of a given water vapour sample is

generally expressed in terms of relative deviation of the iso-

topic mixing ratio from an internationally accepted standard:

δ =
Rsample − Rstandard

Rstandard
, (1)

where R represents the ratio of the rare, heavy isotopic con-

centration (2H1H16O or 1H2
18O) to the concentration of the
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Table 1. Properties and technical details of the L1115-i, L2130-i (Picarro) and the WVIA (Los Gatos) laser systems. The WVIA-EP instru-

ment has a smaller cavity than the WVIA, different ring-down times, laser path lengths but similar power consumption (200 W).

Properties Picarro Los Gatos

Technology CRDS1) OA-ICOS2)

Spectral domain 7183.5–7184 7199.9–7200.4 cm−1

(in 0.01 cm−1 steps) (in 7 × 10−5 cm−1 steps)

Absorption path length ∼ 12 km ∼ 7 km

Ring down time 40 µs 24 µ s

Cavity size 35 ccm ∼830 ccm

Cavity pressure 46.66 ± 0.03 hPa 50 ± 0.007 hPa

Cavity temperature 80 ± 0.002◦C ∼47 ± 0.002◦C

Pumping rate 25 ml min−1 500–800 ml min−1

Cavity exchange rate 8 s 2–3 s

Measurement frequency 0.5 Hz (1 Hz*) 2 Hz

H2O range 6000 to 26 000 ppmv 4000 to 60 000 ppmv**

Volume ∼130 l ∼200 l

Power consumption ∼300 W with ∼180 W (WVIA),

calibration 500 W 300 W (WVISS)

1 cavity ring-down spectroscopy. 2 off-axis integrated cavity output spectroscopy. ∗ L2130-i. ∗∗

non-condensing

most abundant, lighter species (1H2
16O). The δ values are

generally indicated in per mil. The internationally accepted

primary standard defining the scale zero is known as the Vi-

enna Standard Mean Ocean Water (VSMOW; Gonfiantini,

1978) distributed by the IAEA. Rstandard is the atomic iso-

topic ratio of VSMOW. When measuring isotopic composi-

tion of water samples, the delta values have to be normalised

according to the IAEA VSMOW2-SLAP2 scale as described

in IAEA (2009), which corresponds to a two point calibration

with a fixed zero point (VSMOW) and a second reference

point (SLAP, Standard Light Antarctic Precipitation).

2.2 Laser spectroscopic measurements of stable water

isotopes in water vapour

Two physically different measurement principles allow to

quantify the isotopic composition of natural waters. Isotope

ratio mass spectrometry (IRMS) takes advantage of the dif-

fering mass-to-charge ratio of isotopes (Horita and Kendall,

2004). Laser spectroscopic systems use the difference in

rotational-vibrational energy level structure of the different

isotopic molecules, leading to isotope characteristic tran-

sition frequencies in the near-infrared region of the spec-

trum (Kerstel, 2004). Three nearby absorption peaks in the

near-infrared region corresponding to the three molecules
2H1H16O, 1H2

18O, and 1H2
16O, are scanned by a laser

in continuous wave operation mode. The spectral regions

scanned in the instruments from the two manufacturers Pi-

carro and Los Gatos are different (Table 1).

In this work, laser spectrometric isotope and water vapour

mixing ratio measurements were performed using two dif-

ferent types of commercial instruments. The Picarro L1115-i

(older version) and L2130-i (latest version) isotopic water

vapour analysers (Picarro Inc., Sunnyvale, CA, USA) are

based on cavity ring-down spectroscopy (Crosson, 2008).

The second type of laser system, the water vapour isotope

analysers (WVIA and WVIA-EP, DLT-100, version March

2011) by Los Gatos Research Inc. (LGR, Mountain View,

CA, USA), are based on off-axis integrated cavity output

spectroscopy (Baer et al., 2002). Table 1 summarises the

most important properties of the laser systems. The main im-

provements in terms of measurement quality of the two latest

versions of the Picarro and the Los Gatos instruments will be

discussed below.

The two systems (L1115-i and WVIA) use laser absorp-

tion spectroscopy as a working principle. They however dif-

fer in the measured quantity for the derivation of the delta

values. In both systems, the sample gas is drawn through

an optical cavity, in which pressure and temperature are

precisely regulated. Laser light is injected into the cavity

through a semi-transparent mirror. A photodetector, placed

behind another mirror, measures the light intensity leaking

out of the cavity. In the WVIA spectrometer, the optical cav-

ity consists of two slightly astigmatic high reflectivity mir-

rors and the laser beam is coupled into the cavity in an off-

axis alignment. This allows for such a dense mode structure

inside the cavity that appears to be always resonant, thus sup-

pressing the need for frequency coupling by adapting the mir-

ror spacing (Paul et al., 2001). In the L1115-i instrument, the

cavity is smaller and consists of three mirrors, which are set

up in ring configuration. Laser light is injected in alignment

with the mirror. In order to obtain cavity frequencies that

coincide with the source frequency, the cavity length is ad-

justed over short distances by a piezoelectric transducer. The

laser frequency has to be tightly controlled by a proprietary
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wavelength monitor in the L1115-i instrument in order to

achieve high spectral resolution (Crosson, 2008). The fitting

algorithm for the ring-down technique is time-consuming

and is partly responsible for the lower measurement fre-

quency of the L1115-i instrument (Paldus and Kachanov,

2005). Furthermore, pressure and temperature have to be pre-

cisely regulated. The technology in the WVIA spectrome-

ter is based on a time-integrated measurement of the radia-

tion intensity leaking out of the cavity, whereas the L1115-i

system determines the isotope concentration in the cavity by

measuring the exponential ring-down time of the laser inten-

sity after the laser source has been switched off. Ring-down

measurements are also done at regular intervals (600 Hz) in

the WVIA system, in order to precisely monitor the mirror

loss (Doug Baer, personal communication 2012). In the latest

version of the Picarro analyser (L2130-i), the spectroscopic

fitting algorithm is improved and the data acquisition rate is

higher (1 Hz) compared to 0.5 Hz for L1115-i. The WVIA-

EP has an improved internal temperature stability.

The tests presented here were done simultaneously for

L1115-i, WVIA and WVIA-EP; the same experiments were

then repeated for L2130-i later, i.e. at the time this new ver-

sion of the Picarro water vapour analyser became available.

2.3 Calibration systems

Systematic errors in laser isotope ratio measurements result

from drifts due to variations of environmental parameters

such as temperature and pressure. In order to correct for such

effects and to normalise the isotope measurements with re-

spect to the international reference VSMOW2-SLAP2 scale,

the instruments have to be calibrated at regular intervals. Par-

allel vapour collection in flasks and subsequent reference

measurement with IRMS to calibrate the laser instrument

is an option suggested by Johnson et al. (2011). However,

the normalisation with respect to the international reference

scale is indirect in this case and biases introduced by the flask

sampling may affect the measurement quality. Direct calibra-

tion involves the measurement of a standard vapour sample

with known isotopic composition. Calibration standards are

generally liquid water standards. Primary international stan-

dards are available from IAEA, and referenced working stan-

dards are used in the different laboratories worldwide. Direct

calibration of a vapour isotope analyser thus involves evap-

oration of these liquid standards and mixing with a carrier

gas before introducing them into the optical cavity for an

absorption measurement.

Liquid autosamplers, as used for liquid isotopic laser anal-

yses (see, e.g. Lis et al., 2008), are not optimal for calibrat-

ing vapour instruments as the produced calibration vapour

quantity is very limited, making extended calibration runs

of more than 5 min impracticable. Fractionation effects have

to be accounted for if partial evaporation methods are used

(Lee et al., 2005; Wen et al., 2008; Wang et al., 2009). For

example, with a dew point generator as a calibration system,

Fig. 1. Flow diagram of the calibration units. (a) Standard deliv-

ery module (SDM) by Picarro. Std1, Std2: liquid water standards;

B1, B2: two collapsible bags for the standards; SP1, SP2: syringe

pumps; C1, C2: capillary lines; P1, P2: needle ports; C: vapouri-

sation chamber; A: carrier gas inlet; H: injection head; R: o-rings;

P: ambient air pump; D: molecular sieve 5 Å 200 cm3 with Drierite

indicator (Agilent) to dry ambient air as a carrier gas; DA: al-

ternative carrier gas, dry synthetic air (Alphagas, Carbagas); W:

waste port of the vapourisation chamber; V: outlet valve leading

the calibration air to the measurement cell of the laser instrument.

(b) The WVISS by LGR. Std: liquid water standard; L: capillary

line; N: nebulising system; S: spray chamber; P: ambient air pump;

D: drying system containing a regenerative desiccant air dryer and

a replaceable Drierite cartridge; MFC mass flow controller for regu-

lating carrier gas flow rate; SV: three-way solenoid valve controlling

the vapour source; CV: calibration vapour; AA: ambient air.

dry air is bubbled through a water reservoir at a controlled

temperature and the liquid water is continuously enriched

in heavy isotopes, following a Rayleigh distillation process.

The isotopic composition of the vapour can be determined

if the initial and the residual water isotopic composition are

known and if the temperature in the water reservoir is pre-

cisely regulated or measured. Calibration techniques allow-

ing complete evaporation of the liquid standards operate by

continuously dripping liquid droplets into a dry air stream

using a syringe pump or a capillary dripping system as pro-

posed by Iannone et al. (2009) and used in a slightly altered

setup by Sturm and Knohl (2010). Similar techniques are

used in the commercial calibration systems for water vapour

isotope measurements from Picarro and Los Gatos, which

have become available recently and are used in this study.

The commercial calibration system for the L1115-i instru-

ment comprises a vapouriser and a standard delivery mod-

ule A0101 (SDM; see Fig. 1a). This calibration system al-

lows for the automated use of two liquid standards in parallel

(Std1 and Std2 in Fig. 1a). The standards are filled into col-

lapsible bags (B1, B2). The liquid standards are then pumped

by syringe pumps (SP1, SP2) via capillary lines (C1, C2) to

Atmos. Meas. Tech., 5, 1491–1511, 2012 www.atmos-meas-tech.net/5/1491/2012/



F. Aemisegger et al.: Characterisation of water vapour isotope measurements by laser spectroscopy 1495

the injection head (H) of the vapouriser. The injection sys-

tem consists of two needle ports (P1, P2) and a carrier gas

inlet (A). The head of the needles penetrates the vapourisa-

tion chamber (C), the temperature of which is regulated at

140 ◦C to ensure immediate and full evaporation of the liq-

uid standard introduced through the needles. The needle port

is sealed with three o-rings (R) to avoid ambient air pene-

tration into the vapourisation chamber when no calibration

is done, and to prevent leaking of dry air during calibration.

When a calibration run is performed, the liquid standards are

pumped into the vapouriser and a constant dry air flow sus-

tains immediate evaporation of the liquid in the air stream.

The dry air, serving as a carrier gas, is pumped at a rate of

200 ml min−1 through a molecular sieve 5Å MT-D 200 cm3

(D) with Drierite indicator (Agilent) into the vapouriser. Al-

ternatively, dry synthetic air (Alphagas synthetic air, Carba-

gas, H2O < 3 µmol mol−1, CnHm < 0.5 µmol mol−1, O2 =

20 % ± 1 %) was used at an over-pressure of 0.4 bar (DA)

(see Sect. 5), while the dry air pump was switched off. The

waste port valve (W) of the vapouriser is constantly opened

in order to establish a steady flow through the vapourising

chamber. To exclude memory effects from the previous cal-

ibration run and to allow reaching moist air equilibrium in

the vapouriser, the outlet valve (V) of the vapouriser to the

measurement cell is switched open only after a delay of five

minutes. The water vapour mixing ratio of the calibration gas

can be varied in the range 2000–30 000 ppmv by controlling

the liquid pumping rate between 0.005 µl s−1 and 0.08 µl s−1.

The central element of the water vapour isotope standard

source (WVISS, Fig. 1b) by Los Gatos Research is a nebulis-

ing system (N) guiding a capillary inlet line (L), which serves

as a dripping system into a 1 L spray chamber (S) heated to

80 ◦C. Ambient air is pumped through a two-stage drying

system (D) containing a regenerative desiccant air dryer and

a replaceable Drierite cartridge. The water vapour mixing ra-

tio can be regulated via a mass flow controller (MFC), which

adjusts the dry air flow rate (0–10 l min−1). This way wa-

ter vapour mixing ratios in the range 5000–30 000 ppmv can

be produced. A three-way solenoid valve (SV) controls the

vapour source, which is either the calibration vapour (CV) or

ambient air (AA). The system allows only for one automated

liquid standard (Std) to be measured when calibration is unat-

tended. In addition to producing only one vapour standard,

the disadvantage of the LGR calibration system is its bulk-

iness (Table 1), which complicates field work. However, in

contrast to the Picarro system, it allows for stable production

of large quantities of calibration vapour over several days.

Therefore, in the experiments conducted in this study, the

WVISS was used to measure the same standard in parallel

with the Picarro and LGR instruments.

In the following sections, the colour coding for the results

is blue for the measurements by the Picarro instruments and

red for the measurements by the Los Gatos instruments.

Table 2. Isotopic composition (in ‰) of the international IAEA

standards and working standards (WS) used for the characterisa-

tion of the laser systems. The indicated isotopic δ values of working

standards 1–10 were measured with IRMS.

Standard IRMS

name δ2H [‰] δ18O [‰]

IAEA VSMOW2 0 ± 0.30* 0 ± 0.02*

IAEA SLAP2 −427.50 ± 0.30* −55.50 ± 0.02*

IAEA GISP2 −189.50 ± 1.20* −24.76 ± 0.09*

WS 1 −107.32 ± 1.10 −14.35 ± 0.04

WS 2 −140.03 ± 1.93 −18.42 ± 0.10

WS 3 −172.52 ± 1.11 21.46 ± 0.14

WS 4 −79.29 ± 0.62 −5.24 ± 0.25

WS 5 −188.13 ± 1.57 −24.72 ± 0.14

WS 6 −78.68 ± 0.19 −10.99 ± 0.12

WS 7 −153.90 ± 1.06 −24.89 ± 0.73

WS 8 −256.11 ± 0.85 −46.02 ± 0.82

WS 9 −166.74 ± 0.35 −70.19 ± 2.74

WS 10 14.89 ± 0.61 3.63 ± 0.35

* IAEA standard composition as stated in IAEA (2009).

3 Delta scale linearity

The focus of this first experiment was to verify the linear-

ity of the calibrated laser spectroscopic measurements in the

VSMOW2-SLAP2 range of the isotope delta scale with an

independent measurement technique. Ten working standards

(WS 1–10, Table 2) were measured with both laser instru-

ments and the WVISS calibration unit for 10 min, each at

a water vapour mixing ratio of 18 000 ppmv. The first two

minutes and the last minute of each calibration run were

discarded to account for the purging time of the lines. All

measurements were done twice (run 1 and run 2), each time

within a day. Furthermore, between two working standard

calibration runs, we measured a drift standard for three min-

utes in order to remove memory effects from the calibration

unit and to monitor the behaviour of the measurement system

over the whole calibration experiment.

The standards measured with the two laser spectrom-

eters were compared to IRMS measurements, done on

a DeltaPLUSXP mass spectrometer (Thermo Fisher Sci-

entific Inc., Germany) using a high-temperature conver-

sion/elemental analyser coupled on-line to the mass spec-

trometer via a ConFlo III interface (Gehre et al., 2004).

Both measurements using IRMS and laser spectroscopy

were calibrated and normalised to the VSMOW2-SLAP2

scale (IAEA, 2009) using the IAEA standards VSMOW2

and SLAP2 directly. This procedure was chosen because VS-

MOW2 and SLAP2 span the whole δ scale range of our stan-

dards, and it provides a way to independently calibrate our

working standard measurements. For daily calibration pur-

poses, our internal standards are used as recommended in

IAEA (2009), i.e. not the IAEA standards.

www.atmos-meas-tech.net/5/1491/2012/ Atmos. Meas. Tech., 5, 1491–1511, 2012
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Table 3. Results from the delta-scale linearity experiment. The two

laser systems L1115-i and WVIA were compared to IRMS using

ten standards, which were measured on all the instruments twice

(run 1 and run 2). The average differences over the ten standards

for the different instrument combinations are listed. σs indicates the

average standard deviation of the measurements over all working

standard runs. The standard deviation of the drift standard measure-

ments over the individual runs was 1.2 ‰ (0.7‰) for δ2H of L1115-

i (WVIA) and 0.3 ‰ (0.3‰) for δ18O of L1115-i (WVIA).

Instrument

combination δ2H [‰] δ18O [‰]

(a) L1115-i vs. WVIA 0.8 ± 0.9 0.4 ± 0.5

(b) L1115-i vs. IRMS 0.7 ± 0.8 0.1 ± 0.1

(c) WVIA vs. IRMS 0.5 ± 0.6 0.1 ± 1.3

(d) L1115-i 1 vs. L1115-i 2 1.9 ± 1.6 0.2 ± 0.2

(e) WVIA 1 vs. WVIA 2 0.8 ± 0.6 0.2 ± 0.2

(f) L1115-i σs 1.7 ± 0.4 0.5 ± 0.1

(g) WVIA σs 1.0 ± 0.2 0.4 ± 0.1

(h) IRMS σs 0.5 ± 0.1 0.09 ± 0.04

All calibrated laser spectroscopy measurements are in very

good agreement with the calibrated IRMS values (R2 > 0.99

for both isotopes, Fig. 2). The largest differences between

the laser measurements and IRMS occur at the edge of the

δ scale.

WS 1–10 were measured twice with the two laser systems,

and the average differences between the two runs 1 and 2

over all standards are below 1 ‰ for both isotopes and both

instruments, except for the δ2H of the L1115-i instrument

(Table 3d, e). This surprisingly high δ2H uncertainty in the

L1115-i measurements is also reflected in the average stan-

dard deviation of the calibration runs over all standard mea-

surements (Table 3f) and is probably due to memory effects

in the instrument during the measurement of the standards.

Memory effects can be characterised by the typical response

time of an instrument to a step change of the input signal.

The L1115-i has much longer response times than WVIA (as

will be discussed in Sect. 7 below). Furthermore, the memory

effects are more important for δ2H than for δ18O, which may

explain the significantly higher uncertainty obtained here for

the δ2H signal of L1115-i.

The inter-comparison of the calibrated standard values ob-

tained from the different instruments shows average devia-

tions in the range 0.5–0.8 ‰ in δ2H and in the range 0.1–

0.4 ‰ in δ18O (Table 3a–c). These values are equivalent to

the average standard deviation over all the samples measured

with the different instruments (Table 3f–h), except the al-

ready discussed high δ2H uncertainty of the L1115-i. The

standard deviation of the drift runs is 1.2 ‰ for δ2H of

L1115-i, 0.7 ‰ for δ2H of WVIA and 0.3 ‰ for δ18O of both

instruments. These values are in the order of the uncertainties

of the measurement systems quantified in Table 3.

For the ten samples measured here, the average standard

deviations of the IRMS measurements are σ(δ2H)=0.5 ‰

and σ(δ18O)=0.09 ‰ (Table 3). These values do not include

any sampling uncertainty (e.g. cryogenic trapping of a wa-

ter vapour sample for later analysis). The laser spectroscopic

measurements however include sampling uncertainties in this

experimental setup and are characterised by only slightly

higher standard deviations (except for the much higher δ2H

uncertainty of L1115-i).

The uncertainties of the isotope standard measurements

with the two laser spectroscopic systems obtained from er-

ror propagation after calibration depend on the δ value of

the chosen calibration standard (Fig. 3). The dominant un-

certainty component is the error associated with the laser

measurement of the two calibration standards. The error con-

tribution of the laser measurement of standard 1 is high-

est around the δ value of this standard (here 0‰) and de-

creases with increasing difference to its δ value (here de-

creasing δ values). The error contribution of the laser mea-

surement of standard 2 shows a similar behaviour, symmet-

ric to the error contribution of standard 1, which leads to the

“U-shaped” dependency on the δ value of the total sample

measurement uncertainty. The larger uncertainties of L1115-

i standard measurements (blue crosses) compared to WVIA

(red crosses) are due to the lower short-term precision of the

instrument (Sect. 6.1) and to the longer response time char-

acteristics (Sect. 7), which introduce larger memory effects

than for WVIA.

An important aspect of the calibration strategy of a laser

spectroscopic instrument is whether a two-point calibration

is necessary or a one point calibration (only bias correction)

is sufficient. The calibration system WVISS only allows for

automatic measurements using one standard. To investigate

this aspect, we computed the normalisation factors and their

uncertainty following IAEA (2009) for the two calibration

runs (Table 4). For L1115-i the normalisation factors as well

as the intercepts were different in the two runs. In the case of

δ2H, the change in the zero point was large with a difference

of 11 ‰. For WVIA we found that the normalisation factors

remained within the uncertainty range; the intercept however

changed slightly. As L1115-i, WVIA and WVIA-EP were

connected to the WVISS in parallel, the large change in the

δ2H signal calibration factors of the L1115-i must come from

the instrument itself. This might indicate that regular two-

point calibration is necessary for L1115-i and that one stan-

dard might be sufficient for WVIA calibration, but further

investigation with more calibration runs would be needed to

confirm this preliminary finding.

4 Water vapour mixing ratio calibration

For the investigation of the water vapour concentration de-

pendency of isotope measurements, the water vapour mixing

ratio data of the two instruments had to be calibrated. A dew
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Fig. 2. Difference between the laser instrument measurements (LRMS) and IRMS for (a) δ2H of L1115-i and L2130-i, (b) δ2H of WVIA

and WVIA-EP, (c) δ18O of L1115-i and L2130-i, (d) δ18O of WVIA and WVIA-EP measurements for the ten WS 1–10 (Table 2).

Fig. 3. Uncertainty of (a) δ2H and (b) δ18O isotope calibration runs by L1115-i and WVIA as a function of isotopic composition of the WS

1–10 as well as the IAEA standards (Table 2).
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Table 4. Uncertainty in calibration factors following IAEA (2009). The normalisation slopes for both isotopes were determined for two

calibration runs 1 (f 1) and 2 (f 2) using VSMOW2 and SLAP2 as reference standards. The intercepts of the calibrations from the two runs

(b1) and (b2) are the measured VSMOW2 raw values of the laser instruments.

Calibration factors L1115-i WVIA

δ2H δ18O δ2H δ18O

f 1 [–] 1.064 ± 0.009 1.113 ± 0.008 0.995 ± 0.003 0.939 ± 0.009

f 2 [–] 0.995 ± 0.004 1.029 ± 0.007 0.994 ± 0.002 0.942 ± 0.006

b1 [‰] −9.0 ± 1.9 −15.2 ± 0.2 0.4 ± 1.0 4.5 ± 0.4

b2 [‰] 2.1 ± 1.2 −14.1 ± 0.2 0.7 ± 0.8 3.0 ± 0.3

Fig. 4. Calibration of water vapour mixing ratio measurements.

(a) L1115-i laboratory calibration measurements. The calibration

experiment with the dew point generator was done twice: once

with L1115-i connected to the LI-610 alone (full circles) and once

with L1115-i and WVIA connected in parallel to the LI-610 (open

squares). A least squares fit to all data points of the two experi-

ments is shown by the black line. The grey lines show the standard

deviation of the least square fit. In (b) WVIA and L1115-i measure-

ments are compared using parallel laboratory measurements (grey

line) and parallel field measurements (black dashed line). The lab-

oratory data points (black squares) show average measured water

concentration of hourly runs and their standard deviation. The grey

line represents a least square fit to the laboratory data points. The

black dashed line represents the least square fit to the ambient air

measurements. The uncertainty of these fits is very small and thus

not shown.

point generator (LI-610, LI-COR Inc., Lincoln, NE, USA)

was used for this purpose. Two water vapour mixing ratio

calibration series were performed. In one of these two runs,

both instruments were connected in parallel to the dew point

generator and measured water vapour mixing ratios simulta-

neously from the same source. Another run was performed

with only the L1115-i instrument connected to the LI-610.

Mixing ratios between 3000 and 30 000 ppmv were produced

in a constant flow of 1 l min−1 of moist air with an uncer-

tainty of ∼100–400 ppmv (increasing for larger dew point

temperatures). Calibration runs always lasted for at least 2 h

for each dew point temperature: 1 h for equilibration of the

air flow through the water reservoir in the dew point gen-

erator and 1 h of measurements considered in the data anal-

ysis. The calibration functions determined from the labora-

tory experiments were then used in order to calibrate the

data of each instrument. To verify the parallel water vapour

mixing ratio calibration experiment from the laboratory, am-

bient measurements of water vapour mixing ratio were per-

formed in parallel in a field setup as described in Sect. 8.

The measurement range of the water vapour mixing ra-

tio specified by the two manufacturers is between 5000 and

30 000 ppmv, which was well covered by our water vapour

mixing ratio calibration measurements. The water vapour

mixing ratios measured by the L1115-i and the WVIA in-

struments both show a linear relationship with the theoreti-

cal dew point generator values over the whole measurement

range as can be seen from the calibration line of L1115-i in

Fig. 4a and the grey line in Fig. 4b, which illustrates the cor-

respondence of the L1115-i and the WVIA values. The cali-

bration lines obtained here for water vapour mixing ratio for

the two instruments are the following:

H2OL1115-i,cal = 0.79 · H2OL1115-i,m + 318 ppmv (2)

H2OWVIA,cal = 0.92 · H2OWVIA,m + 117 ppmv (3)

The water vapour mixing ratio calibration procedure using

a dew point generator is time-consuming and lasts for several

days due to the long equilibration and measurement times. It

can thus not be repeated regularly without a major loss of

ambient measurement time. The error associated with using

the same calibration parameters for the water vapour mix-

ing ratio during a measurement campaign can be quantified
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Fig. 5. Dependency of the δ2H (a) and δ18O (b) measurement precision (average standard deviation σ of calibration runs) on water vapour

mixing ratio for L1115-i (solid lines and data points). The fit to the WVIA measurements (dashed lines) found by Sturm and Knohl (2010)

is shown for comparison. The shading represents the standard deviation of all calibration runs with four different standards (WS 6–9 in

Table 2).

Fig. 6. Dependency of the L1115-i isotope measurements on water vapour mixing ratio for δ2H in (a) and δ18O in (b). The data were

calibrated independently using the WVISS calibration unit and the IAEA standards VSMOW2 and SLAP2 at a water vapour mixing ratio of

18 000 ppmv. The shading represents the standard deviation of all calibration runs with four different working standards (WS 6–9 in Table 2).

The full blue curves are least square fits to the data obtained using dried ambient air as a carrier gas. The dashed curves show least square

third order polynomial fits to the L2130-i measurements.

by the standard error of the calibration fitting in Fig. 4a, for

which data from two independent calibration runs (full cir-

cles and white squares) were used. The water vapour mix-

ing ratio uncertainty resulting from the calibration parame-

ters thus amounts to ∼400 ppmv. Compared to the parallel

laboratory run with the dew point generator (white squares

and grey line in Fig. 4b), the parallel field run (blue line

in Fig. 4b) shows a larger spread (85 ppmv standard error

for the field measurements vs. 20 ppmv standard error for

the lab measurements) and a bias (∼ 1300 ppmv) with re-

spect to the laboratory correspondence line. This indicates

that the measurement uncertainty in field measurements is

higher than what could be quantified under controlled condi-

tions in the laboratory. Effects from the sampling lines (mate-

rial and length) may play a role in this higher uncertainty. The

bias with respect to the laboratory correspondence line indi-

cates a need for more frequent water vapour mixing ratio cal-

ibration than just sporadic laboratory calibrations if accurate

water vapour mixing ratios are required.

For the remainder of this study, we adopted the calibration

lines obtained from the laboratory calibration run to correct

water vapour mixing ratios and used results from the parallel

field run as an uncertainty estimate.

5 Water vapour mixing ratio dependency of isotope

measurements

The spectroscopic measurements of water vapour isotopes

are affected by the water vapour mixing ratio in two ways.

First, the precision of the measurement depends on the wa-

ter vapour mixing ratio. Second, the isotope measurement

is affected by a bias, which depends on water vapour mix-

ing ratio. Both aspects were already discussed by Sturm and

Knohl (2010) for the WVIA instrument. Hence, they are in-

vestigated here only for the L1115-i and the L2130-i systems.

Because water vapour mixing ratio effects directly affect cal-

ibration, we tested the water vapour mixing ratio dependency

of the L1115-i system using the SDM. Furthermore, this is

the setup we used during the comparative field experiment
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(Sect. 8). Four calibration runs were performed in steps of

1000 ppmv in the range 2000–30 000 ppmv using four dif-

ferent standards (WS 6–9, Table 2). Calibration runs lasted

for 20 min each. Depending on the type of carrier gas used,

interfering effects can influence the calibration gas measure-

ments. For example, remaining ambient water vapour when

using dry cells can change the isotopic values of the standard.

Furthermore, traces of other gases also absorbing laser light

in the same spectral domain can affect the measurements. To

investigate the effect of the carrier gas source, two different

carrier gases were compared: (1) synthetic dry air from a gas

cylinder and (2) dried ambient air using a molecular sieve

with indicating Drierite (Sect. 2.3). The calibration runs for

each standard were done twice in blocks of approximately

one day. The carrier gas sources were alternated. The data

were calibrated independently using the WVISS calibration

unit and the IAEA standards VSMOW2 and SLAP2 at a wa-

ter vapour mixing ratio of 18 000 ppmv. The concentration

dependency of the L2130-i was tested using the WVISS with

dry ambient air as a carrier gas and only WS 6. The SDM

was not available when the experiments with L2130-i were

performed.

5.1 Dependency of the isotope measurement precision

on water vapour mixing ratio

The measurement precision of δ2H for the L1115-i instru-

ment improves with increasing water vapour mixing ratio

(Fig. 5a). This finding concurs with a higher signal-to-noise

ratio for a larger number of molecules and is similar to the

one found by Sturm and Knohl (2010) for WVIA. The δ18O

precision however exhibits a different behaviour (Fig. 5b):

The precision of δ18O improves with augmenting water

vapour mixing ratios at very low water vapour mixing ratios,

up to around 8000 ppmv, where it reaches a maximum. For

water vapour mixing ratios above 8000 ppmv, the precision

of δ18O deteriorates again. This can be understood by consid-

ering the absorption spectrum. The absorption peak of δ18O

is stronger than the one of δ2H (Kerstel et al., 2002; Gianfrani

et al., 2003; Rothman et al., 2009). Thus, in the case of δ18O

the sensitivity of the measurement can be affected by optical

saturation at much lower water concentration values than in

the case of δ2H (Gregor Hsiao, Picarro, personal communi-

cation, 2011). The water vapour mixing ratio dependency of

δ18O for WVIA found in Sturm and Knohl (2010) and the re-

sults obtained for the new version L2130-i do not show such

an optical saturation effect. For the WVIA the water vapour

mixing ratio dependency is stronger in amplitude for δ18O

compared to our results for L1115-i (as shown by the dashed

lines in Fig. 5). For δ2H the water vapour mixing ratio depen-

dency of WVIA is practically identical to what is found here

for L1115-i. With the new version L2130-i, the precision is

comparable, or even slightly better than in L1115-i (Table 5).

Table 5. Standard deviation of laser spectroscopic isotope measure-

ments at 5000 ppmv and 20 000 ppmv water vapour mixing ratio.

Instrument δ2H [‰] δ18O [‰]

at 5000 at 20 000 at 5000 at 20 000

ppmv ppmv ppmv ppmv

L1115-i 1.3 0.6 0.22 0.25

L2130-i 1.1 0.4 0.25 0.19

WVIA 1.2 0.6 0.38 0.22

5.2 Dependency of the isotope measurement accuracy

on water vapour mixing ratio

The average per mil deviations (1δ2H and 1δ18O) expressed

with respect to the calibrated isotope values of the four

standards at 18 000 ppmv are shown in Fig. 6 as a function

of water vapour mixing ratio for the L1115-i instrument. The

dark blue dots (Fig. 6a, b) show the average isotope mea-

surement bias dependency of water vapour mixing ratio us-

ing dried ambient air as a carrier gas. The standard deviation

of the different runs performed in the corresponding water

vapour mixing ratio range is represented by the shaded do-

main in Fig. 6. Biasing effects of up to 4 ‰ for δ2H and

2.5 ‰ for δ18O (Fig. 6a, b) due to varying amounts of water

vapour in the gas samples can be observed with the L1115-i

instrument. These dependencies on water vapour mixing ra-

tio are considerable compared to the precision of the instru-

ment (see Sect. 6), and they should be corrected especially

when measurements are performed at a field site where wa-

ter vapour mixing ratio can vary strongly (>1000 ppmv in

12 h in Johnson et al. (2011)). For L1115-i we use the fol-

lowing least square fits represented by the dark blue curves

in Fig. 6:

1δ2H = −6.4 × 10−13
[H2O]

3

+1.6 × 10−8
[H2O]

2
+ 1.9 × 10−4

[H2O] − 4.9 (4)

1δ18O =
−1.2 × 107

[H2O]2
+

1.6 × 104

[H2O]
− 1.8 (5)

Fig. 6 shows the uncertainty range of these corrections. This

uncertainty of the water vapour mixing ratio correction prop-

agates into the isotope measurement uncertainty. Similar de-

pendencies were found by Schmidt et al. (2010) for the

L1102-i version of the water vapour isotope instrument by

Picarro. Since the correction can be different for every instru-

ment, this characterisation step has to be done individually

for every instrument. Rambo et al. (2011) found that this de-

pendency on water vapour mixing ratio varies significantly in

time for WVIA. In our case the dependency remained simi-

lar in terms of amplitude and shape when the experiment was

repeated at a later time. However, regular calibration of the

instrument at different water vapour mixing ratios spanning
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Fig. 7. Short-term stability of δ2H (a and b) and δ18O measurements (c and d) at 15 700 ppmv water vapour mixing ratio by L1115-i/L2130-i

(a and c) and WVIA/WVIA-EP (b and d). The square root of the Allan variance is shown as a function of aggregation time on a log-log

scale. The solid lines show the expected behaviour of a pure white noise signal with the same variance as the measured signal at the time

scale of data acquisition (5 s for L1115-i and 1 s for WVIA, WVIA-EP, L2130-i).

the ambient air measurements is necessary to ensure that the

bias is correctly removed.

The changing bias in the isotope measurements as a func-

tion of water vapour mixing ratio is probably due to non-

linearities in the spectroscopy and uncertainties in the spec-

tral fitting algorithm (Gupta et al., 2009). Variations in water

vapour mixing ratios also affect the spectral baseline, thus

altering the fitting of the absorption measurements to the

theoretical spectral lines.

For the new version L2130-i of the Picarro instrument,

much smaller dependencies on the water vapour mixing ra-

tio were found (Fig. 6, dashed lines). A water vapour mixing

ratio correction for L2130-i may only be necessary if wa-

ter vapour isotope samples in strongly varying water vapour

mixing ratio conditions are taken, including some samples

at very low water vapour mixing ratios. However, for the

old versions of the Picarro instrument, water vapour mixing

ratio-dependent bias corrections are indispensable.

The bias dependencies on water vapour mixing ratios are

different for the two tested carrier gases in the case of δ18O

and more similar for δ2H (Fig. 6a, b; light and dark curves).

The observed discrepancy in the δ18O bias may be due to

changes in the baseline of the spectrum around the δ18O

absorption peak, caused by slight differences in trace gas

composition. Effects due to hydrocarbons or different CO2

composition can be excluded, since filtering ambient air with

a CO2 absorber and a hydrocarbon trap did not remove the

difference between the measurements. However, the effect of

methane cannot be excluded and is known to be an important

interfering species especially at low water vapour mixing ra-

tios (Hendry et al., 2011). In the case of δ2H, the measured

dependencies diverge only at very low water vapour mixing

ratios, especially due to the large uncertainties in the curve

found for the dried ambient air as carrier gas (Fig. 6a). Gen-

erally, the standard deviation of the bias in isotope measure-

ments is smaller when gas cylinder air is used. In the case of

the dried ambient air, the residual humidity is much higher

(∼100 ppmv) than in the dry synthetic air (∼30 ppmv). The

latter is only affected by memory effects from the walls of the

tubing and the cavity. In the dried ambient air, however, the

background water vapour mixing ratio influences the isotopic

composition of the measured sample significantly at low wa-

ter vapour mixing ratios. This results in a higher variability

of the measurements especially at low water vapour mixing
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ratios. In principle, the effect of remaining ambient water

vapour in the carrier gas can be corrected. However, for such

a correction a good estimate of the true isotopic composi-

tion of the carrier gas is needed, which is difficult to obtain

due to the high uncertainty of isotopic measurements at very

low water vapour mixing ratios, especially for δ2H (Fig. 5).

We estimated the isotopic composition of dried ambient air

by performing calibration runs without pumping any liquid

into the vapouriser. We found δ2H dry = (−293 ± 45) ‰ and

δ18Odry = (−47±2)‰. Due to these high uncertainties in the

estimation of dried ambient air isotopic composition, a cor-

rection for remaining ambient water vapour just introduces

a higher uncertainty at low water vapour mixing ratios and is

not useful to get a better water vapour dependency correction

function. Even though using dried ambient air as a carrier gas

implies the problem of residual ambient humidity, we use it

for calibration in the field rather than air from a gas cylinder,

because its composition in terms of other trace gases is the

same as for the sample gas measured.

6 Stability of water vapour isotope measurements

The stability of a laser spectroscopic system is an important

characteristic, which allows to quantify the precision of the

measurement system for given averaging times, the instru-

ment internal drifts as well as the optimal calibration time.

In this section we investigate the effects of drift and choice

of calibration time on precision and accuracy of the isotope

measurements in two different experiments. First, we present

the results from a stability test performed at the timescale of

1 day (Sect. 6.1). Then, we discuss a slightly different exper-

iment that was designed to analyse stability over a period of

14 days (Sect. 6.2).

6.1 Short-term stability

Short-term stability was tested by measuring WS 6 (Table 2)

at a water vapour mixing ratio of 15 700 ppmv over 24 h. An

Allan variance analysis was then performed using the mea-

sured δ2H and δ18O time series in order to get a quantitative

estimate of the precision of the signals at different aggrega-

tion time scales.

Introduced by Allan (1966) and presented by Werle (2011)

as a general method to characterise the stability of tunable

diode laser absorption spectrometers, the Allan plot is a use-

ful tool to analyse the precision and the drift components of

such a measurement system. The Allan variance measures

the difference between two consecutive signal values yi and

yi+1 at a given aggregation time scale τ averaged over the

total number of averaging intervals n:

σ 2
A(τ ) =

1

2n

n
∑

i=1

(yi+1(τ ) − yi(τ ))2. (6)

The short-term stability of the constant isotope signal in

Fig. 7 is expressed in terms of the square root of the Al-

lan variance, the Allan deviation as a function of averag-

ing time. Consider, for example, the Allan plot for δ2H of

L1115-i (dark blue crosses in Fig. 7a). The Allan deviation

decreases towards higher averaging times up to a minimum,

which is at the optimum averaging time (τ0 = 103 s) and then

increases again for averaging times > τ0. These two stability

domains, which are separated by the minimum of σA(τ ) at

τ0, can be observed in all the Allan curves of Fig. 7. The left

side shows increasing precision with longer averaging times.

This corresponds to statistically independent measurements

with a white frequency spectrum, as shown by the solid line.

The latter is obtained from Allan deviations computed from

a randomly generated white noise signal with the same vari-

ance as the measurements at the temporal resolution of the

data acquisition. In theory, infinite averaging would thus lead

to a perfectly stable system (Werle, 2011). In real systems,

however, a minimum is reached at the optimum averaging

time, after which the averaged signal is dominated by instru-

ment drift. These drifts are due to low frequency variations

in controlling elements of the spectrometer like temperature,

pressure, laser current or varying environmental conditions,

or due to slight changes in the properties of the calibration

vapour.

The key characteristics of the Allan plot of the four inves-

tigated laser instruments such as the optimal integration time

(τ0), the Allan deviation at optimal integration time (σ
τ0

A ) as

well as the Allan deviation at high temporal resolution (σ 5s
A )

are summarised in Table 6. For mesoscale meteorological ap-

plications, an averaging time range of 15 min to 6 h is useful,

and thus precision values as indicated in Table 6 for σ
τ0

A can

be expected. Natural variations in water vapour isotopic com-

position associated with mesoscale meteorological weather

systems are much larger than the precision values and drift

amplitude obtained here (see Sect. 8). The precision of the

WVIA is slightly higher than the one of the L1115-i instru-

ment at small integration times. However, the minimum Al-

lan deviation is reached later by the L1115-i signal, and at

integration times >20 min stability is better, in particular for

δ18O. The stability performance of the WVIA found here is

similar to the results by Sturm and Knohl (2010). The lat-

est versions of the two instruments (L2130-i and WVIA-EP)

show better performance in terms of precision. The L2130-

i instrument has smaller Allan deviations than the L1115-i

for all integration times and longer optimal integration times.

The precision of the WVIA-EP is not improved with respect

to WVIA for small integration times; however, it is charac-

terised by larger optimal averaging times and reaches higher

precision than WVIA at longer integration times.

6.2 Long-term stability

A stability analysis for time scales of several days was con-

ducted as a complement to the short-term stability test to
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Fig. 8. Temporal evolution of the bias correction amplitude of iso-

tope measurements with L1115-i (a) and WVIA (b) at 15 700 ppmv

water vapour mixing ratio over 14 days. Each line corresponds to

one calibration frequency scheme. The dark blue correction curve

is obtained if the instrument is calibrated every 30 min.

investigate changes in the instrument calibration at the time

scale >1 day and as complementary information for find-

ing the ideal calibration scheme. Long-term stability was in-

vestigated by measuring WS 6 at regular intervals of 30 min

for a duration of 10 min. During the remaining 20 min ambi-

ent air was measured. This regular calibration sequence was

performed over 14 days. The first two minutes and the last

minute of each calibration run were discarded for the data

analysis to avoid biases due to non-steady state effects.

The long-term stability of the δ18O and δ2H calibration

time series of both instruments was assessed by applying

a bias correction, which was calculated for varying calibra-

tion intervals. Because only one standard was measured here,

the calibration consists of a simple bias correction. The bias

correction was computed by linearly interpolating between

two consecutive calibration runs. This procedure is illus-

trated for the δ2H signal in Fig. 8a and b for L1115-i and

WVIA, respectively. Here, the colour coding refers to the

calibration interval and not to the instrument type. Sub-daily

calibration (light blue curve in Fig. 8) allows to correct drifts

more accurately than if calibration is only done every few

days (dark red curve in Fig. 8). The maximum amplitude

Fig. 9. Autocorrelation function of the isotopic composition of the

calibration runs of the long-term stability experiment for L1115-i

and WVIA. A lag of 1 corresponds to a 30 min calibration interval.

of the corrections is rather small with ∼ 1 ‰ for δ2H and

∼ 0.5 ‰ for δ18O. These bias correction amplitudes may be

larger for δ values at the edge of the VSMOW-SLAP scale.

The long-term stability experiment was only done with WS6

at δ2H = −78.68 ‰, but the results shown in Table 4 (com-

pare the intercepts b1 and b2 for L1115-i) and discussed in

Sect. 3 suggest that changes of up to 10 ‰ in the measure-

ment bias can occur over several days at δ2H =0‰.

The observed drifts in both L1115-i and WVIA are due

to low frequency changes in instrument characteristics. They

can be limited by applying regular calibration. In this ex-

periment artificial drifting effects introduced by the calibra-

tion system itself cannot be excluded. However, the bias cor-

rection time series of the two instruments are uncorrelated

(Fig. 8a, b), which is a good indication that instrument drifts

prevail over the calibration system drifts.

A certain memory in the amplitude and sign of the bias

correction time series for both instruments (Fig. 8a, b) can

be observed. To find out for how long on average a given

bias correction is still useful, the autocorrelation functions

of the time series of the calibration runs were computed

and are shown in Fig. 9. The minimum number of lags

at which the autocorrelation function of the isotope sig-

nal of a given instrument reaches zero gives an indication

about the maximum time range of validity of a bias correc-

tion. For the L1115-i δ18O and δ2H signals, it is 15 h and

2.5 days, respectively. For the WVIA the values are 2 days

and 1.5 days for the δ2H and δ18O signals, respectively.

Inter-calibration periods longer than these durations do not

improve the measurements.

A second characteristic of the calibration scheme apart

from the calibration interval is the root mean square error

(RMSE) of the calibrated time series. The dependency of the

RMSE on the calibration interval is shown in Fig. 10. The un-

certainty of the isotope signals increases exponentially with

increasing calibration interval for both instruments and both

isotopes. For δ2H the uncertainty increase is of similar ex-

tent for both instruments. The L1115-i accuracy of δ18O is
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Fig. 10. Root mean square error (RMSE) of laser spectroscopic iso-

tope measurements as a function of intercalibration time on a log

scale.

however much better than the one of WVIA. Accurate and

precise δ18O measurements are essential for good quality-

derived deuterium excess (d = δ2H − 8δ18O) signals. Thus,

when choosing the optimum calibration interval, the δ18O

accuracy should be kept in mind.

6.3 Calibration strategy

Ideally, in order to avoid any effect of drift and to obtain the

best possible accuracy of the measurements, the instruments

should be calibrated at a frequency corresponding to the op-

timum calibration interval, for a duration corresponding to

the optimum averaging time. However, a trade-off has to be

made between minimum drift, maximum precision of the cal-

ibration runs and minimum measurement time consumption

for calibration. Calibration with the standard delivery mod-

ule built for the L1115-i system is time consuming due to

the long equilibration phase in the vapouriser. With a two-

point calibration run every 12 hours using two different stan-

dards at three different water vapour mixing ratios, one hour

calibration time per day is needed in total. With such a cal-

ibration frequency at water vapour mixing ratios of around

15 700 ppmv, the precision of the L1115-i signal averaged

to 15 min is σA(δ2H) = 0.06 ‰ and σA(δ18O) = 0.01 ‰ and

the accuracy is 0.25 ‰ for δ2H and 0.09 ‰ for δ18O. With

calibration runs performed every hour using the WVISS, the

precision of the WVIA can be expected to be σA(δ2H) =

0.07 ‰ and σA(δ18O) = 0.07 ‰ and the accuracy becomes

0.08 ‰ for δ2H and 0.07 ‰ for δ18O. It has to be empha-

sised that these precision values were obtained in ideal labo-

ratory conditions with well-controlled environmental param-

eters and thus represent an optimal case. They characterise

the stability of the measurement system and do not account

for the uncertainties introduced by water vapour mixing ratio

biases discussed in Sect. 5.

7 Response Time of the measurement systems

The response time of a measurement system is an important

characteristic of a laser spectroscopic instrument for field

measurements of stable water isotopes. It serves as a de-

sign quantity for an optimal gas sampling system and de-

termines the exact timing of the measurement. The primary

aim of a good sampling system is to minimise interactions

of the sample gas with the tubing material. The parame-

ters influencing response time are the tubing material (Sturm

and Knohl, 2010; Schmidt et al., 2010), temperature, tubing

length as well as pumping rate.

The response time of the measurement system can be de-

scribed using two temporal response components: a time lag,

τlag, accounting for the retardation of the vapour sample in

the tubing system and an exponential time constant, τads, de-

termined by the exchange rate of the gas in the optical cell,

the effect of adsorption and desorption from the tubing sur-

face as well as the very slow diffusion through the tubing

walls. The time lag for the sample to reach the cavity can

be derived from experimental data. It depends on the tubing

length and the pumping rate of the individual instruments.

In the setup used here, τlag = 88 s for the L1115-i instrument

and 75 s for the WVIA system with a common 12 mm PFA

sample line length of 15 m. The separation tubes leading to

the individual instruments was 0.5 m long. Due to the dif-

ference in pumping rate of the two instruments, these short

individual lines were not purged at the same rate. The flow

in the common sampling line was 1 l min−1. This explains

the small difference in the lag times. In Fig. 11 the two time

constants are schematically explained using an example of

a response in δ2H measured by L1115-i. The input signal to

the measurement system can be described by a step-function,

representing the switching of a valve between two reservoirs

containing two gases with a different water vapour mixing ra-

tio and isotopic composition. Here, step changes were done

by switching between ambient laboratory water vapour and

calibration vapour from the WVISS calibration unit.

The response function from the measurement system can

be described approximately using the two time constants τlag

and τads and the concentration difference of the two sam-

ples (c0, c1). The concentration c0 of the vapour before the

switch is determined by averaging the data measured in the

30 s time period before the switch. The concentration after

the switch is averaged from 4.5 min to 10 min (see Fig. 11,

dashed lines). We use a simple model of gas exchange in

a cavity assuming perfect mixing. The change in concentra-

tion, as measured by the instrument after a step change in the

input signal from c0 to c1, can be described as follows:

c(t) = c1 + (c0 − c1)exp

(

−
t − τlag

τads

)

. (7)
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Table 6. Key characteristics of the short-term stability of laser spectroscopic isotope measurements. σA is the Allan deviation. τ0 is the

optimal integration time.

Instrument L1115-i L2130-i WVIA WVIA-EP

δ2H δ18O δ2H δ18O δ2H δ18O δ2H δ18O

τ0 [min] 15 50 170 100 10 170 7 30

σ
τo
A

[‰] 0.06 0.01 0.02 0.006 0.07 0.07 0.02 0.01

σ 5s
A

[‰] 0.57 0.17 0.83 0.22 0.43 0.19 0.53 0.19

Table 7. Average response times in s and corresponding standard

deviations for the L1115-i and the WVIA instrument and the differ-

ent water isotopic species. In total 103 switching experiments were

performed: 54 switches to higher water concentrations (switch up,

τup) and 49 switches to lower concentrations (switch down, τdown).

Picarro WVIA

τup [s] τdown [s] τup [s] τdown [s]

δ2H 29 ± 3 43 ± 4 3.3 ± 0.3 5.7 ± 2.5

δ18O 20 ± 3 30 ± 3 2.0 ± 0.3 4.1 ± 2.5

H2O 15 ± 2 16 ± 3 2.5 ± 0.2 3.3 ± 2.1

This theoretical response function is fitted by least squares

with quality criteria of a root mean square error of RMSEδ18O

<2 ‰, RMSEδ2H <10 ‰, and RMSEH2O <1000 ppmv. For

the fitting, the data obtained during the first two minutes of

the response are weighted by a factor of 10, thus ensuring

that slight oscillations in the equilibrium value c0 do not af-

fect the estimated response time τads substantially. The fitting

procedure serves as a quality control of the switches and al-

lows to eliminate step changes, during which the calibration

unit did not work properly, due to blocking of the capillary

tubing or air pump problems. The exponential time constant

τads of the response signals is calculated separately for the

water vapour mixing ratio, δ18O and δ2H. Step changes of

∼ 60 ‰ in δ2H (between −80 ‰ and −140 ‰), ∼7 ‰ in

δ18O (between −25 ‰ and −32‰) and ∼1000 ppmv in H2O

(between 12 000 ppmv and 22 000 ppmv) were performed for

external tubing temperatures of 30 ◦C (18 steps), 60 ◦C (48

steps), 90◦C (38 steps) and 120 ◦C (8 steps). The temperature

of the heated tubing (Lohmann Wärmetechnik und Regelung,

Graz) was regulated at the splitting end between L1115-i

and WVIA using a R1140 regulator (Elotech, Germany) with

a SIRIUS SC semiconductor contactor (Siemens, Germany).

The response times τads for δ2H , δ18O and H2O averaged

over all performed step changes in water vapour signal differ

and amount to 36 s, 25 s, and 15 s for L1115-i and 4.5 s, 3 s

and 2.9 s for WVIA, respectively. Schmidt et al. (2010) found

that the response time of δ2H lags behind the one of δ18O

by a factor of 1.7–3.3 using a PFA tubing, which is more

than the factor of 1.5 ± 0.1 found here for both L1115-i and

Fig. 11. Example of a response to a step change in δ2H as mea-

sured by the L1115-i instrument. The total system response time

consists of a time lag τlag, which depends on the tubing length and

pumping rate and an exponential time constant τads characterising

the measured change in concentration from C0 to C1, determined

by the cavity gas exchange rate and the adsorption-desorption equi-

librium on the tubing and cavity walls. The dashed lines delimit the

data used for computing the concentration after the switch C1. The

black dashed dotted line indicates the switch time of the valve, the

black full line indicates the instant when the vapour front of the new

sample arrives in the cavity.

WVIA also using PFA tubing. The difference in the response

times of the isotopes has implications for the computation

of deuterium excess. During a step change in water vapour

mixing ratio and isotope concentration, the signals of water

vapour mixing ratio and the two heavy isotopes reach the

new target values, when the equilibrium between the pipe

gas and the adsorbed phase on the tubing wall has been re-

established. The longer response times for the heavy isotopes

compared to the bulk water concentration are evidence for

longer interaction time scales of the heavy isotopes with the

tubing and cavity walls and thus a higher affinity with the

material.

In this experiment the external tubing effects were the

same for both instruments. Internal memory effects in-

duced by adsorption on tubing and the cavity wall of the
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instruments were however different. The 5–10 times smaller

response times of WVIA compared to L1115-i indicate that

the influence of the external tubing on the memory effect

of the measurement systems is small. The typical residence

time of the gas in the measurement cell is shorter for the

WVIA instrument than for L1115-i. Additionally, the lower

surface-to-volume ratio of the WVIA cavity compared to the

L1115-i cavity implies that surface effects are less important

in the WVIA. Thus, the internal tubing and especially the

cavity exchange rate are the central elements determining re-

sponse time, if hydrophobic material like PFA is used for the

external tubing.

In our experimental setup, a step towards lower water

vapour mixing ratios always corresponds to a step towards

more depleted isotope values, which implies that both water

and isotope fluxes between the wall and the bulk gas in the

tubing have the same direction. During a step change from

high to low water and isotope concentration (switch down),

water molecules desorb from the tubing and cavity walls.

A step change towards higher water and isotope concentra-

tion implies adsorption of water molecules on the tubing and

cavity material.

In Table 7 the average response times for L1115-i and

WVIA are shown separately for switch up (τup) and switch

down (τdown) experiments. The response times for the heavy

isotope signals are ∼50 % larger in the case of desorption

(switch down) than for adsorption (switch up). The desorp-

tion process is thus more strongly retarding heavy isotopic

molecules than adsorption. The difference in response times

between switch up and switch down steps is however much

smaller for the water vapour mixing ratio signal. The abso-

lute difference in isotopic composition between the vapour

sources (step size) was varied using different standards, but

no correlation between the step size and the response times

was found (not shown).

The adsorption and desorption processes are temperature-

dependent (Oura et al., 2003), and thus higher tubing wall

temperatures may reduce response times. The panels of

Fig. 12 show the distribution of the obtained response times

for L1115-i computed from the performed step changes as

a function of external tubing temperature for δ2H, δ18O and

H2O. For example, in the case of δ2H in Fig. 12a, the ob-

tained average response time decreases with increasing tem-

perature. In Fig. 12 the response times for the different iso-

tope signals are separately shown for switch down cases (left

panels) and switch up cases (right panels). We find that tem-

perature only slightly influences the time scale of the desorp-

tion process with a decreasing tendency of the response time

of δ2H with increasing temperatures (Fig. 12a). The response

time of the δ2H signal is 11 % smaller on average with a tub-

ing temperature of 120◦C than with a tubing temperature of

30 ◦C. This temperature effect is weaker for δ18O with a 6 %

decrease in response time between a tubing temperature of

30 ◦C and 120 ◦C (Fig. 12c). The temperature effect observed

for the switch down cases is not as strong in the switch up

Fig. 12. Typical response times τads for the L1115-i isotope mea-

surements. The boxplots show the distribution of response times as

a function of tubing temperature. The left column of plots shows

switches to lower water vapour mixing ratios (switch down) and the

right column of plots shows switches to higher water vapour mixing

ratios (switch up).

cases. In general, temperature effects observed in Fig. 12 are

small in the range of 30 ◦C to 120 ◦C. Thus, the sampling line

heating is needed primarily to avoid condensation and does

not reduce response times significantly.

For both laser systems used here, we found that it is

not the acquisition time that determines the highest possible

temporal resolution of the measurements, but the exchange

rate of the cavity and the interaction timescale of the water

molecules with the tubing and cavity walls. Thus, the choice

of the tubing material and the flow rate through the sampling

system are central aspects of an isotope measurement setup.

A good knowledge of the response time distribution of each

isotope signal allows to correct for biases introduced by the

sampling system and provides a framework for the uncer-

tainty assessment of high frequency variations in δ18O, δ2H

and deuterium excess.

No significant improvements or changes were found in the

L2130-i and WVIA-EP with respect to response times.
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Fig. 13. Time series of δ2H (a), δ18O (b), deuterium excess (c) and

water vapour mixing ratio (d) from ambient air measurements in

Zurich from 19–26 July 2011 with L1115-i in blue and WVIA in

red. The data were averaged to 1 h and the shaded area shows the

1 h standard deviation based on 5 s measured data for L1115-i and

5 s averaged data for WVIA. Crosses in (d) indicate the occurrence

of precipitation.

8 Comparative ambient air measurements

As a verification of the laboratory characterisation exper-

iments, comparative ambient air measurements were done

on the roof of a tower building in Zurich (47.38◦, 8.55◦,

∼500 m a.s.l.) in the period 19–26 July 2011 with both

L1115-i and WVIA connected to the same inlet. The L1115-i

was set up in a dedicated box outside with a short stainless

steel sampling line of 70 cm length with an outer diameter

of 1/8 inch. The WVIA was set up in a room, and a 23-m-

long PTFE sampling line with an outer diameter of 1/4 inch

was used.

The L1115-i was calibrated using the SDM by performing

two calibrations per day at 3 pm and 3 am for ∼1 h in total us-

ing WS 6 and WS 7 (Table 2). Calibrations were performed

at the ambient water vapour mixing ratio conditions as well

as 3000 ppmv above and 3000 ppmv below ambient water

vapour mixing ratios. If variations in water vapour mixing

ratio during the day were >1000 ppmv, the corrections found

in Sect. 5 (i.e. Eqs. 4 and 5) were applied. The average stan-

dard deviation of the calibration runs was 0.8 ‰ for δ2H and

0.2 ‰ for δ18O. These values compare well with the uncer-

tainty estimates obtained in Sect. 3 in the delta-scale labora-

tory experiment. The optimum precision values described by

the Allan deviation should however not be compared directly

to these sample standard deviations.

For the WVIA, calibration runs were performed every

15 min for 2 min using WS 6 (Table 2). The water vapour

mixing ratio correction function was determined once on

19 July and once on 26 July using the WVISS by measur-

ing WS 6 at different water vapour mixing ratios in the range

5000–25 000 ppmv. The average standard deviation of the

calibration runs was 1.3 ‰ for δ2H and 0.6 ‰ for δ18O.

During the measurement period weather conditions were

very variable with a cold front passage in the evening of

19 July 2011 and with intermittent rainfall for the whole pe-

riod (black crosses in Fig. 13d). The sky was almost con-

stantly overcast with a cloud base of about 1500 m. Some

longer periods of intermittent sunshine occurred especially

on the 24 and 25 July 2011. Air temperature varied between

12 ◦C during nighttime and around 22 ◦C at midday.

The measured isotopic composition of vapour varied in the

range −180 ‰ to −125 ‰ for δ2H and −26 ‰ to −18 ‰ for

δ18O (Figs. 13a,b). The data were averaged to 1 h and the

shaded area shows the 1 h standard deviation based on 5 s

measured data for L1115-i and 5 s averaged data for WVIA.

The correspondence of the isotopic measurements of the two

instruments was good with root mean square differences of

2.3 ‰ for δ2H and 0.5 ‰ for δ18O. On some days larger

differences can be observed, e.g. on 24 and especially 25

July around midday in δ18O. This mismatch of ∼1 ‰ in

δ18O leads to a difference of nearly 10 ‰ in deuterium ex-

cess (Fig. 13c), which is otherwise in good agreement be-

tween the two instruments with an RMSE of 3.1 ‰. The

strong deviations on the 24 July and 25 July are responsible
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Fig. 14. Dependency of the deuterium excess difference between

L1115-i and WVIA on the ambient water vapour mixing ratio dur-

ing the comparative field measurement on the roof of a tower build-

ing in Zurich from 19–26 July 2011.

for the low correlation between the deuterium excess mea-

surements of the two instruments (ρ(d) = 0.38) and are due

to low water vapour mixing ratios. The range of measured

water vapour mixing ratios was 1000 ppmv to 16 000 ppmv

(Fig. 13d). The discrepancy between L1115-i and WVIA is

clearly water vapour mixing ratio- dependent (Fig. 14). At

lower water vapour mixing ratios, the difference between the

two signals is larger, which highlights the crucial importance

of good water vapour mixing ratio dependency corrections.

For L1115-i these corrections were done continuously; for

WVIA the water vapour mixing ratio dependency was tested

once on the 19 July and once on the 26 July, and no sig-

nificant change between these two measurements could be

observed. Another effect, which is linked to the water vapour

mixing ratio, is the interference of hydrocarbons and espe-

cially methane (Galewsky et al., 2011). The lower the wa-

ter vapour mixing ratio, the stronger the interference of such

trace gases. In the spectral region used in both L1115-i and

WVIA, the interference with methane is strong (Rothman

et al., 2009) and it may be slightly different for the two instru-

ments, which could explain the 1 ‰ deviation in δ18O. This

methane cross-talk effect is taken into account in the spectral

fitting of the new Picarro version L2130-i. No methane mea-

surements were done during this campaign. The cross-talk

effect between water isotope measurements in water vapour

and methane, if relevant, could not be corrected for.

9 Conclusions

This paper presents a characterisation study of laser spec-

troscopic measurements of stable isotopes in ambient wa-

ter vapour. We used two commercial versions of two laser

spectroscopic systems as well as comparative IRMS mea-

surements. The laser spectroscopic instruments used were

two systems by Picarro (versions L1115-i and L2130-i) and

two systems by Los Gatos Research (WVIA, WVIA-EP).

The main properties of the laser measurement systems in-

vestigated here were biases due to water concentration ef-

fects, the short and long-term precision and accuracy, and

response times.

The assessments presented in this paper were all pursued

with the final aim of obtaining a comprehensive picture of

the uncertainty of high frequency water vapour isotope mea-

surements using field-deployable laser spectroscopic instru-

ments. We found that a large part of the measurement uncer-

tainty depends on how the instruments are calibrated, more

specifically on the calibration technique and strategy.

The inherent precision of the Picarro L1115-i instrument

is dependent on water vapour mixing ratio. In general, we

found higher measurement uncertainties for lower water

vapour mixing ratios. This represents the basic uncertainty

of the measurement. Other uncertainty sources are then su-

perimposed and depend on the sampling procedure and cali-

bration. The uncertainty of the calibration vapour production

system adds to the basic measurement uncertainty. An over-

all estimate of the bottom-up uncertainty is difficult to obtain

as the different error components cannot be estimated inde-

pendently. The assessments of the different uncertainty com-

ponents however allow us to determine an optimal calibra-

tion procedure for the instruments of the two manufacturers

Picarro and Los Gatos, which is a trade-off between maxi-

mum ambient air measurement time, maximum precision of

the calibration run, typically requiring long calibration runs

(10–30 min) and a minimum calibration interval to regularly

update calibration factors.

The precision at optimum averaging time is

σ
τ0=15min
A (δ2H) = 0.06 ‰ and σ

τ0=50min
A (δ18O) = 0.01 ‰

for L1115-i and σ
τ0=10min
A (δ2H) = 0.07 ‰ and

σ
τ0=7min
A (δ18O) = 0.07 ‰ for WVIA at 15 700 ppmv

water vapour mixing ratio. The measurement precision

of both instruments is better in the new versions L2130-i

and WVIA-EP. In both new instrument versions, Allan

deviations at optimum averaging time are smaller compared

to the ones found for the previous versions.

We performed two top-down assessments of uncertainty

by comparing the calibration measurements of 10 standards

as well as ambient air measurement by the WVIA and

L1115-i instruments. From the field measurements we ob-

tained root mean square deviations between the two instru-

ments of RMSE(δ2H) = 2.3 ‰ and RMSE(δ18O) = 0.5 ‰.

The delta-scale linearity experiment showed that repeated

measurements of 10 standards lead to uncertainties of on av-

erage 1.7 ‰ (1.0 ‰) for δ2H and 0.5 ‰ (0.4 ‰) for δ18O for

L1115-i (WVIA). IRMS is typically characterised by simi-

lar or slightly smaller uncertainties than found here for the

L1115-i and WVIA systems.
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The uncertainty of deuterium excess resulting from am-

bient measurements done with the well-characterised laser

spectrometers used here was 3.1 ‰. This uncertainty will

probably be reduced in upcoming versions of commercial

instruments, owing to improved spectral fitting algorithms

with respect to water vapour mixing ratio dependencies and

interfering trace gases.

In summary, from the experiments presented in this pa-

per we can formulate the following recommendations for the

use of laser spectrometric systems to measure ambient water

vapour isotopes during field campaigns:

1. Calibration runs should be done regularly and ideally

at the same water vapour mixing ratio as the measure-

ments. For the L1115-i we perform a two-point calibra-

tion run every 12 h using 2 different standards at 3 dif-

ferent water vapour mixing ratios, which takes 1 h cali-

bration time per day in total. For the WVIA, calibration

runs should be performed hourly for 5–10 min to obtain

the highest possible accuracy.

2. Water vapour mixing ratio effects should be quantified

for old versions of the laser spectrometers. These ef-

fects are different for each instrument, and the correc-

tion functions found in this study have no general valid-

ity. In the new version of the Picarro instrument (L2130-

i), however, the water vapour mixing ratio dependency

of isotope measurements is very small and corrections

are not necessary except if measurements are performed

in very dry conditions.

3. Dried ambient air is recommended as a carrier gas for

calibration, because its trace gas composition is equiva-

lent to the measured gas sample. Residual ambient wa-

ter can be a problem when calibrating at very low water

vapour mixing ratios. In this case laboratory tests with

other carrier gases can be helpful.

4. If high frequency measurements are used, response time

differences in δ18O and δ2H should be accounted for.

These depend on the setup and the tubing material used

and have to be quantified experimentally. We found that

response times were 1.5 times larger for δ2H than for

δ18O and 10 times larger for L1115-i than for WVIA.

The response times of the measured signals depend on

the exchange rate of the measurement cell and tubing

systems as well as the material affinity of the isotopes.

However, no clear dependency of the response times on

tubing temperature was found.

5. To obtain high accuracy water vapour mixing ratio mea-

surements with uncertainties smaller than 500 ppmv,

regular calibration of the water vapour mixing ratio

measurements is suggested.
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