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Abstract—Quality of Service (QoS) is becoming increasingly 
important with the rise of multimedia applications (e.g., voice 
over IP (VoIP), video conferencing, online gaming, and Internet 
Protocol Television (IPTV)) in public data networks. These ap-
plications demand real-time service, while the networks should 
still be able to transfer also other traffic reliably (e.g., data, e-
mail, WWW). We have developed a measurement tool, which is 
able to measure one-way QoS performance statistics. The tool 
enables passive monitoring of the desired application(s) and gives 
information about the QoS provided by the network. The tool 
can be used practically over any kind of network structure as 
long as IP is supported.  

In this paper, we focus on detailed end-to-end delay charac-
teristics measured in live HSDPA (High Speed Downlink Packet 
Access) enabled 3G network. HSDPA provides clearly better de-
lay performance than the basic WCDMA (Wideband Code Divi-
sion Multiple Access). Interestingly, deterministic long time be-
havior in delay was observed, and also, discrete jitter levels were 
found. With argumentation, and finally with a trial, we proved 
that these phenomena originate from the CBR-type (Constant Bit 
Rate) VoIP source traffic affecting with 3G network timing 
mechanisms and mutual clock drifts. As a side product, the study 
also showed that it is advisable to verify the operation of traffic 
generation tools before using them. 

Keywords—passive measurements; real-time; Quality of 
Service; 3G; performance; VoIP 

I.  INTRODUCTION  
QoS can mean different things to different people. For ex-

ample, QoS is identified as network guarantees, application 
behavior, traffic class differentiation, and service level agree-
ments (SLA). In addition, a distinction is made between sub-
jective and objective QoS. The former refers to how users per-
ceive the service level of networking applications [1]. Our 
focus is on objective QoS, which refers to directly measurable 
metrics (delay, packet loss etc.). Based on design decisions and 
user-experience studies, application needs can be defined in 
terms of these metrics [2], [3].  

Network traffic measurements are commonly employed to 
study the pure network performance or the traffic itself. Active 
measurements are performed by injecting traffic with known 
properties into the network, while observing the network be-
havior and performance [4]. Passive measurements, on the 

other hand, consists of monitoring traffic at one or more points 
to acquire information of the traffic flow behavior (e.g., meas-
ure network load/utilization and characterize the traffic mix in 
terms of dominant protocols, etc), while not affecting the traffic 
itself [4]. Traffic traces can also be used to research and de-
velop traffic models [5]. Both methods have their advantages, 
and can e.g., assist network administrators in provisioning a 
network, planning future expansions, and justifying resource 
costs [6], [7].  

QoS measurements lie logically above network traffic 
measurements. Figure 1 illustrates the functional decomposi-
tion of a possible QoS measurement architecture, which in-
cludes: (a) one or more measurement points, located at network 
nodes (e.g., hosts, routers, firewalls); (b) traffic measurement 
tool, which captures packets and collects information; and (c) a 
QoS analysis tool, which analyzes the collected data, and fi-
nally, calculates the actual QoS statistics (d). Data analysis can 
be done in real-time, and/or after the traffic traces have been 
collected [8], [9], [10]. In addition, analysis can be centralized 
to a specific server, or distributed to the network.  
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Figure 1. Functional decomposition of QoS measurement architecture. 
 

In this work, we will demonstrate the developed QoSMeT 
tool and measure application performance over 3G network. 
The focus is mainly on delay behavior, which is critical for 
conversational applications like VoIP. We will concentrate on 
HSDPA and basic 3G without HSDPA (later referred to as 
WCDMA). Detailed information about 3G is provided in [11] 
and [12]. We have an end-to-end aspect from the user point of 
view to the performance, and thus, the measurements are done 
in a live 3G network including also Internet effects. The meas-
urement scenario and majority of the studied VoIP measure-
ment traces are the same as used in [13], which is a paper fo-
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cusing mostly on the overall performance of HSDPA. Also, in 
[13], average statistical delay results are presented, while in 
this paper, we go into the very details and show several inter-
esting findings. 

II. FROM ROUND TRIP MEASUREMENTS TO  
BI-DIRECTIONAL MONITORING 

Simple end-to-end performance measurements can be exe-
cuted as single-point measurements from a terminal using some 
network service. Active measurement tool MOSET, for exam-
ple, provides a straightforward way of measuring the perform-
ance of browsing type applications (HTTP) [14].  

However, with single-point measurements, it is only possi-
ble to obtain information about the total round trip performance 
of the system. Often it is assumed that the links in both direc-
tions have about the same performance, but this can lead to 
errors, since many communication systems are asymmetric by 
their nature (consider e.g., cellular systems [15]). Moreover, 
round trip performance does not have any meaning with 
streaming type applications, which produce major traffic flows 
in one direction only. Thus, there is a need for bi-directional 
measurements, in which both directions can be observed inde-
pendently in addition to the round trip performance (see also 
[16]). This can be accomplished by attaching the measurement 
tool to both communicating ends.  

Even with this fairly simple enhancement, we come up 
against the basic problem of multipoint measurements:  
The measurement points must have some shared knowledge in 
order to measure the same event. In practice, this means clock 
synchronization, which probably is the most difficult part of it, 
but also flow identification, which might be an issue especially 
in a passive measurement system. By flow identification we 
mean that there must be a way to identify traffic flows at the 
measurement points, and more specifically, individual packets 
from the desired application. 

III. QOSMET ARCHITECTURE 
A passive QoS measurement tool – QoSMeT, capable of 

monitoring QoS performance that a certain application experi-
ences in the network, was developed at VTT [17]. QoSMeT 
enables end-to-end real-time quality measurements of any 
networking application(s) in both communicating directions 
over heterogeneous networks. QoSMeT is not only independ-
ent of transport and application layer protocols, but also link 
and physical layer protocols as long as they support IP.  
QoSMeT is also able to measure one-way delay.   

In Figure 2, the structure of QoSMeT is shown. QoSMeT is 
a lightweight software running e.g., in the same device with the 
measured application. The software is installed to both com-
municating terminals to be able to perform bi-directional end-
to-end measurements. QoSMeT is based on data link level 
measurements, i.e., it sniffs both the departing and arriving 
packets directly from the network interface device. In this way, 
we get close to the network itself, and are able to measure the 
effect of the network to the application QoS. The current ver-
sion of QoSMeT is developed for MS Windows operating 
system, but it can be easily extended to other platforms as well. 

WinPcap, which is an open source packet capture library for 
Win32 platforms, is used for packet capturing [18]. QoSMeT 
records the essential packet information including accurate 
arrival and departure times of the packets (time stamps).   

The time stamps are derived from the local clock in the ter-
minal, but they are not added to data packets in order to keep 
the monitored application data flow unchanged. Nevertheless, 
to be able to perform QoS calculations in real-time, the exact 
packet information needs to be somehow exchanged between 
the peers during the measurement. A separate TCP connection 
is used to carry this control information. Naturally, this will 
add some overhead to the network, but in most cases, the over-
head is insignificant. The user can define how often the control 
information is sent, so in capacity limited networks (e.g., 
GPRS (General Packet Radio Service)), one might choose to 
send it less frequently. Obviously, there is a tradeoff between 
the control information exchange frequency (CIEF) and the 
real-timeness of the monitor. 

 
Figure 2. QoSMeT architecture. 

 
In addition to real-time monitoring, QoSMeT supports ac-

curate post analysis. One might choose to write not only the 
average values to a database, but also the exact per-packet 
based information. Hence, e.g., an operator is able to monitor 
the overall quality of the service they provide in real-time, and 
if something interesting happens, the accurate behavior can be 
examined from the database. QoSMeT can also be used in non-
real-time mode, where no information is exchanged during the 
measurement. This mode is convenient, if only the accurate 
database is of interest, and/or the measured network is required 
to keep with minimal load. Also, in some situations, it might 
not even be possible to send additional control information 
(e.g., some cellular network operators have firewalls, prevent-
ing all atypical traffic). 

A. Performance metrics 
QoSMeT is able to measure the following QoS metrics: 
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• Jitter 
• Packet loss 
• Connection break duration 
• Offered traffic load and Throughput  
• Delay 
 

In addition, QoSMeT measures various other metrics not di-
rectly related to QoS, such as, number of received/transmitted 
packets, packet sizes, etc.  

Absolute jitter ([19]) is the difference of delays between 
successive packets. In addition to averaged absolute jitter, for 
real-time monitoring, a moving average of the absolute jitter is 
used (as e.g., in Real-Time Protocol (RTP)) [20]. 

Packet loss is calculated by considering lost each packet 
that does not get an acknowledgement (corresponding arrival 
time stamp) by the control packet from the peer node. Even 
though the principle of packet loss calculation is simple, the 
real-time analysis makes it somewhat more complex. Since 
some individual packet might be delayed in the network, the 
calculation of packet loss must be also delayed, and in addition, 
CIEF should be taken into consideration.  

Connection break duration is simply calculated as the dura-
tion of the sequential lost packets. Hence, the resolution of the 
break duration is dependent on the rate of the monitored traffic 
flow, being at worst, 1/CIEF. Yet, with real-time traffic flows 
the packet rate is usually high, giving good resolution to the 
connection break duration.  

Throughput and offered traffic load are calculated directly 
from the captured packets, and there is no need to exchange 
this information between peers. Hence, these metrics can be 
calculated in real-time also in a single measurement point.  

Delay is the most difficult performance metric. QoSMeT 
measures the total end-to-end delay (@ link level) experienced 
by individual packets, thus including all the possible delay 
components (e.g., propagation, queuing, and transmission de-
lays). The precision of WinPcap time stamps using system 
performance counters is of the order of one microsecond, 
which is enough for accurate jitter calculation. However, some 
method is needed for the absolute timing in order to be able to 
calculate one-way delay. Clock synchronization is its own form 
of art, and is considered in several studies (e.g., [21], [22], 
[23]). Generally, the accuracy of PC system clocks is not ade-
quate (it is possible that they drift even several seconds per day 
[6]). Commonly used network synchronization method is Net-
work Time Protocol (NTP) [24], but the granularity provided 
by NTP is only about 10 ms [25], which is not enough for our 
purpose. GPS is a source for accurate absolute time [26]. How-
ever, PC system clock as such (especially with Windows), is 
not suitable for accurate time stamping even if GPS-
synchronization is used [23]. Thus, in our solution, a separate 
GPS clock is used to acquire the time stamp directly without 
the system clock. We have developed our own GPS drivers to 
be used with WinPcap. The current implementation provides 
better than 100 µs absolute timing accuracy, which is well 
enough for this study. The calculations follow the one-way 
delay metric defined in RFC 2679 [16]. 

IV. MEASUREMENTS 

A. Setup 
QoSMeT was used to measure the delay behavior in live 

HSDPA enabled 3G network. The measurement scenario is 
presented in Figure 3. QoSMeT was installed on two laptops 
with Windows XP operating systems. Laptop A (Intel Pentium 
M 1.7 GHz processor and 1024 MB memory) was connected to 
VTT’s laboratory LAN, which is directly connected to FUNET 
(Finnish university network). Laptop B (similar to Laptop A) is 
connected to 3G network using Option Globetrotter WCDMA 
and HSDPA data cards. The HSDPA card was from category 
12 capable of using QPSK modulation and 5 simultaneous 
spreading codes. 

 
Figure 3. Measurement scenario. 

 
A VoIP application was used for testing. Both laptops had 

VoIP software SJphone [27] installed on them. The software 
was set in a way that it will always transmit, encoding also pure 
noise, and hence, no actual voice conversation was needed. A 
Mobile IP (MIP) [28] solution was used in order to get our 
measurement traffic through the operator's firewall. MIP brings 
extra headers, thus increasing the traffic load slightly, but does 
not (practically) bring additional behavior to the performance, 
since the MIP home agent resides in our laboratory LAN. The 
traffic created by SJphone was measured with Ethereal [29] 
which revealed that the application packet size was 33 bytes 
with the headers:  IP (20B), UDP (8B), MIP (4B), IP (20), 
UDP (8) and RTP (12B). At this point one might also wonder 
the efficiency of packet switched voice: 33 bytes of data vs. 72 
bytes of headers + additional link/physical layer overhead. The 
generated traffic is CBR with approximately 50 packets per 
second, giving the interarrival time (IAT) of packets to be 
about 0.02 seconds. Therefore, the offered load is less than 50 
kbit/s, being well below the capacity of the network, thus 
avoiding undesired queuing delays. SJphone, with our setup, 
does not use any traffic adaptation, etc., but rather it pushes the 
UDP traffic flow to the given destination IP after the connec-
tion establishment is done with SIP (Session Initiation Proto-
col). Hence, it is good software for measurement purposes. 

B. Results 
First, we run tests without cellular network link to verify 

the measurement setup. The tests showed that the effects of the 
Internet and VTT’s laboratory LAN are minor as compared to 
the effects of 3G network (practically, about constant, less than 
20 ms delay is caused by Internet and laboratory LAN). We 
measured end-to-end delay behavior over HSDPA and 
WCDMA links at several days and different times of day dur-
ing June of 2006 in Oulu, Finland (the same basic measure-
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ment set is used as in [13]). A snapshot of the per packet delay 
behavior in a 10 min measurement is shown in Figure 4. The 
difference between WCDMA and HSDPA is as expected: 
WCDMA downlink (DL) has a delay of mainly about 100 ms 
on the average with a quite high variation (jitter), while 
HSDPA delay is clearly steadier and lower, being on the aver-
age about 50 ms. In WCDMA, high (> 200 ms) spikes are also 
seen in the figure. These can quite easily be identified as re-
transmissions of the Acknowledgement Mode (AM) (see e.g., 
[30]). In WCDMA, ARQ (Automatic Repeat reQuest) mecha-
nism is handled at RLC sublayer, and the procedure is slow, 
since it is operating between user terminal (UT) and RNC 
(Radio Network Controller). In HSDPA, HARQ (Hybrid ARQ) 
mechanism is used directly between the physical layers of base 
station (NodeB) and UT, thus allowing considerably faster re-
transmission procedure. The effect is clear, as HSDPA pro-
duces quite constant behavior. There are only a few high 
spikes, which most likely are resulting from RLC retransmis-
sions, which are also used in HSDPA, if for some reason 
HARQ fails [12]. 

 
 

Figure 4. 3G delay measurement results (absolute values). 
 

If we consider QoS requirements for real-time applications, 
150 ms delay can be considered as a limit for good quality, 
while over 400 ms would be unacceptable [31]. Hence, 
WCDMA produces only barely acceptable quality as one-way-
delay typically is above 100 ms including high spikes over 200 
ms and even up to > 400 ms. Moreover, in some measurement 
periods, there were a considerable amount of delay spikes, 
decreasing thus the overall QoS seen by the user. HSDPA, on 
the other hand, gave quite steady results from measurement to 
another with average values ranging from about 45 ms to 60 
ms. Spikes were also rare as is seen in our example figure, rep-
resenting the typical situation. For more exact statistical infor-
mation about HSDPA vs. WCDMA performance, see [13].  

An interesting observation can be made in Figure 4: the 
WCDMA DL delay suddenly drops from average level of 130 
ms to about 100 ms. In fact these two levels of delay were 
often found in measurements. In Figure 5, a more accurate 
view of the WCDMA DL delay drop section is provided. In 
this figure, x-axis is set to indicate the reception times of the 
packets, while in Figure 4, x-axis values indicated the transmis-
sion times of the packets. As seen, before the drop, delay varies 

a lot with about 20 ms steps, while after the drop, the delay is 
steadier and some 10 ms steps are found. This behavior sug-
gests that the reason for the delay drop is originating from the 
changes in the radio link settings: In the beginning of the meas-
urement, 20 ms TTI (Transmission Time Interval) is in use, but 
at the point of about 124 s, TTI is changed to 10 ms. A jitter of 
20 ms would be a direct result from 20 ms TTI, since the radio 
frame length is unlikely to be a multiple of the upper layer 
packet. Hence, some upper layer packets will be split into two 
radio frames, giving extra delay (equal to TTI) for those pack-
ets. Furthermore, by examining the spikes caused by RLC 
retransmissions in interval ~ 127 – 129 s, it is seen that the 
buffered packets are sent quite rapidly after the radio link re-
covers. In contrast, the earlier spike (about at ~ 122 s), falls 
clearly slower, implying that the link speed is lower at this 
point. This also supports the idea that TTI is different, since 
with longer TTI, the link’s data rate is obviously lower. 

 
 

Figure 5. Zoomed 3G delay measurement results as a function of received 
packet time (absolute values). 

 
By examining Figure 4 more carefully, we can see a strange 

behavior in WCDMA UL delay: the delay does not drop as in 
WCDMA DL, but rather the level seems to shift about 10 ms 
during the measurement. Taking a moving average of the re-
sults (not shown) verifies this observation. This interesting 
finding encouraged us to perform a longer continuous meas-
urement to examine the long time delay behavior.  

The results of the additional delay measurement over an 18 
hour period are shown in Figure 6. The results are average 
values with averaging interval of 3 s, because it would not be 
practical to draw a single curve from over 3200000 absolute 
values. A very interesting observation is made: the delay be-
havior seems to have a triangular wave form for both, HSDPA 
DL and WCDMA UL (WCDMA DL gave also similar results). 
The first impression of this behavior made us doubt the cor-
rectness of our clock synchronization method despite the fact 
that it has been carefully verified to function correctly. None-
theless, we repeated the measurement, but now without syn-
chronization. We compensated the clock drift to reveal the 
delay behavior, but the result was the same (not shown). 

The amplitude of the triangular wave is about 10 ms to both 
directions, but the wavelength is longer in DL than in UL, and 
also, the ramps in the DL wave seem to be the other way 
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around when compared to UL. A similar kind of findings were 
also observed in [30] (even though with considerably shorter 
wavelengths), where it was assumed that this behavior origi-
nates from the TTI timing. We are dealing with CBR traffic 
with a packet IAT of 20 ms, which is a multiple of 10 ms TTI. 
It is very likely that a computer clock, which is tied to the traf-
fic generation process, does not run equally with the clock in 
cellular network allocating the transmission times. This differ-
ence, the mutual clock drift, would cause the packets to arrive 
for transmission at different times. Thus, in the best case, a 
packet arrives just before the beginning of a new transmission 
slot, and is not affected by any additional delay, while in the 
worst case, a packet arrives just after a slot, and would, there-
fore, be delayed for TTI before transmission. A constant clock 
drift would therefore cause almost exactly the kind of behavior 
seen in Figure 6. We also verified this with a simple OPNET 
simulation. This explanation is also supported by the fact that 
the behaviors between UL and DL are different, since the 
clocks of the different computers run differently. Also, the 
direction of the drift depends on which clock runs faster (traffic 
generating computer clock or BS scheduling clock). We 
switched the UL computer to DL computer and vice versa, and 
the delay behaviors also switched places, while of course the 
average values remained the same (not shown). To back up the 
assumption further, we tried different computers, and got simi-
lar triangular wave type curves but with different wavelengths, 
as could be expected.  

 
 

Figure 6. WCDMA and HSDPA long time average delay behavior. 
 

The above explanation has only one pitfall: HSDPA is used 
in downlink and it has a TTI of 2 ms. This should result in a 
similar curve as in Figure 6, but with an amplitude of near 2 
ms. By studying the operation of 3G radio access network, we 
came to the conclusion that the triangular wave behavior can be 
also originating from the flow control between RNC and 
NodeB (see e.g., [32] for more information about the Iub flow 
control), since this flow control is usually in most implementa-
tions set to have 10 ms time slots. The mechanism for getting 
such a delay behavior is the same as it was described within the 
context of TTI. Naturally, if TTI is longer than this flow con-
trol timing interval, the effect of TTI would dominate, and the 
triangular wave would have the amplitude near to TTI (as 20 
ms amplitudes were observed in [30]). On the other hand, if 

TTI is shorter, as in the case of HSDPA, the effect of flow 
control timing dominates the behavior.  

If our assumptions about the timing issues are correct, we 
should only see additional random variable component in the 
delay instead of the triangular behavior if the traffic source 
initiation process would be random. To test this, we first need a 
traffic generator, since the used VoIP software produces only 
CBR traffic. We had a commercial traffic generation tool 
available and decided to use it. It is desired that the tested ran-
dom traffic process would be somewhat similar to the VoIP 
traffic, so we set the same constant packet length with mean 
IAT of 20 ms, but let the interarrival times to be exponentially 
distributed rather than constant. The results of the preliminary 
trials were quite peculiar, so we decided to test the traffic gen-
eration tool, before going into the actual measurements. 

We recorded a long enough trace of the generated traffic 
with QoSMeT (~ 15000 packets) to reveal traffic process char-
acteristics. From packet transmission times, we easily get IAT 
(assuming that the time from application to link layer is negli-
gible). With this trial, we got the mean IAT to be about 16.1 ms 
with standard deviation (STD) of 23.0 ms. This was surprising, 
since the mean value is quite far from the desired 20 ms, and 
with exponential distribution, the STD should be about the 
same as mean. Calculating sample probability density function 
(PDF) and plotting it with exponential PDF revealed the char-
acteristics of the generated traffic (Figure 7 a). As seen, the tail 
seems to follow quite well the exponential distribution, but 
there is a long gap in the distribution, and the probability mass 
of that gap seems to be concentrated near zero. We tried also 
longer traces and different mean IAT values, but with similar 
results. Hence, we had no choice but to try another traffic gen-
erator.  

 
(a)                                             (b) 

Figure 7. Calculated sample probability density produced with a commercial 
tool (a) and D-ITG (b) vs. exponential PDF. 

 
Next, we tried Distributed Internet Traffic Generator  

(D-ITG) tool [33] with the same settings, and in the test run, 
we got a mean IAT of 20.0 ms and IAT STD of 21.2 ms. These 
values are already in the range what should be expected. Figure 
7 b shows the plot of the traffic IAT PDF produced by D-ITG, 
and as seen, it correlates very well with the expected exponen-
tial PDF. By visual examination with log-plot (not shown), also 
the tail follows the exponential distribution well, so we do not 
need to go into more accurate statistical tests. Even though we 
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have earlier found that D-ITG does not always produce precise 
CBR traffic, it seems to produce exponential traffic of good 
quality (at least good enough for this purpose). 

The measurement results of the random traffic trial for 
WCDMA DL and WCDMA UL are seen in Figure 8. Earlier, 
the observed triangular wave behavior wavelength was about 
30 min in UL and 110 min in DL, so if it still exists, it should 
be already seen in this scale of 2.5 h. However, as seen, there 
are not even traces of it, but instead, the delay has clearly more 
random behavior as compared to the CBR traffic case in Figure 
6. With several trials, the level of delay variation had a lot of 
differences, remaining mainly higher than under CBR traffic. 
This changing variation is very likely caused by other traffic in 
the 3G network. Also, packet loss (not shown) was at some-
what higher level in this trial (e.g., in UL, the loss was now 
about ~ 0.12 %, while under CBR traffic, loss was typically  
< 0.06 %, in average). The burstiness of the exponential traffic 
flow can cause problems, since e.g., during the slow RLC re-
transmission procedure, high amounts of data might arrive for 
transmission, causing buffer overflows. HSDPA behavior is 
not shown in Figure 8, but the observations for that were the 
same as for WCDMA. 
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Figure 8. WCDMA long time average delay behavior with exponentially 
distributed source traffic. 

 
Finally, Figure 9 shows a snapshot of the measured jitter 

behavior of WCDMA DL under VoIP CBR and exponentially 
distributed traffic loads. Quantized jitter behavior under CBR 
traffic is easily seen, and bands of 10 ms and 20 ms (and of 
course 0 ms) are clearly distinguishable. However, under expo-
nential traffic load, jitter behavior is very random without 
bands, and majority of the jitter results seem to be below 10 ms 
(more precisely, about 55000 out of 60000 samples in this run). 
Interestingly, CBR type traffic also seems to cause visible ~ 1 
ms discrete bands to the jitter behavior. This was also seen in 
other measurements excluding HSDPA DL, which only 
showed mainly 0, 10 ms and 20 ms bands with some random-
like variation. Currently, we do have not enough information to 
prove the origin these 1 ms bands, but evidently they are also 
tied to the CBR type traffic load and its effects. Nevertheless, 
this trial with exponential traffic verifies our assumptions cor-
rect when explaining the interesting long time triangular wave 
delay behavior. 

 
 

Figure 9. A snapshot of the WCDMA DL jitter behavior with CBR and expo-
nential type traffic loads. 

V. CONCLUSIONS & SUMMARY 
As QoS is becoming increasingly important, QoS meas-

urements are also needed. Most of the available QoS tools are 
capable for measuring only round trip performance, but we 
have developed a measurement tool QoSMeT, which is able to 
measure one-way QoS statistics including also delay. The tool 
is lightweight software that can be run in normal Windows 
based computers. It enables passive monitoring of the desired 
application(s) and gives information about the QoS provided 
by the network. QoSMeT can be used practically over any kind 
of network structure supporting IP.  

Interesting delay behaviors were observed in this study. 
With QoSMeT, we were able to verify that HSDPA provides 
clearly lower delays than basic WCDMA. Also, the delay 
variation is lower with HSDPA. HARQ provides improve-
ments to the retransmission delays as promised, while slow 
RLC-level retransmissions tend to cause high delay spikes. 
Some effects of different TTI values were also noticed. Inter-
estingly, a long time triangular wave behavior was observed in 
the results. Furthermore, jitter quantization was observed. With 
argumentation, and finally with a trial, we proved that these 
phenomena originate from the CBR-type source traffic affect-
ing with 3G network timing mechanisms and mutual clock 
drifts. With random source traffic, the triangular wave behavior 
and quantized jitter levels do not exist. This was an interesting 
finding, since many real-time applications produce CBR type 
traffic (including the tested VoIP application). However, the 
observed triangular wave amplitude was only 10 ms, so it 
probably has meaning to the observed QoS only if the system 
is functioning near to the limits of acceptable performance.  

As a side product, the study showed that careful attention 
should be put in the operation of traffic generation tools, since 
sometimes the generated traffic might not be even near the 
desired one.  

Overall, HSDPA provides great improvement to delay be-
havior. However, the uplink is still the limiting factor and 
might hinder the use of two-way real-time applications like 
VoIP. On the other hand, even basic WCDMA is able to fulfill 
the average requirements for VoIP, but the observed high delay 
spikes can cause disturbances to the quality. It should be also 
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kept in mind that the measurement results studied in this paper 
are from the network, but also the application introduces de-
lays, making the actual user observed quality worse. Thus, real 
user tests should be made in order to say something accurate 
about the user perceived quality. Anyway, the introduction of 
HSUPA (High Speed Uplink Packet Access) should finally 
enable 3G communications for high quality real-time applica-
tions. 

In this paper, the use of QoSMeT was demonstrated for 
evaluating accurate 3G delay behavior, and moreover, the 
reasons behind the particular behavior. QoSMeT is currently an 
end-to-end tool, but there is a need, especially for administra-
tors and operators as well as for researchers, to be able to ex-
tract the effects of sub-networks and even network compo-
nents. Hence, extending the tool being capable of handling 
multiple measurement points is under work. In the future, 
QoSMeT can be also used to provide direct input to the QoS 
aware applications about the network QoS conditions. 
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