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Abstract—In this paper, we consider the design of caching
infrastructure to enhance the client-perceived performance of
mobile wireless clients retrieving multimedia objects from the
Internet. We consider three primary issues: location of the
cache, size of the cache, and management policy for the cache.
We consider both infrastructure-oriented caching at the Access
Point (AP), as well as peer-assisted caching at the mobile
clients. Simulation is used as the methodology for evaluation
and comparison of caching strategies. The simulation results
show that AP caching is generally more effective than client-
side caching, that adequate performance is achievable with a
mix of rather modest AP and client-side caches, and that Least
Frequently Used (LFU) is the most effective cache replacement
policy. Additional simulation experiments show that our results
are robust across different request generation rates and client
turnover rates.

Index Terms—Multimedia, Caching, Wireless Networks, Mo-
bility, Simulation

I. INTRODUCTION

Consumer demand for multimedia services (i.e., audio and

video) using Internet-enabled mobile devices such as PDAs,

smart phones, and wireless laptops, is increasing rapidly. How-

ever, there are many challenges that occur in supporting high-

quality media streaming for mobile clients. Streaming videos

from movies, news, and sports Web sites require a sustained

bandwidth of approximately 1 Mbps from the media server to

clients [1], [2]. The limited and unpredictable throughput of

Internet links, particularly in wireless access networks, often

degrades video quality.

Caching of streaming media objects near clients is a com-

monly used approach to overcome these challenges [3]. In a

wireless network, caching on the edge of the network typically

refers to caching at the Access Point (AP), which provides

Internet access for the wireless clients.

The purpose of this paper is to explore novel caching

approaches for wireless mobile clients who are retrieving and

viewing multimedia objects via the Internet. We consider both

infrastructure-oriented caching at the Access Point (AP), as

well as peer-assisted caching at the mobile client devices

themselves. The latter caching philosophy is very much in line

with the recent trend in cooperative communications, where

mobile nodes participate actively in the network operation [4].

However, current cooperative communication research has ex-

plored the use of mobile nodes primarily for packet forwarding

at the physical, data link, and network layers. There has

been little work on using mobiles as application-layer caching

elements for other network clients.

The paradigm considered in our work is that each mobile

device dedicates a portion of its memory or disk resources

to serve as media object cache space that can be accessed by

other devices. That is, the caching resources of the WLAN are

implemented by hosting caching proxy servers on the AP as

well as on the mobile devices. This mixes two types of proxy

server models. The caching proxy on the AP corresponds to

the model where the proxy server runs on a dedicated machine

with a large storage capacity [3], [5], [6]. The mobile proxies

correspond to the model where the caching proxy runs directly

on the LAN clients, with a central entity, perhaps hosted on

the AP, coordinating the system operation [7].

This paper also evaluates cache management strategies in

the case where mobile clients constitute part of the aggregate

logical cache. Cache replacement policies are usually eval-

uated assuming a well-connected fixed network, where the

cached object is always accessible by clients on the same

LAN. In WLANs, on the other hand, clients may connect and

disconnect as they roam into and out of the range of the AP.

For example, mobile clients waiting at a train station or in an

airport may use wireless devices to connect to an AP, which

is installed to provide clients with wireless Internet access.

However, the connections between the clients and the AP are

severed when clients leave. This WLAN is a dynamic network

because the set of connected clients varies with time, as does

the accessibility to the set of cached content.

We use simulation as the performance evaluation methodol-

ogy to evaluate and compare different caching strategies. The

simulation results show that AP caching is generally more

effective than client-side caching, and Least Frequently Used

(LFU) is the most effective cache replacement policy. For-

tunately, adequate caching performance is achievable with a

mix of rather modest-sized AP and client caches. Furthermore,

additional simulation experiments for sensitivity analysis show

that our results are quite robust across a range of client

turnover rates and request generation rates.

The remainder of the paper is organized as follows. First,

related work is summarized in Section II. In Section III, the

proposed caching system is introduced. Section IV describes

the experimental methodology for our simulation work, while

Section V presents the simulation results. Finally, Section VI

concludes the paper and discusses future work.



II. RELATED WORK

While the notion of a cooperative distributed mobile cache

is new, this work will make use of previous research into

caching replacement algorithms, evaluation methodologies,

evaluation metrics, and different techniques for simulating

cache performance.

As in all caches, the scheme in this paper requires a

replacement algorithm to decide which media objects are

cached, and which media objects are replaced. This work

focuses on stream-aware replacement algorithms that take into

account the characteristics of the streaming media object such

as popularity, size, and bit rate. The algorithms considered

include First-In-First-Out (FIFO), Least Recently Used (LRU),

Least Frequently Used (LFU), and SIZE. FIFO removes ob-

jects in the same order that they initially arrived. LRU discards

the least recently requested object [5], [8]. LFU removes

unpopular (i.e., least frequently requested) objects [3], [5], [6].

SIZE always removes the largest object [9].

Other caching replacement algorithms include network-

aware algorithms that take into account the network conditions

such as available bandwidth and number of hops [10] and

hybrid versions of stream-aware and network-aware algo-

rithms [1], [11]. While network-aware and hybrid algorithms

could be used with the caching architecture presented in this

paper, they are not considered in this paper.

As with many other caching studies [3], [6], [7], [12]–

[18] the performance of this scheme is evaluated using sim-

ulation. The streaming media traffic used to evaluate the

cache performance is generated using a synthetic workload

based on GISMO (Generator for Internet Streaming Media

Objects) [13].

III. PROPOSED CACHING SYSTEM

The proposed caching system reflects caching activity in a

WiFi hotspot contained in a heterogeneous wireless network.

In this network, clients are able to access meida content over a

cellular network covering the full network area and then take

advantage of WiFi hotspots in certain high traffic locations.

The architecture of the system considered in this paper is

shown in Figure 1. The system consists of a media server,

mobile clients, a fixed wireless AP, and multiple storage proxy

caches that reside on the clients and AP. The flow of media

content (whether cached or not) always occurs via the AP,

either between a client and the server, the AP and the client,

or between two clients via the AP. No direct peer-to-peer data

transfers are permitted.

Our WLAN model considers mobile transit clients, such

as airport travelers or train passengers, who move at random,

but perhaps en masse, between points of wireless connectivity.

The simulation assumes that the turnover rate defines the rate

at which new clients enter the WLAN, as well as the rate

at which former clients leave. Thus there is always a fixed

number N of concurrent clients, but their identities change

with time. Clients first entering the WLAN are assumed to

have empty caches, and the clients that leave the WLAN

are selected at random. Once a client leaves the WLAN, the

Fig. 1. Network model for wireless media caching

information in that client’s cache is effectively lost. A client

does not re-enter the WLAN after leaving. The data cached

in the AP, however, is always available to the clients in the

network, unless evicted by the cache replacement algorithm.

Media objects that are not present in the client or Access

Point caches flow from the media server to the mobile client

via the AP (see Figure 1). The caching algorithm fills the

AP cache first, since it is a central resource shared by all

clients. If a client requests a media object and the AP cache

has sufficient capacity remaining, then the object is cached

at the AP, regardless of the state of the client cache. If the

AP cache is full, then the client will voluntarily cache the

media object that it just requested, in anticipation that it may

be useful for another WLAN client in the near future.

The aggregate WLAN cache never contains more than one

copy of any given media object at a time. If a requested object

already resides in the proxy cache of another client served by

the AP, then a copy of this object is provided to the requesting

client (but not cached there). Also, media objects are cached in

their entirety; no partial object caching (such as prefix caching)

is allowed.

There are only two possible locations in which a media

object can be cached: the AP, and the requesting client. If those

two locations are both full, then a cache replacement policy is

used to make room for the new object. From the perspective

of the replacement algorithm, the combination of the proxy

of the client requesting the media object and the AP form a

Logical Proxy (LP), as shown in Figure 2. The replacement

algorithm operates on the LP as if it was a single unified

cache. We consider recency-based, frequency-based, and size-

based cache replacement policies, namely FIFO, LRU, LFU,

and SIZE.

Fig. 2. WLAN example with 4 physical (P) and 3 logical proxies (LP)

In the proposed caching architecture, the mobile client sends



a request for a media object to the Access Point. If the AP

cache has that object, then the object is sent directly to the

client. If not, the AP queries the other clients in the WLAN.

If one of these clients has the object, it sends the object to

the AP, which then relays it to the client making the request.

Note that this object is not added to the cache of the requesting

client since it is already present elsewhere in the WLAN cache.

Finally, if the object is not present anywhere in the WLAN

cache, then a request for the object is sent to the media server.

The object is then added to the LP consisting of the AP and

the client that requested the object.

IV. EVALUATION METHODOLOGY

This section describes the simulation methodology used in

the evaluation of the proposed system. First, the generation

of synthetic workload for the network is described. Next, the

replacement algorithms and the performance metrics used in

the evaluation are discussed.

The proposed caching system was evaluated using a

discrete-event simulator developed using C++. The primary

inputs to the simulator are the traffic workload, the network

model, and the client behavioural model.

Table I lists the characteristics of the generated multimedia

workload. The GISMO toolset [13] was modified to generate a

synthetic workload that models the demand for media objects

during a media session. We consider 1000 multimedia objects,

averaging 122 KB in size. The popularities of the objects vary

according to a Zipf-like distribution. In particular, the most

popular item is requested several hundred times, while the

least popular items are requested only once.

TABLE I
MULTIMEDIA WORKLOAD CHARACTERISTICS

Number of Media Objects 1000

Object Popularity Zipf-like (θ = 0.73)

Object Size Distribution Lognormal (µ = 7, σ = 0.5)

Smallest Object Size 17 KB

Median Object Size 110 KB

Mean Object Size 122 KB

Largest Object Size 485 KB

Cumulative Object Size 125 MB

Table II lists the characteristics of the network and client

models. We assume that the Internet link to the media server

is the bottleneck (1 Mbps), and that WLAN throughput is

10 Mbps. We consider a batch arrival process for network

clients, with a new batch of B clients arriving every hour,

and B randomly chosen clients departing every hour. We also

assume that a randomly chosen subset of clients remain from

one hour to the next. We call this set of clients residual clients,

and denote them using R. Each of the N = B +R concurrent

clients in the WLAN is equally likely to start a media session.

The total number of clients simulated depends on the client

mobility model (i.e., how quickly the clients enter and leave

the WLAN), and the total number of active sessions depends

on the request rate. To illustrate this, let Q denote the number

TABLE II
NETWORK AND CLIENT MODEL PARAMETERS

Parameter Description Value

CInternet Wired Internet Link Capacity 1 Mbps

CWLAN WLAN Link Capacity 10 Mbps

S Aggregate WLAN Cache Size 0 - 100%

T Time Duration 6 hours

N Total Concurrent Clients 120

B Client Batch Size 100

R Residual Clients 20

Q Request Arrival Rate 8 per hour

X Total Sessions 5,760

of new media queries from a client per hour, and let B denote

the number of clients joining and leaving the WLAN per hour

(i.e., the turnover rate). If the duration of the simulation is T
hours, then the total number of individual clients observed is

U = BT + R and the total number of simulated sessions will

be X = NQT .

Note that the clients arrive according to a batch arrival

process, while media object requests are generated according

to a Poisson arrival process. As a result, the total number of

clients accommodated in the simulation and the total number

of media requests is a function of client mobility and request

rate. This is in contrast to fixed networking caching studies

where the number of clients is fixed.

Table III summarizes the factors and levels considered in

our simulation experiments. We use a one-factor-at-a-time ex-

perimental design, and consider three primary issues: location

of the cache, size of the cache, and management policy for

the cache.

TABLE III
FACTORS AND LEVELS FOR SIMULATION EXPERIMENTS

Factor Description Levels

SAgg Aggregate Cache Size 0 - 100% (0-125 MB)

SAP AP Cache Size 10% (12.5 MB)

SClient Client Cache Size 0 - 2% (0-2.5 MB)

P Cache Replacement Policy FIFO, LRU, LFU, SIZE

Q Request Arrival Rate (per hour) 8, 40

X Total Sessions 5,760–28,800

B Client Batch Size 50–150

As mentioned previously, the cache replacement algorithms

considered are FIFO, LRU, LFU, and SIZE. To help evaluate

the effect of varying cache size, several special cases are

considered: Infinite AP Cache (IAPC), Infinite Client Cache

(ICC), and Infinite Logical Cache (ILC). IAPC assumes that all

objects can be cached at the AP, ICC assumes that all objects

can be cached at one client, and ILC assumes that half of

the media objects are cached on the client and the other half

at the AP. Due to the infinite capacity assumption, the cache

replacement algorithm is never triggered for the IAPC, ICC,

and ILC cases.

The performance of the FIFO, LRU, LFU and SIZE re-



placement algorithms is evaluated assuming a cache of finite

size. The total aggregate cache size for the entire WLAN, S,

is divided such that the Access Point cache size is S/2, and

the cache size for each client is S/2U .

Caching performance is evaluated using hit ratio, byte hit

ratio, and service delay. Hit ratio is the total number of requests

served by the caches divided by the total number of requests

made by all clients during the simulation. Byte hit ratio is

the total number of bytes served by the caches divided by the

total bytes requested during the simulation. Normalized service

delay is the time required for requesting and retrieving objects

during the simulation divided by the time for requesting and

retrieving objects in the absence of a cache (i.e., S = 0).

V. SIMULATION RESULTS

Four experiments are done to compare the performance of

the replacement algorithms under different network conditions.

A. Aggregate Cache Size and Location

In the first experiment, the performance of the replacement

algorithms is evaluated as a function of the total aggregate

cache size S available in the WLAN. The value of the

aggregate cache size is varied from 0% to 100% of the total

object sizes in steps of 10%.

Figure 3 shows the results from the first simulation exper-

iment regarding cache size and cache location. The leftmost

graph is for the request hit ratio, the middle graph is for the

byte hit ratio, and the rightmost graph is for the normalized

service delay. The same format is used for reporting all of the

simulation results.

Figure 3(a) shows the request hit ratio for the cache on the

vertical axis, as a function of increasing cache size on the

horizontal axis. The three horizontal lines show the baseline

results for the infinite cache policies. The results show that

hosting an infinite cache solely at the AP is the best choice,

with a hit ratio of 84%, while distributing the cache only

among the clients is a poor choice, with a hit ratio of 55%

(because of the client mobility every hour). Splitting the

cache space equally between the AP and the clients yields

an intermediate hit ratio result of 75%. These results provide

a reference point for assessing the performance of practical

(finite) cache sizes.

The four remaining lines in Figure 3(a) show the results for

the different cache replacement policies considered. LFU pro-

vides the best hit ratio, followed by LRU and FIFO, and SIZE,

which provides the lowest hit ratio at small cache sizes, but

improves the most as cache size is increased. The advantages

of LFU are attributable to the strong skew in object popularity

from the Zipf-like distribution in the workload model; by

retaining popular content in the cache, many subsequent hits

can occur. The advantage of LFU is most evident at small

cache sizes, and diminishes as cache size is increased, since

replacement decisions occur less often. With adequate cache

space, all four policies can achieve performance comparable to

the 50-50 split Infinite Logical Cache (ILC). Note that the hit

ratio results for the four policies do not converge to an identical

value, even at 100% aggregate cache size. The reason is that

the cache space is partitioned, with only 50% at the shared AP.

Thus cache replacement decisions can still occur, resulting in

performance differences between these policies.

Similar observations apply for the byte hit ratio results in

Figure 3(b). LFU provides the highest byte hit ratio results

observed, while SIZE provides the lowest, since its cache hits

tend to be for the small(er) objects that are retained in its

cache.

Figure 3(c) expresses the system performance in terms of

normalized service delay. When the cache size is zero, the

average delay for clients is exactly the same as the no cache

configuration. With a very large cache, the average delay is

reduced by a factor of 2 or more compared to the no cache

scenario. LFU consistently provides the best performance

among the four cache replacement policies considered.

Interestingly, a large but finite cache using any of the

replacement algorithms performs better than an Infinite Client

Cache (ICC). The first reason is due to client mobility. The

ICC can store lots of information on the mobile clients, but

those clients randomly leave the WLAN over the course of

the simulation. The result is a loss of the cached information

resulting in a subsequent request and retrieval of a media

object from the media server over the bottleneck link. A

second reason is due to the assumption that direct peer-to-

peer links do not exist between clients. Therefore, it takes

longer to access cached objects on the mobile clients since

all cached client data must be relayed via the AP. Hosting a

cache directly at the AP is clearly more efficient.

B. Client Cache Size

Figure 4 shows the results from the second simulation ex-

periment that varies the client cache size. In these simulations,

the size of the AP cache is fixed at 10% (approximately 12.5

MB) of the aggregate object sizes. The results show how the

caching performance improves as the per-client cache size (on

the horizontal axis) is increased.

Figure 4(a) shows that only modest client caches up to

2 MB are needed. With no client cache at all, the average

hit ratio at the AP cache is about 30-40%. With a small

client cache (e.g., 1-2 MB) the cache hit ratio improves to

about 60%. However, there is a diminishing returns effect, in

that additional client cache space offers little or no additional

improvement. The asymptotic hit ratio achieved is only slightly

better than that achieved with an infinite client cache, with

the improvement attributable to the AP portion of the logical

cache. The performance differences between different cache

replacement algorithms are minor, but LFU still outperforms

LRU, FIFO, and SIZE. Similar observations apply for byte

hit ratio in Figure 4(b), and for normalized service delay in

Figure 4(c).

C. Client Request Rate

Figure 5 shows the results from the third simulation exper-

iment that increases the client request rate from Q = 8 to

Q = 40. Note that network congestion is not modelled in this
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Fig. 3. Simulation Results for Experiment 1: Effect of Aggregate Cache Size (N = 120, Q = 8, X = 5, 760)
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study. That means that each client always experiences 1 Mbps

Internet link throughput even for the higher request rate of

Q = 40. The performance results are qualitatively consistent

with those observed in Figure 4. The primary difference in

Figure 5(a) is the higher hit ratios achieved. With a higher

request rate from the same set of clients to the same set of

media objects, there are more repeated requests to the popular

content, and more opportunities for caching. The asymptotic

hit ratio achieved is approximately 82%. LFU continues to

maintain its advantage over the other three cache replacement

policies considered. The performance results are consistent for

byte hit ratio and service delay, as presented in Figure 5(b)

and Figure 5(c), respectively.

D. Client Turnover Rate

Figure 6 shows the results from the fourth and final simu-

lation experiment, which studies the effect of client turnover

rate. Simulation results are plotted as a function of the client

batch size B, ranging from 50 to 150 clients per hour on the

horizontal axis. As the turnover rate increases, one expects

to see fewer opportunites for caching, since new clients are

arriving into the system with empty caches, and old clients

are leaving the system with their cached content.

The results in Figure 6, however, show that the system is

quite robust in the face of increased client turnover. That

is, the hit ratio results and the service delay results are

fairly consistent for the range of turnover rates considered.

The most pronounced impact is for the infinite client cache

configuration, in which the hit ratio actually improves with

increasing turnover. The explanation for this effect is the

growth in the number of clients. With more clients present,

the number of requests increases, and more overlaps in their

media object requests produce cache hits.

VI. CONCLUSIONS

In this paper, we proposed a novel wireless media caching

system for mobile transit clients. The system uses storage

proxies, which are hosted by mobile clients and APs, to store

and share media objects on an on-demand basis among WLAN

clients. The performance of cache management strategies was

evaluated in this dynamic wireless network context, where

clients may connect and disconnect from the WLAN at ran-

dom.

Four simulation experiments were conducted to compare

the performance of the replacement algorithms in different

network and workload conditions. These experiments study

the location, size, and management of the cache space. In

dynamic networks, the increase in aggregate cache size, which

consists of clients and AP caches, leads to improved caching

performance. The increase in client cache size provides a small

additional improvement, but this effect is minimal if the AP

cache size is adequately provisioned. LFU is consistently the

best cache replacement policy in the network and workload

scenarios that we considered.

More work remains to be done to examine how the cache

capacity distribution affects caching performance. Also, more

caching algorithms will be implemented to find the best

caching performance in the dynamic network context. Finally,

the proposed system will be evaluated in terms of energy

consumption tradeoffs. That is, does power consumption in

the mobile device increase due to cache sharing, or decrease

because of the reduced time for object retrievals.
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