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Introduction 

The Lister Hill National Center for 
Biomedical Communications was es
tablished by a joint resolution of the 
United States Congress in 1968 as a 
research and development division of 
the National Library of Medicine 
(NLM). Lister Hill Center research is 
carried out through several major pro
grams, all sharing the purpose of im
proving health-care information dis
semination and use. We conduct our 
research by drawing on a diverse set of 
scientific fields and methods (see [1-
25] for a sample of our recent publica
tions.) Our researchers have back
grounds in medicine, computer sci
ence, library and information science, 
linguistics, engineering, and educa
Jtion. We conduct both basic and ap
!lilied informatics research and are en
gaged in a number of broad research 
areas. Knowledge processing research 
tincludes language and information 
})rocessing and expert systems re
Jearch. Information systems research 
Includes consumer health informatics, 

tabase systems, digital library re
ch, and medical education sys
. Image processing research in-

• des image segmentation, compres
' and transmission methods and 

orithms. We are also the focal point 
· NLM' s high performance comput
activities, including research sup-
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Research and Education 

Medical Informatics Research 
and Training at ihe Lister Hill 
National Center for Biomedical 
Communications 

port for telemedicine and health appli
cations for the Next Generation 
Internet. We offer a range of medical 
informatics training opportunities to 
individuals who would like to work 
with our research staff on projects of 
mutual interest. The most current in
formation about Lister Hill Center 
activities can be found at our Web site 
http://lhncbc.nlm.nih.gov/. 

Knowledge Processing 

Unified Medical Language System 
The Unified Medical Language 

System (UMLS ) project conducts re
search to improve the retrieval and 
integration ofbiomedical information. 
The UMLS project continues to de
velop knowledge sources that can be 
used by a wide variety of application 
programs to overcome retrieval prob
lems caused by differences in the us
age of biomedical terminology across 
a wide range ofinformation resources. 
The Metathesaurus is the largest of the 
UMLS knowledge sources, represent
ing multiple biomedical vocabularies 
organized as concepts in a common 
format. The 1999 version of the 
Metathesaurus interrelates over 
600,000 concepts from some 40 vo
cabularies. The SPECIALIST lexicon 
is a large syntactic lexicon of medical 
terminology, currently containing 

some 125,000 lexical items. The lexi
con is accompanied by a set of lexical 
tools that are designed to help users 
abstract away from linguistic varia
tions such as singular and plural forms 
of the same word, differences in punc
tuation and word order, and spelling 
variation. The programs offer meth
ods that can combine these functions 
to produce indexes with varying de
grees of aggressiveness for matching 
terms. The Semantic Netw~rk provides 
a consistent categorization of all con
ceptsrepresentedin theMetathe-saurus. 
The current network contains 134 se
mantic types and 54 relationships, with 
major groupings for organisms, ana
tomic structures, biologic function, 
chemicals, events, physical objects, and 
concepts or ideas. Relationships fall 
into several groups; physical, temporal, 
spatial, functional, and conceptual rela
tionships are all included. 

The UMLS Knowledge Source 
Server is an evolving tool for provid
ing Internet access to the information 
stored in the UMLS Knowledge 
Sources. The purpose of the Knowl
edge Source Server is to make the 
UMLS data more accessible to users. 
Access . to the system is provided 
through a command-line interface, 
through an Application Programming 
Interface (API), and through the World 
Wide Web. The Web interface allows 
users to browse and explore the data 
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and to see how those data are orga
nized in the UMLS. Information about 
Metathesaurus concepts, semantic 
types and relations in the Semantic 
Network, and lexical items in the SPE
CIALIST lexicon can be found by que
rying the system. The command-line 
interface is best suited for batch pro
cessing. Researchers can submit a list of 
terms to the server and retrieve a range 
of information about those terms, and 
they can further filter the results, limit
ing the result set, for example, by a 
particular attribute. The API allows 
developers at remote sites to embed 
calls in their application programs to the 
Knowledge Source Server, thereby ac
cessing the UMLS data directly over the 
Internet. 

Medical Language Processing 
A text analysis system based on the 

SPECIALIST lexicon and the lexical 
tools is under development. The sys
tem is modular in design to allow for 
flexible use and continuous revision. 
The modules are servers which will be 
available to a variety of clients for a 
variety of uses. The system consists of 
the following modules: a tokenizer 
module to analyze text into tokens and 
label them; a sentence identification 
module to analyze text into sentences; 
a lexical look-up module to find lexi
cal items in the text, a shapes module 
to identify items in the text that do not 
occur in the lexicon but have types 
recognizable from their form, and a 
parser module to assign phrase struc
ture to the sentences of the text. The 
design of the parser module is strongly 
based on the syntactic information 
encoded in the SPECIALIST lexicon. 
After consideration of several gram
mar paradigms, Categorial Grammar 
was chosen as a grammatical system 
that expresses this lexically based ap
proach to sentence structure. 

Indexing Initiative 
The indexing initiative project is 

investigating methods whereby auto-
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mated indexing methods may partially 
or completely substitute for expert 
indexing of the biomedical literature 
by humans. The project is investigat
ing concept-based indexing methods 
that go well beyond automatic word
based indexing. One method seeks to 
discover semantic relationships be
tween phrases in text as a way of more 
accurately representing content. An
other identifies Metathesaurus con
cepts in biomedical text and then maps 
these through a weighting algorithm 
based on linguistic and knowledge
based techniques to appropriate MeSH 
terms. One set of experiments has dem
onstrated the value of such concepts 
for automatic query expansion. An
otherinvestigation provides an enhanced 
representation of semantic content by 
ranking concepts assigned to MEDLINE 
abstracts on the basis of frequency of 
occurrence and specificity as measured 
by hierarchical depth in MeSH. 

Expert Systems Research 
We have developed expert systems 

to investigate issues in knowledge rep
resentation and know ledge base struc
ture, knowledge acquisition and 
knowledge base maintenance, the 
evaluation of knowledge-based sys
tems, and the creation and delivery of 
knowledge-based systems over the 
Internet. We have built a multimedia 
expert system shell called CTX, for 
Criteria Table Expert. The shell in
cludes a knowledge base compiler, a 
run-time system that can access infor
mation from multiple knowledge 
sources, a knowledge base editor, a 
case editor and a suite of automated 
testing programs for analyzing system 
performance against sets of bench
mark test cases. 

Information Systems 

Consumer Health Informatics 
Consumer health informatics is an 

important new research area for us. 

Increasingly people are turning to the 
Internet to look for answers to their 
health questions. This raises a number 
of research questions, including the 
type of content that should be created 
and how that content can be put into 
the appropriate medical context. As a 
result of recent legislation which re
quired that the NIH create a database 
of clinical trials information, our re
search team has initiated the develop
ment of such a system. The database 
will be an extensive resource that pro
vides patients, families, and members 
of the public with easy Web-based 
access to information about clinical 
trials, including information about 
which clinical trials are currently re
cruiting patients, where the trials are 
being conducted, what the design and 
purpose of the research study is, and 
what the criteria are for participating. 
An important feature of the database 
will be to provide access to other online 
health resources that help place clini
cal trials in the context of patients' 
overall medical care. 

Database Systems 
Internet Grateful Med is an intelli

gent gateway system designed to pro
vide assisted Web-based searching 
across multiple NLM database sys
tems. Users can search by subject, 
project, institution, author name, text 
word in title, and other parameters 
appropriate to each database. Results 
can be downloaded to disk for later 
viewing, manipulation or loading into 
a reference manager program. The 
gateway architecture has proven a suc
cessful means of transparently con
necting users to several different types 
of retrieval systems while insulating 
them from the specifics of differing 
command languages. 

Our research in federated databases 
involves the investigation of issues in 
concurrent searching of multiple in
dependent databases distributed at dif
ferent locations on the World Wide 
Web. There are issues of retrieval 
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.,normance as the amount of infor-
ation on the Web scales upward. ro . f . 

I,here is the tssue o semantic 
lteroperability; that is, of performing 
retrievals that span differences in the 
IIFesentation ~f concepts. across dif
ferent informatiOn collectwns. There 
are also issues inherent in creating and 
waifitaining collections of specialized 
information that require substantial 
61>Jnain-specific knowledge. 

The HSTAT system is a Web-based 
resource that provides access to the 
full-text of documents useful in health 
care decision making. The system in
cludes clinical practice guidelines, 
pick-reference guides for clinicians, 
consumer brochures, technology as
sessment and evidence reports, con
sensus development conference re
ports, HIV and AIDS resource docu
ments; and substance abuse treatment 
improvement protocols. 

Digital Library Research 
Digital library research involves all 

aspects of creating and disseminating 
digital collections including proposed 
and adopted standards, emerging tech
nologies and formats, copyright and 
legal issues, protection of original 
materials, and permanent archival of 
digital surrogates. Research issues that 
need to be addressed are long-term 
preservation of digital archives, inno
vative methods for creating and access
~ digital library collections, the devel
opment of modular and open informa
tion environments, investigation of the 
role of well-structured metadata, and 
the exploration of different "points of 
view" on the same underlying data set. 

In the fall of 1998 the Profiles in 
Science Web site was launched. This 
digital library site is designed for sci
entists, scholars, and students, all of 
'Whom may gain an appreciation of the 
history of early scientific discoveries, 
and share in the excitement of the 
SCientific enterprise. The collections 
have been donated to the NLM and 
contain published and unpublished 
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materials, including books, journal 
volumes, pamphlets, di~es, letters, 
manuscripts, photographs, audio tapes 
and other audiovisual materials. The 
first collection featured on the site is a 
special collection of materials relating 
to the work of Oswald Avery (1877-
1955), one of this country's first mo
lecular biologists, whose findings 
proved that the geneticmaterialisDNA. 
The second collection represents the 
papers of Joshua Lederberg (b. 1925), 
an American geneticist and microbiolo
gist who received the N abel prize in 
1958 for his work in bacterial genetics. 

The Medical Article Record Sys
tem (MARS) is a system that achieves 
a degree of automation in the entry of 
citation data from medical journal ar
ticles for the MEDLINE database. This 
data entry has traditionally been done 
by manual keyboarding. In early 1996 
the MARS team developed the first 
generation of a system that combines 
the keyboarding of citation data Uour
nal name, date, author, title, affilia
tion, page numbers, etc.) with scan
ning and automatic text conversion by 
optical character recognition of ab
stracts. The first generation system, 
MARS-1, consists of about two dozen 
workstations of three types: scanner, 
reconciling, and keyboarded citation 
entry. While MARS-1 is in routine pro
duction, the team is conducting research 
toward more comprehensive automa
tion. The design of a database-driven 
next generation MARS-2 has begun. 

The Doc View project involves re
search in advanced technologies for 
document delivery over the Internet. 
The documents may already exist in 
digital form or be scanned and sent 
over the Internet by an Ariel system, a 
system which is widely used for inter
library loan services. While libraries 
and document suppliers use Ariel rou
tinely to send documents via the 
Internet to similar organizations, there 
are few options for end users to re
ceive them directly. The Doc View 1.0 
client software, which runs under any 
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version of Microsoft Windows, en
ables an end user to receive docu
ments over the Internet at the desktop, 
retain them in electronic form, view 
the images, organize the received docu
ments into "folders" and "file cabi
nets", electronically bookmark se
lected pages, manipulate the images 
(zoom, pan, scroll), copy and paste 
images, and print them if desired. 
Doc View also serves as a TIFF viewer 
for compressed images received 
through the Internet by other means, 
such as World Wide Web browsers. 

Medical Education 
In collaboration with other groups, 

we have created a variety of programs 
for use in educational settings. Two 
recent examples are the cervical can
cer instructional program and the mo
tion disorders video. The cervical can
cer system is designed to promote the 
early detection of cancer and incorpo
rates text, graphics, still pictures and 
video clips. The system was designed 
together with content experts from the 
National Cancer Institute. In conjunc
tion with the Yale University School 
of Medicine, we have produced a 
motion disorders video for educational 
purposes. Patients with Parkinson's 
Syndrome were videotaped perform
ing standard, diagnostic routines in
cluding hand and foot exercises, walk
ing and reading. 'High-end Sony digi
tal Betacam cameras were used to 
guarantee the highest quality images. 
The videotape was edited in the AVID 
nonlinear editing suite, combining the 
two camera video into a dual screen, 
real-time presentation. 

Image Processing 

Visible Human Project 
The Visible Human Project data 

sets are designed to serve as a common 
reference point for the study of human 
anatomy, as a set of common public 
domain data for testing medical imag-
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ing algorithms, and as a test-bed and 
model for the construction of image 
libraries that can be accessed through 
networks. The Visible Human data 
includes a complete human male and 
female cadaver in MRI, CT and ana
tomical modes. There are 1871 cross
sections for each mode, CT and 
anatomy, obtained from the male ca
daver. The data set from the female 
cadaver has the same characteristics 
as the male cadaver with one excep
tion. The axial anatomical images were 
obtained at 0.33 mm intervals instead 
of the 1.0 mm intervals for the male, 
resulting in over 5,000 anatomical 
images. Image files are stored in a 
compressed format in directory struc
tures for the male and female images. 
Online demand for the data has re
mainedhigh since its availability. Now 
that the data collection phase of the 
Visible Human Project is completed, 
a second phase has begun - the seg
mentation, classification, and three
dimensional rendering of the data set. 
A new research effort is underway 
whose ultimate objective is to identify 
all anatomical structures within the 
Visible Human data set. As a first 
experiment, each object in each cross
section of the male thorax will be 
labeled, and the relationship of each 
object to the other objects in its cross
section and in the adjacent cross-sec
tions will be catalogued. We are also 
investigating compression and trans
mission techniques to improve access 
to, and delivery of, data-intensive bio
medical images, with specific focus 
on the Visible Human color image set. 
These datasets strain both storage and 
transmission resources, and research 
has been done toward the develop
ment of prototype lossy and lossless 
compression techniques. The even
tual goal is to design a system combin
ing both techniques so that storage is 
achieved losslessly, and data to be 
delivered to a user is compressed 
lossily, at a quality level required by 
the user. 

98 

Digital X-rays 
In collaboration with the National 

Center for Health Statistics and the 
National Institute of Arthritis, Muscu
loskeletal and Skin Diseases, we are 
investigating fundamental questions 
that arise in the handling, organiza
tion, storage, access and transmission 
of very large digitized x-rays. The x
rays, consisting of about 17,000 cervi
cal and lumbar spine films, were col
lected during the second National 
Health and Nutrition Examination 
Survey, one of a series of nationwide 
surveys designed to provide a snap
shot of the nation's health. As films 
they are relatively inaccessible, a ma
jor motivation for digitizing them. The 
project involves the design, develop
ment and evaluation of prototype sys
tems which serve as test-beds to inves
tigate image compression techniques, 
especially high yield lossy methods, 

. and tools to interactively select com
pression parameters; techniques to 
organize images and associated tex
tual data for ready retrieval and use; 
procedures and algorithms to imple
ment transparent hierarchical storage 
using heterogeneous storage systems 
and media to match usage patterns; and 
multi socket transmission methods to 
segment large images and to send the 
pieces concurrently over multiple socket 
pairs to overcome the inefficiencies of 
conventional transmission. 

Advanced Medical Imaging Tools 
Consistent with the increasing trend 

for medical information data banks to 
incorporate images, tools must be 
available to enable users to search and 
retrieve such data easily over the 
Internet, and to evaluate the returned 
image data against "gold standard" or 
reference images. Our current focus is 
the building of two tools, one as a 
medical image reference aid, and the 
other a multimedia database access 
tool. The frrst tool is a platform-inde
pendent digital radiological atlas of 
the cervical and lumbar spine building 

on prior work involving digitized spine 
x-rays. The approach is to use Java 
software technology to create the atlas 
whose images will be displayable on 
conventional monitors as well as high 
resolution Megascan monitors. The 
second tool is an ~dvanced Web-en
abled medical image database tool for 
searching and retrieving the contents 
of biomedical databases containing 
both text and images. 

High-Performance 
Computing 

Telemedicine 
The growth of the Internet and the 

increasing access to high-speed com
puters and communications by con
sumers, health care providers, public 
health professionals, and basic, clini
cal, and health services researchers is 
having a fundamental effect on health 
and human services throughout the 
world. Major research issues include 
the impact oftelemedicine on the health 
care system as a whole and on cost, 
quality, and access to care for specific 
populations; the benefits of integrated 
access to practice guidelines, expert 
systems, bibliographic databases, elec
tronic publications, and other knowl
edge-based information from within 
computer-based patient record systems 
and other automated systems that sup
port research and practice; the mainte
nance of patient confidentiality as in
creasing amounts of electronic health 
data are transmitted via telecommuni
cations during health care and aggre
gated for important public health and 
research purposes; and the develop
ment of data standards and uniform 
practices for effective transmission, 
aggregation, and integration of health 
care, public health, and research data. 

Next Generation Internet 
A three phase effort to support test

bed projects that demonstrate the use 
of Next Generation Internet (NGI) 
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apabilities by the health care com
~unity has been designed. Funded 
projects should improve our under
standing of the impact of NGI capa
bilities on health care, health educa
tion, and health research systems in 
such areas as cost, quality, usability, 
efficacy and security. Phase 1, which 
began in late 1998, is a nine-month 
planning effort. Each plan must iden
tify the relevant outcomes, processes 
and cost variables and present a strat
egy for their measurement. Phase 2, a 
two-year effort, will support the imple
mentation of these plans within a lim
ited geographic scope. Phase 3, a two
year effort, will test the scalability of 
phase 2 NGI projects to a national 
scope. 

Medical Informatics Training 
We established a formal program in 

Medical Informatics Training in 1996. 
The program provides trainees at vari
ous stages of their careers an opportu
nity to participate in collaborative re
search on our campus. Trainees have 
the opportunity to work closely with 
our staff in any of the research areas in 
which we are engaged. They have 
access to our on-site resources, facili
ties, and staff. Trainees have the op
portunity to make significant contri
butions to our research programs, while 
at the same time being able to pursue 
their own research interests. Some re
cent projects of our trainees have in
volved image processing for extrac
tion of quantitative information, 
speech recognition for image-based 
systems, development of a palm-top 
computer-based medical reference 
manager, a comparison of patient at
tribute databases using the UMLS for 
concept mapping, the role of negation 
in medical language processing, pa
tient feedback for asthma control 
through data entry, and vector-based 
rank:ings of information retrieval col
lections. 
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