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Abstract—Using directional antennas can be beneficial for wireless ad for directional antennas. Other researchers have also suggested

hoc networks consisting of a collection of wireless hosts. To best utilize di- sing directional antennas for packet radio networks [11], [13],
rectional antennas, a suitable Medium Access Control (MAC) protocol must [19]

be designed. Current MAC protocols, such as the IEEE 802.11 standard, do :

not benefit when using directional antennas, because these protocols have Recently, use of adaptive antennas has been considered in

been designed for omnidirectional antennas. In this paper, we attempt to packet-switched systems. For example, [17] and [18] showed
ﬁgﬁg”agti"mgc protocols suitable for ad hoc networks based on direc- o+ ;5ing adaptive antennas can make the performance of a slot-
Keywords—MAC protocols, Directional Antennas, Ad Hoc Networks. ted ALOHA packet radio networks to improve. In their study,
the adaptive antenna basestation is allowed to receivgpheu
packets simultaneously, resulting in the performance improve-
ment. This ability of multiple eception at the same time is
A wireless, mobile ad hoc network is an autonomous systafown as “space division multipeecess (SDMA).” SDMA has
of mobile nodes which are typically assumed to be equippgden treated as a technology to increase the capacity of cellu-
with omnidirectional antennag5]. However, it is also possible |ar mobile communication systems and has lately been studied
to usedirectional antenna$’] or adaptive antennad 2] to im- jn [14], [15]. Especially, in [14], a CSMA/SDMA protocol has
prove the ad hoc network capacity. Using directional antenn@sen presented to mitigate the effects of hidden terminal prob-
may offer several interesting advantages for ad hoc networksmns.
For instance, routing performance could be improved by usingrhe hidden terminal problem arises due to the possibility that
a directional antenna (for route discovery [10] or for data deliyransmissions from two nodes which cannot heach other,
ery). _ . may interfere at a third node. Unfortunately, many packet ra-
To best utilize directional antennas, a suitable medaoess gio network environments suffer from packet corruption due to
control (MAC) protocol must be used. Current MAC protocolghis problem. While modern MAC protocols for omnidirectional
such as the IEEE 802.11 standard [2], do not benefit when @gtennas have taken this problem into account [4], [8], [16], it
ing directional antennas, because these protocols have beendgot adequately considered in previous studies of using direc-
signed to exploit omnidirectional antennas. In this paper, W@nal antennas in packet radio networks.
propose new MAC protocols using directional antennas.
Physical size limitations may prohibit the use of directional . PRELIMINARIES
antennas on handheld devices. However, it is practical to use
them on vehicle-mounted devices. Also, use of higher frequeny Network Model
bands reduces the physical size of directional antennas.

I. INTRODUCTION

We assume that all hosts in a region share a wireless channel
and communicate on that shared channel. Each host is assumed
o to be equipped with multiple directional antennas. A directional

Although work on MAC protocols for directional antennagntenna can transmit over a small angle (e.g., 90 degrees), and
has been limited, some researchers have previously suggest&ral directional antennas may be used together to cover all
use of directional antennas for packet radio networks. For exagirectiong.
ple, Zander [20] has proposed the use of directional antennas ife 555 me that transmissions by two different nodes will in-
slotted ALOHA multihop packet radio networks whose broade fore at some node X, even if different directional antennas
cast radio channel is shared by means of the random time dyi1), e x eceive these two transmissions. This assumption is
sion multipleaccess (RTDMA) scheme. More recently, away Qlymehat pessimistic, and removing this assumption will im-
using adaptive directional antennas for Mobile Broadband Sﬁbve the performance of the proposed protocols. This assump-
tems (MBS)'has been proposed [7]. In [7], the authprs ar96n is justified, for instance, in the case where signals received
that conventional MAC protocols are not suitable for dlrectlonﬁg, all antennas are combined before sending to the receiving cir-
antennas and suggest a dynamic slotassignment (DSA) proto¢fr, we also assume that simultaneous transmissions by the

AR@me node to different directions are not allowed.

Il. RELATED WORK

This researchis supported in part by National Science Foundation grants
9976626, ANI-9973152 and 9972235.
1 An omnidirectional antenna transmits in all directions (i.e., 360 degrees). 2Alternatively, an omnidirectional antenna may be used.



Each host has a fixed transmission range and two hosts are -~
said to be neighbors if they can communicate vattth other g
over a wireless link. Initially, we assume thesichnode knows
its neighbors’ location as well as its own location. At the end of / / fa - ‘ |
this paper, we briefly consider the case when location informa- 'O OO0 Qr--- O
tion is not known accurately. Thghysical location information ' Vo L ! '
may be obtained using the global positioning system (GPS) [1].".
Based on location of the receiver, the sender may select an ap-
propriate directional antenna to send packets to the receiver.

Most of the current MAC protocols, such as IEEE 802.11
MAC standard [2], use a handshake mechanism implemented by
exchanging small control packets nanieefuest-to-Send (RTS)
andClear-to-Send (CTSYhe successful exchange of these two
control packets reserves the channel for transmission of the,
potentially longer, data packet and a short acknowledgement
(ACK) packet.

CTS

ACK

B. RTS/CTS Mechanism in IEEE 802.11 MAC Protocol

Figure 1 illustrates the IEEE 802.11 MAC protocol [2] for
omnidirectional antennas that uses RTS and CTS control mgg- 1. MAC protocol with omnidirectional RTS/CTS mechanism: The circle
sages. In this protocol, any node that wishes to transmit datacentered at each node shows its transmission range. In the lower half of the
must send a RTS packet before it can start data transmissionf_igure,_time progresses from top to bottom. The figL_lre_shows messages sent
. . by various nodes. Black bars below nodes A and D indicate that these nodes
For example, in Figure 1, node B broadcasts a RTS packet forare not allowed to transmit in the duration covered by the bars (to avoid
its intended receivenode C. (Please see caption of Figure 1 for interference with the transfer from B to C).
an explanation of the figure). If C receives the RTS successfully,
it replies with a CTS packet so that B can start transmitting a_ o o
data packet uporeceiving the CTS. Whenode C sucessfully 1S in progress. The dlrectlonal' MAC protqcols apply a similar
receives the data packet, it immediately sends an ACHote logic, but' on a per-antenna basis. In brief, if anten.na T at node X
B (the ACK has a priority over any other transmission by ar@,as received an RTS or CTS related to an on-going 'transfer be-
node in the vicinity of nodes B and C). Note that both RTS arfeen two other nodes, then node X will not transmit anything
CTS packets contain the proposed duration of data transmissiétng antenna T until that other transfer is completed. Antenna
Since nodes are assumed to transmit using omnidirectional avould be said to be “blocked” for the duration of that trans-
tennas, all nodes within the radio range of B and C will hear off¢f — the duration of transfer is included in each RTS and CTS
or both of those control packets (nodes A and D in Figure 1)Racket (as in IEEE 802.11), therefoegchnode can determine
these nodes must wait for the duration of data transmission ¥&1en a blocked antenna should become unblocked.
fore they can transmit themselves. Thus, the area covered byhe key point to note above is that, when using directional
the transmission range of both the sender (node B) and the@8tennas, while one directional antenna at some node may be
ceiver (node C) is reserved for the data transfer from B to C, pcked (as defined above), other directional antennas at the
prevent collisions. This characteristic of RTS/CTS mechanistgMe node may not be blocked, allowing transmission using the
overcomes the hidden terminal problems in wireless LAN enyinblocked antennas. This property results in performance im-
ronments. However, it is easy to see that this mechanism ¢dgvement when using directional antennas.
waste a |arge portion of the network Capacity by reser\/ing theOmnidirectionaI transmission of a packet in D-MAC schemes
wireless medium over a large area. For instance, even thotigiuires the use of all the directional antennas. Therefore, an
node D has data packets for node E while B and C are comn@mnidirectional transmission can be performed if and only if
nicating with each othenode D has to defer the transmission tBone of the directional antennas are blocked.

E until the transmission from node B to C is completed. .
A. Scheme 1: Using DRTS packets

IV. DIRECTIONAL MAC (D-MAC) SCHEMES Directional MAC (D-MAC) scheme 1 utilizes a directional

The proposed Directional MAC (D-MAC) schemes are simantenna for sending the RTS packets in a particular direction,
ilar to IEEE 802.11 in many ways. The directional MAGw~hereas CTS packets are transmitted in all directions. Figure 2
schemes also send an ACK immediately after the DATA, asamd Figure 3 show how wireless bandwidth efficiency of the
802.11 — however, in D-MAC schemes, the ACKs are sent usi@2.11 MAC protocol can be improved by using a directional
a directional antenna, instead of an omnidirectional antenna.MWC protocol. In Figure 2, assume that node B has a data
802.11, if a node X is aware of an on-going transmission bgacket for node C, and also assume that no other data trans-
tween some other two nodes (due to tkeeaipt of an RTS or fers are in progress (so none of the antennas are blocked). In
CTS from those nodes), node X will not participate in a transfénis case, node B sendslaectional RTS (DRTS)acket includ-
itself — that is, X will not send an RTS, or send reply to an RT®g the physical location information of B, in the direction of
from another node, while the transfer between other two nodesde C. Thus, node A does natceive the DRTS fromode B
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Fig. 3. Another Example of using Directional MAC Scheme 1

Fig. 2. Example of using a Directional MAC Scheme 1: This figure uses notation
similar to Figure 1. Letters in parentheses, such as DRTS(B) or OCTS(B,C), . .
denote the physical location information included in the message. The wii¥@rds node C. Clearly, node X will alsegeive the DRTS from

box below node D denotes that node D may transmit to node E in the corB-when node B sends the DRTS packet to node C, as shown in
sponding duration, unlike when using omnidirectional antennas. Figure 4(a) and (b) Therefore, the directional antenna at node
X that points towards node B will be blocked for the duration

of transfer from B to C. With this scenario, in scheme 1, node

;efvendthgugh T‘Odef]‘ z;l)sr\?_rgxistskwit?in Bs transmi?siI:)n ,raﬁ%'is still allowed to initiate its data transmission to some other
node C eceives the packet from B successtully, it thef, je v 55 long as the directional antenna at node X that points

][eturn§ ammnid'irecl:tic(j)ngl'CTE (OCTSgply. l;r W_O Ilocat'ion inf- towards Y isnot blockedby the receipt for DRTS fromode B
ormations are included in the OCTS packet: location of t r, by the receipt of DRTS or OCTS from some othede).

node sending OCTS (node C’s location in Figure 2) and loc "When a node Y gets a DRTS packet from node X, Y may

tion of the sender of the corresponding DRTS packet (hode B in may not send an OCTS to X, depending on the Status of

Figure 2). After the suqcessful exchange OT DRTS. anq OC'ﬁé directional antennas. Since an omnidirectional CTS (OCTS)
packets, a data packet is sent by node B using a directional an-

. - .. packet transmission requires the use of all directional antennas,
tenna. When node Geceives the data packet, it immediatel . s

. S n OCTS cannot be sent if any of the directional antennas are
sends an ACK to node B using a directional antenna.

) o blocked. Therefore, node Y transmits an OCTS in reply to the
Now, during the proposed Ien'gthiof traqsm|55|on between[ﬁ;z.rs from node X if and only if none of its directional an-
and C, assume that node D, which is a neighbor of node C, hag, ¢ are blocked. Thus, in Figure 4(a), node Y may send an

data to transmit to node E. Note that the directional antenna&f:TS to node X, however in Figure 4(b), node Y may not send

node D that points towards node Chitocked since node D the OCTS. Since, in case (b) of Figure 4, node Y would have

would have received on this directional antenna the QCTS St8leived an OCTS fromode C blocking its directional antenna
by node C to node B. However, the blocked antenna is d|ffere}8]; the duration of transfer from B to C

from the directional antenna that points towards node E. There-_rhe appendix briefly presents pseudo-code for our D-MAC
fore, node D can send a directional RTS packet towards nodeS reme qp yp P
Essentially, if node D knows that its data transmission to node £ '

would not interfere with the other on-going data transfer from B .
to C, D sends a DRTS control packet to E. As a result, our mag: Scheme 2: Using both DRTS and ORTS packets

ified MAC protocol for directional antennas can improve per- |n our first directional MAC protocol to improve network per-
formance by allowing simultaneous transmissions that are digrmance, a directional RTS (DRTS) packet is transmitted in the
allowed when using only omnidirectional antennas. direction of the intended receiver prior to the transmission of the
Similarly, in Figure 3, node A is allowed to transmit to node Rctual data packets — D-MAC scheme 1 does not use omnidirec-
while transmission between B and C is taking place. This is pafonal RTS (ORTS) packets. Using DRTS, instead of omnidirec-
sible becauseode A does notaceive the DRTS fromode B, tional RTS, may increase the probability of control packet colli-
so node A is not blocked from transmitting the DRTS to node Eions in some cases. We consider one such scenario in Figure 5.
Note that, with standard omnidirectional RTS/CTS mechanisma, Figure 5, assume that node B has initiated a packet trans-
node A in Figure 3 must defer transmission to node F until ther to node C. Node A is unaware of this transfer, since node B’s
transmission from B to C finishes, causing performance deg@RTS to node C has no¢ceived bynode A. Now, node A wants
dation. to send a packet to node B, while B’s transfer to node C is still in
Let us now consider some other node X in Figure 3 whogeogress. Transmission of a DRTS by node A to node B may in-
location is covered by the directional antenna of B pointing téerfere with the reception of OCTS or ACK control packets sent



DRTS, our D-MAC scheme 2 is identical to scheme 1.
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Fig. 4. A different way to react when node receives DRTS: In the figures, on . DRTS() OCTS(B,C OCTS (B, C)
receiving an DRTS from node X, node Y may or may not reply the cor- || T =
responding OCTS towards X, based on the status of node Y’s directional
antennas.
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/

by node C to node B Note that node A does not defer its at-
tempt to communicate with node Btause A has not received TR
node B’s DRTS packet directed to node C. This situation can-
not happen in the current omnidirectional RTS/CTS exchange
mechanisms. Since the size of control packets is typically much
smaller than the data packets, the probability of collisions de- Fig. 5. A possible scenario of collisions with DRTS packets
scribed above is not very high, although it is higher than that in
case of IEEE 802.11 MAC.

To reduce the probability of collisions between control pack-
ets, we propose directional MAC scheme 2. In D-MAC scheme Tg evaluate our protocols, we performed simulations using an
2, there are two types of RTS packetirectional RTS (DRTS) extended version of the UCB/LBNL network simulatos-2[3],
andomnidirectional RTS (ORTS) [6]. The ns-2 simulator is a discrete event network simulator that

In scheme 2, when a node, say node X, wishes to initiateyas developed as part of VINT project at the Lawrence Berkeley
data transfer, it may send ORTS or DRTS as per two ru(@3: National Laboratory. The extensions implemented by the CMU
if none of the directional antennas at node X are blocked, thRfonarch project - which enable it to accurately simulate mobile
node X will send an omnidirectional RTS (ORTS[b) other- nodes connected by wireless network irdegfs and miti-hop
wise, node X will send a directional RTS (DRTS) provided thagireless ad hoc networks - were used. We modified the ns-2
the desired directional antenna is not blocked. If the desired adimplement the directional antennas which could transmit in a
tenna is blocked, node X will defer until that antenna becomearticular direction (90 degrees). In our modification, location
unblocked. information was incorporated into the wireless transmissions.

For example, in Figure 5, assume that when node B wants to
send a packet to node C, none of the antennas at B are blockedSimulation Model
In this case, node B will broadcast an ORTS packet (as per rul
(a) above). Since this packet will be received fiyde A, its

ACK

Coallisions

V. PERFORMANCEEVALUATION

SVe consider the 5x5 mesh topology illustrated in Figure 6.
R " : The nodes form 5 rows and 5 columns, with twoaadint rows
directional antenna pointing towards B will be blocked for thgnd two adjacent columns being separated by ;;I(?meters We
duration of the transfer from B to C. Now cor@dgr tW(,) Cases:briefly evaluate the case of 3x3 and 6x6 mesh topologies at the
« If node A wants to send data to node B, it will wait for theyng of the next subsection. Transmission range of eade is
duration of transfer from B to C (until the corresponding direG5g meters and the wireless link bandwidth is 2 Mbps. TCP-
tional antenna becomes unblocked, as per rule (b) above).  Reng is used for the transport layer over the IEEE 802.11 MAC
« If node A wants to send data to node F, node A will send|gyer The traffic model used in our simulation is FTP with infi-
DRTS to node F, provided that the directional antenna pointipg, backlog at each sourcede. The TCP packet size is 1460
towards node F is not blocked (as per rule (b) above). bytes and the maximum advertised window is 8 packets.

The combination of DRTS and ORTS packets in scheme 2 canggch simulation is performed for a duration of 900 sec-
reduce the cases of collisions between control packets (althowglys. Each performance measurement reported below is aver-
it does not eliminate the possibility). Apart from the two rule§ged over 20 executions.
mentioned above which determine if a node will send ORTS or

R o . . . B, Simulation Results

Recall that we make the pessimistic assumption that signals received on dif-

ferent directional antennas at a given node can interfere. If this assumption isThe performance metric used to evaluate the protocols is TCP

not true, then scheme 2 is not needed, and performance of scheme 1 woulﬂabe .
better than reported here. However, when the receiver hardware is constraildgUghput. The unit for all throughput measurements reported

our pessimistic assumption may also be true. here is Kilobits/second (Kbps).



Note that the aggregate throughput of the two connections
above using IEEE 802.11 is comparable to that of a single TCP
connection using IEEE 802.11 — essentially, in this case, when
2 connections are opened, they share the bandwidth that would
have been otherwise available to a single connection.
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TABLE Il

<23 | Connections | IEEE 802.11] Scheme 1
No.3(6— 1) 653.64] 1250.14

No.4 (11— 16) 634.58| 1251.64

| Total Throughput (Kbps)]  1288.22] 2501.79|

(0
()

The second scenario considered here also consists of two
single-hop TCP connections, connection numbered 3 from node
6 to node 1 and connection numbered 4 from node 11 to node

Fig. 6. Simulated Mesh Topology (5 X 5) 16 (similar to Figure 3). The simulation results from the sec-
ond scenario are reported in Table Il. The total throughput using
the 802.11 protocol in scenario 2 is comparable with scenario

In our simulations, we experimented with TCP connections However, the performance of the D-MAC scheme 1 in Table
that traverse different number of hops. Note that throughputpfis better than in scenario 1. This is because, in scenario 2,
a TCP connection decreases quite rapidly when the numbek@dre is a smaller probability of control packet collisions when
wireless hops is increased from 1 to 4. For future reference, {iing the D-MAC scheme 1, as compared to in scenario 1. For
throughput of a single TCP connection using the 802.11 prof@stance in scenario 1, imagine that node 6 transmits a DRTS
COI, as a function of the number of hOpS, is as follows: one h%cket to node 11 while node 16 has a|ready started a packet
1383.4 Kbps, two hops 687 Kbps, three hops 412.5 Kbps afglnsfer to node 21. &ausenode 11 would not havesceived
four hops 274.8 Kbps. node 16's DRTS packet, it may send an OCTS packet in reply

The first scenario considered in our evaluation consists of t¢@the DRTS from node 6. This OCTS packet can interfere with
single-hop TCP connections, connection numbered 1 from nagle reception of ACK from 21 to 16, causing degradation of the
6 to node 11 and connection numbered 2 from node 16 to nqsi&formance. Despite this possibility of collision of OCTS and
21 (this scenario is similar to that in Figure 2). Table | presend&K control packets, Table | also shows that aggregate through-
the results for the first scenario. put with D-MAC scheme 1 is better than the 802.11 — the reason
is that the performance benefit of being able to perform multiple
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TABLE |

transfers in vicinity of each other (which may be disallowed in

| Connections || \EEE 802 11| Scheme 1| 802.11), outweighs the potential performance loss due to col-
' lision of control packets. In scenario 2, such collisions cannot

mo.; ( 166% 1211) 1;;’2;’? 1(731%)221 occur (since the direction of data transfer is different from sce-
02 (16— 21) - - nario 1) — therefore, observe that scheme 1 yields throughput

| Total Throughput (Kbps)]| 1344.99] 1811.48| twice that of 802.11. Scenario 2 represents the best case for the
use of directional antennas.

In Table | (and other tables in this paper), a row labeled TABLE Il
No.i provides throughput measurements for connection num-
beredi . The row labeled’otal Throughput lists the sum | Connections || IEEE802.11] Scheme 1] Scheme 2
of throughput of all TCP connections considered in the sce- | No.5 (1— 21) 179.66| 207.41| 210.20
nario. Different columns of the table correspond to different | No.6 (1— 5) 179.46| 209.53| 216.53
MAC schemes. [ Total Throughpuf]  359.12] 416.94] 426.73]

In Table |, the total throughput of D-MAC Scheme 1 is higher
than the IEEE 802.11 MAC scheme. This ischuse, with D-
MAC Scheme 1, simultaneous transmissions on the two TCPNow we consider scenario 3, in which TCP connection num-
connections are allowed by using directional RTS packet. ®er 5 is established from node 1 to node 21, and connection
the other hand, when using the 802.11 scheme, the two conrmaember 6 from node 1 to node 5 in Figure 6. Thus, connec-
tions cannot transmit packets at the same time. tion 5 traverses a row in the 5x5 mesh, and connection 6 tra-

Another interesting issue in the above scenarfaiimess As verses a column. Both paths consist of four hops. Table Il
can be seen in Table I, the behavior of IEEE 802.11 protocolgsesents the throughput measurements. Observe that, in this
unfair in that throughput of connection number 2 is much lowease, all three MAC schemes are quite fair. From the perfor-
than that achieved with connection number 1. The fairness usingnce point of view, D-MAC schemes 1 and 2 both achieve
scheme 1 is much better than 802.11. significant improvement over 802.11, with scheme 2 achieving



the largest throughput.drall that, with D-MAC scheme 2, the

In this case, although both D-MAC schemes achieve signif-

probability of control packet collisions decreases. Thereforieantly better throughput than 802.11, D-MAC scheme 1 per-
scheme 2 sometimes (not always, as seen later) achieves hifdrens better than scheme 2.

throughput than scheme 1.

TABLE IV

| Connections

|| IEEE 802.11] Scheme 1| Scheme 2]

No.7 (1— 21) 15750 146.73| 165.89
No.8 (2 22) 89.00| 8531| 81.30
No.9 (3— 23) 22.00| 91.39| 105.03
No0.10 (4— 24) 89.29| 82.30| 82.83
No.11 (5— 25) 157.94| 153.30| 163.37
| Total Throughput] ~ 516.63| 559.03| 598.42]

Scenario 4 consists of 5 TCP connections, eamimection

As discussed earlier, D-MAC scheme 2 can reduce the prob-
ability of collision of control packets. This factor usually con-
tributes to an increase in aggregate throughput. However, ORTS
packets in scheme 2 also reduce the possibilities for simulta-
neous transmission by neighboring nodes (below we present an
example to illustrate this). Thus, the network performance im-
provement by scheme 2 (compared to scheme 1) depends on
whether the benefit of reducing control packet collision out-
weighs the decrease in throughputresulting from reduced possi-
bilities for simultaneous packet transmissions. Thus, there exists
a trade-off between probability of collisions of control pack-
ets and disallowed simultaneous transmissions, when D-MAC
schemes 1 and 2 are compared.

traverses one row of the 5x5 mesh in Figure 6. Thus, the 5
TCP connections are from node 1 to 21, node 2 to 22, node 3 to
23, node 4 to 24 and node 5 to 25. These connections will be
referred to as connections numbered 7 through 11, respectively.
Table IV presents the throughput measurements for scenario
4. For all three schemes, the “border” connections numbered
7 and 11 show much higher throughput than other interior con-
nections (connections 8, 9 and 10). This is because the border
connections share wireless medium with only one other connec-
tion, whereas the interior connections share the medium with

DRTS

O

ORTS |
ORTS a

two other connections. Similar to the case of two connections (&) Simultaneous Transmission
in Table lll, both directional MAC schemes have better total
throughput than IEEE 802.11, with D-MAC scheme 2 achiev-

(b) No Simultaneous Transmission

with D-MAC scheme 1 with D-MAC scheme 2

Fig. 7. Difference between D-MAC schemes 1 and 2

ing the highest total throughput. However, the percentage im-

provement in scenario 4 is not as large as scenario 3, because

even with directional antennas transfers on two adjacent TCPTO illustrate the above issue, consider the network consisting
connections may interfere. However, observe that the D-MAZ 6 nodes in Figure 7. Assume that 2 TCP connections are es-
schemes are somewhat fairer (particularly, to connection 9) tHahlished — one from node E to C and another from A to B. In

802.11 in this scenario.

TABLE V

Connections

|| IEEE 802.11] Scheme 1| Scheme 2]

No.12 (1— 21) 76.38] 11257| 87.00
No.13 (2— 22) 23.93| 4026| 2527
No.14 (3— 23) 7.08| 36.03| 23.66
No.15 (4— 24) 36.91| 32.80| 37.50
No.16 (5— 25) 128.75| 98.10| 120.23
No.17 (1= 5) 7467 117.08] 85096
No.18 (6— 10) 2160| 42.17| 28.98
No.19 (11— 15) 6.80| 40.46| 26.73
N0.20 (16— 20) 36.48| 36.87| 35.76
No.21 (21— 25) 125.36| 101.27| 122.11

Total Throughput]]

537.96] 657.61] 593.20]

Figure 7(a), when D-MAC scheme 1 is used, node E can trans-
mit to node C, while node A is transmitting to node B. However,
with D-MAC scheme 2, this may not always be possible — when
node E sends an DRTS to node C, node C will not send OCTS
to E, if it has heard an ORTS for an on-going transfer from node
A (See Figure 7(b)). Due to scenarios similar to the above, we
believe that, D-MAC scheme 1 allows more simultaneous trans-
missions when the number of connections are increased both
horizontally and vertically, compared to D-MAC scheme 2. This
results in larger aggregate throughput for D-MAC scheme 1.

To verify this intuition, we now consider similar simula-
tions with 3x3 and 6x6 topologies. We measure the aggregate
throughput for 6 TCP connections in 3x3 mesh topology (one
connection along each row and column) and for 12 TCP con-
nections in 6x6 topology (again, one connection aleagh row
and column), to compare with the results for the 10 connections
in 5x5 topology. Table VI presents the aggregate throughput
achieved by the TCP connections using the three MAC schemes.

Next, in scenario 5, we increase the number of TCP connéabserve that D-MAC scheme 2 has the largest throughputin the
tions to 10, with 5 connections traversing the 5 rows, and 5 catase of 3x3 topology, whereas D-MAC scheme 1 has the largest
nections traversing the 5 columns in Figure 6. Each of thedgoughput with 6x6 topology. In summary, we conclude that
connections traverses four hops. Table V presents the throutie effects of concurrent transmission is inversely proportional
put measurements for scenario 5.

to the complexity of TCP connection “topology.”



TABLE VI

| Topology | IEEE 802.11] Scheme 1] Scheme 2|
3x3 (6 conn.) 653.42 901.22| 1165.32
5x5 (10 conn.) 537.96 657.61 593.20
6x6 (12 conn.) 495.86 635.60 576.85

VI. ADDITIONAL DISCUSSIONS
A. Optimization: Directional Wait-To-Send (DWTS) packet
We showed above that using directional RTS packets (DRTIg)ow about how much to wait before retrying the DRTS packet.

packet.

Figure 9 illustrates this mechanism. In the figure, a DRTS
packet from nodes E to D follows an omnidirectional CTS
(OCTS) packet from node C. Upoaceiving the DRTShode D
returns a DWTS packet back to node &chuse D aanot reply
with an OCTS packet for node E at this time. Using directional
WTS packets can avoid useless retransmission of DRTS packet
by node E until the time specified in the duration field of DWTS
packet has elapsed. When E sends the next DRTS (after waiting
appropriate duration), node D replies with an OCTS (See Fig-
ure 9). The main idea of using DWTS packet is to let node E

can potentially improve performance of wireless ad hoc net-
works. Let us consider another scenario for using DRTS pack-
ets. In Figure 8, nodes B and C communicate veiich other

for some duration of time, similar to Figure 2. However, un-

like Figure 2, where node D has data packets for node E during 5"

that period of time, now node E wishes to transmit to node D.

When using the first directional MAC mechanism, node E sends \

a DRTS in the direction of node D and expects an OCTS packet
to be returned from D. Node D may know the fact that node C is
receiving data packets fronode B so its OCTS reply for node

E can disturb node C’s datageption frormode B. Therefore,

D will be silent despite a DRTS from node E until the proposed
transmission between B and C is done. This can cause unnec-
essary retransmission of directional RTS from E to D (See Fig-
ure 8). This situation would happen in the current IEEE 802.11
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Fig. 9. Example of using DWTS packets: The figure shows that unnecessary
retransmissions of DRTS can be prevented by using DWTS packet

B. Conflict-Free ACK

In the current IEEE 802.11 MAC protocol standanshme-
diate link layer acknowledgemefitare employed to determine
if the data packet was successfully received. Thus, RTS-CTS-
DATA-ACK exchange mechanism is used to enhance reliabil-
ity of data transmission. Note that, in our proposed directional
MAC schemes, returning the ACK packet immediately after the
DATA is also assumed.

In 802.11, ACK packet collisions are minimized since the
transmission range of both a transmitter anceeeiver is re-
served. However, in our D-MAC schemes, there is no guaran-
tee of collision-free ACK packetception evenhiough scheme
2 reduces the probability of packet collisions by using ORTS
packets. To remedy this problem of no ACK collision guarantee,

One solution to prevent this situation is to introduce a Sh% present some approaches bE|OW, which would be evaluated
control packetdirectional Wait-To-Send (DWTI)WTS mes- in future work®.

sages can be used for preventing useless retransmission of R §se Two Channels
packets by telling how much time to wait before retrying thgo guarantee no conflicts of ACK packets, the single common

RTS packets. Thus, a DWTS packet contains a duration figldannel may be split into two separate channels: one for DATA
that indicates the period a node must wait for transmission.

When a nodeaceives a directional RTS (DRTS) packet from its “Here, an ACK is treated as a control packet sent by a MAC layer. Therefore,

no RTS is sent for the ACK.

neig.hboriwhile itis aware of anOther_On'gomg transmission, | More discussions about guaranteeing no conflict of ACK packets can be
replies with a DWTS packet to the neighbor that sent the DRT&ind in [9].



and ACK packet transmission, and the other for RTS and CTi&e CTS message, node X hascurate location information.
packet transmission. MAC-level acknowledgement requires tNede X can use this information to choose the appropriate di-
receivingnode of data packets to respond with an ACK immeectional antennas. There is always a (small) probability that
diately, without exchanging RTS/CTS control packets. This inmode Y moves out of scope of the chosen directional antenna
plies that ACK packets are generated by the MAC layer and theyring the data transfer. This may result in the loss of the data
are sent on the data channel which has been used for the cqueeket, and may be handled similar to a loss due to transmission
sponding DATA eception. Since ACK packets are trariged errors.

on a different channel than other control packets (RTS/CTS),

conflict-free transmission for the ACK can be guaranteed. VII. CONCLUSION

b) Exchange Another RTS/CTS for ACK packets The current MAC protocols using omnidirectional Request-
Another possible solution is to perforRTS/CTS exchange fortg-Send (RTS) and Clear-to-Send (CTS) can waste wireless
the ACKitself A single common channel is assumed here. Thngwidth by reserving the wireless medium over a large area.
basic idea is that an ACK packet is considered as another dgéaimprove bandwidth efficiency of the previous MAC proto-
packet requiring a successful RTS/CTS exchange. Unlike igh|s, we propose a new approach, namBitéctional MAC'
mediate MAC-level acknowledgement mechanisms describgslimac), utilizing the directional transmission capability of a
above, ACK packets are generated by an upper layer suchy@gctional antenna. We considered several possible cases and
logical link control (LLC). To send the ACK successfully, anproposed two different schemes: D-MAC scheme 1 for using
other successful exchange of RTS and CTS packets is requitggly directional RTS (DRTS) packets, and D-MAC scheme 2
Of course, this additional RTS/CTS exchange mechanism wogdgl ysing both directional RTS and omnidirectional RTS (ORTS)
decrease bandwidth efficiency due to overhead. Thus, there gXckets. We also discussed an optimization using directional
ists a trade-off between reliability of data transmission and thgajt-to-Send (DWTS) packets to prevent unnecessary retrans-
control packet overhead. missions of RTS packets. By simulation studies, we compared
our directional MAC mechanisms to the IEEE 802.11 protocol.
In summary, our directional MAC protocols can improve per-
The assumption in the above discussion is that a node knd@gnance by allowing simultaneous transmissions that are not
its own location and neighbors’ locati@ecurately — this infor- allowed in the current MAC protocols.
mation is necessary to determine which directional antenna to
use either to send DRTS or DATA. When the nodes are mobile, ACKNOWLEDGMENT
itis hard to know the precise location of a node at all times. A We thank the referees for their helpful comments.
mobile node may inform its location to its neighbor periodically
using beacons. Also, the location information could be included APPENDIX

in other messages (such as RTS and CTS). However, due to n0dg, ¢ nseudo-code for directional MAC scheme 1 is presented
mobility, thg Iocgtloq information can become stale. Since Yelow. This presentation assumes familiarity with IEEE 802.11
suggest using directional antennas for DRTS and/or DATA, it {§ac and the associated jargon and abbreviations. There are
“Se“%' tq consider how the protocol should be modified Wh?\'i\‘/o timers in 802.11:defer timerand backoff timer A defer
location information IS not known accurately. ) timer is used to wait for the appropriate interframe space (IFS)
When a node X wishes to send data to node Y, it may sefiflen, the transmission medium is idle. Note that three IFS inter-
DRTS or ORTS, using our protocols. Of course, for sendiRgys are specified in the standard: short IFS (SIFS), point coor-
ORTS, node X need not know Y's location. However, t0 Sengination function IFS (PIFS), and distributed coordination func-
DRTS, X needs to know the location. If X does not have any,, |Es (DIFS). A backoff timer is used to wait for the duration
location |pformat|on for Y, then the DRTS may be replac'ed BY a contention window (CW) as per 802.11. NAV stands for
ORTS, without loss of correctness. On the other hand, if Noflgnyork allocation vector and it indicates the amount of time
X does know, potentially out-dated, location of node Y, thet myst elapse until the current transmission session is com-
X can transmit the DRTS in the appropriate direction. A rEplkﬂete. The term “selected antenna” in the pseudo-code below

to the first DRTS may not be received, due to various reasofiSers to the antenna to be used for the desired directional trans-
such as transmission errors or because the out-dated IocaHﬁQsion.
information resulted in the use of a directional antenna that does

. . Procedure MAIN
not cover the current location of node Y. To deal with causesgin 0

such as errors, node X may retransmit the DRTS after a suitabliiaizs NAv' Tor The- Grectonal “anennas
back-off interval. However, to recover from out-dated location if (Packet p detected) then Call procedure RECV(p)
information, an ORTS must be transmitted. Thus, in general, i
node X may retransmit the DRTS upto a specified threshotalgd
and then default to using an ORTS. It is important to note thbcedure RECV (p)
using an ORTS instead of a DRTS does not affect correctnesS& (o is an outgoing._packer) then
the MAC protocol. eiss Procedure SEND(R)

When sending the data as well, node X uses a directional an- " egin
tenna. Since an RTS/CTS exchange precedes data transmission, _ cal Recene Packat(y o cV:

and since location information of node Y can be included &nd

C. Location Information

(g timeout occurred) then
all the appropriate handler

%/IAC reception state is IDLE) then



Procedure SEND(p)
Beqm .
i %Sel_ected Antenna is idle) then

eqgin
Befer for a DIFS period before transmitting;
if already deferring, no need to reset
the Defer timer.

£ g After deferring, XMIT() will be called */

n

else
Start the backoff timer.
End [* After the timer expires, XMIT() called */
n

Erocedure XMIT(Pkt)
egin
RB(Pk_t is of Control type - except for RTS) then
egin
gase_ (Subtype of the Pkt)
Begin

S:

if (All the antennas are not idle) then
discard(pkt);
return

set MAC transmission state as MAC_CTS.

set all antennas as busy.

set the timeout according to the 802.11 Spec.

break;

ACK: o
set the MAC transmission state as MAC_ACK;
set the selected antenna as Busy;

Bet i[(he timeout according to the "802.11 Spec.
reak;

End /* case */ .
ETE?ANSMIT(pkt); /* transmit a packet to a channel */
n

else if (Pkt is of RTS type) then
Begin

/¥ can send RTS only when the specified */
/* antenna is idle */
Get the Selected Antenna; /* the antenna that RTS
. ] ) will be transmitted */
if (Selected Antenna is not idle) then
ack off the contention window;
Set the Backoff timer
return ;

set the MAC transmission state as MAC_RTS.
set the timeout as specified in 802.11 Spec.
TRANSMIT (pkt);

n
else if (Pkt is of DATA) then

egin
ﬁ (Selected Antenna is not idle) then
back off the contention window;
set the backoff timer.
return ;

set the transmission state as MAC_SEND;
set the selected antenna as busy;
set the timeout appropriately.

£ gRANSMIT(pkt)

n

End
Procedure Receive_Packet()
Beqm .

it (the Packet is an RTS) then

egin
ﬁ (the RTS is for this node) then

Isend CTS packet. /* omnidirection */
else
update the NAV for this antenna
and set it as BUSY

End :
else if (the Packet is a CTS) then

egin
gif (the CTS for this node &&
MAC state is MAC_RTS) then
send Data packet. /* selected direction */

se
update the NAV for this antenna
and set it as BUSY

En
elsg if (the Packet is Data) then

egin

ﬁ (the packet is for this node) then
send ACK packet into selected direction; */
pass the packet up to the link-layer.

e
E discard the Packet
n

else if (the packet is ACK) then
Begin

?eset the contention window;
start the backoff timer;
set MAC states as IDLE;
E (rjesume transmission of the next packet.
n
End
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