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Abstract 

We describe a new approach to imaging neuronal current sources from measurements of the magnetoen- 

cephalogram (MEG) associated with sensory, motor, or cognitive brain activation. Previous approaches to this prob- 

lem have concentrated on the use of weighted minimum norm inverse methods. While these methods ensure a unique 
solution, they do not introduce information specific to the MEG inverse problem, often producing overly smoothed 
solutions and exhibiting severe sensitivity to noise. We describe a Bayesian formulation of the inverse problem in 
which a Gibbs prior is constructed to reflect the sparse focal nature of neuronal current sources associated with 
evoked response data. The prior involves a binary process indicating active sources and a continuous Gaussian pro- 

cess designating associated amplitudes. An estimate of the primary current source distribution for a specific data set 
is formed by maximizing over the posterior probability with respect to the binary and continuous variables. 

Introduction 

An array of SQUID biomagnetometers may be used to measure the spatio-temporal MEG signal produced 
by the brain. We wish to construct an image of neural activity which produced this signal. Physiological models for 

the MEG assume primary sources are constrained to the cortex with current flow oriented normal to the local 
surface [7]. The image can therefore be constrained to the cortical surface which can be extracted from a registered 

volume MR image of the subject’s head. By tessellating the cortex with N disjoint regions and representing the 
sources in each region by an equivalent constrained current dipole oriented normal to the surface with amplitude yi , 
the MEG inverse problem can be expressed in terms of a linear model. The linear forward model relating the N 
sdurces y (Nxl) and the M MEG measurements b (Mxl) can be written, 

b = G y + n  (1) 

where the i’th row of the MxN system matrix G specifies a discrete representation of the lead field (sensitivity) of the 
i’th sensor, Thej’th column of G specifies the gain vector for thej’th constrained dipole component. The Mxl vector 
n represents noise generated within the sensor and by unwanted electromagnetic sources (power lines, the heart, 

background brain activity, etc.). 
The search for an appropriate imaging method is primarily concerned with finding a way to choose within a 

set of images that produces essentially the same fit to the data. Weighted minimum norm inverse methods [8,9] typi- 
cally find solutions which match the data while minimizing a weighted 12-norm on the solution vector. These tech- 
niques tend to smear sources over the entire reconstruction region and are generally unstable due to ill-conditioning 
of the system matrix. The instability can be overcome using Tikhonov regularization [6] but the reconstructions 
remain smeared. The iteratively reweighted minimum norm method [5] is a nonlinear approach to overcoming the 
problem of smeared sources in which the norm weighting is updated at each iteration based on the result of the previ- 
ous iteration. This method uses a weighting matrix which, as the iterations proceed, reinforces strong sources and 
reduces weak ones. This results in very sparse solutions, but again the method is extremely sensitive to noise and 

highly dependent on the initial estimate. 
Here we propose an alternative approach to the inverse problem based on a Bayesian formulation. Rather 

than use an arbitrary weighted 12-norm to select the solution, we introduce a prior distribution on the source which is 
used to resolve the ambiguities inherent in the inverse problem. This prior is constructed to favor the reconstruction 
of physiologically plausible solutions. Basic studies of functional activation, such as somatotopic or retinotopic map- 
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ping using fMRI or PET, reveal the sparse and highly localized nature of activation in the cerebral cortex [ l ] .  Our 

prior is therefore specifically designed to reflect the expectation that current sources tend to be sparse and focal. This 

prior is combined with a Gaussian likelihood model for the data which is based on the linear model ( 1 )  and an 
assumption of additive white Gaussian noise. Maximization over the resulting posterior probability results in a maxi- 

mum a posteriori (MAP) estimate of the primary current sources. 

Bayesian Technique Description 

Since the primary sources of the MEG are widely accepted to be sparse and focal, we suggest that this infor- 

mation be used in reconstructing the image. This information can be naturally introduced into the problem using the 
Bayesian paradigm in which the source is modeled as a random field. Since we assume that sources are sparse, the 
large majority of source pixels will have zero amplitude. We therefore use a binary indicator process x to model 

whether each source dipole is on (xi = 1 )  or off(xi 4). Those sites that are active are assumed to have a Gaussian 
amplitude, zi. We can then write the source image vector y as y = x.*z = X z  , where ".*" signifies the Schur prod- 

uct (element by element pair-wise multiplication) and X = diag(x) . Assuming independence of the indicator and 

amplitude processes, we can write the posterior probability for x and z given the MEG data b as, 

We find a MAP estimate y* of y as y* = x*.* z* where, 

* t  

x , z = argmax p(x, zlb). (3) 

x, z 

The joint probability p(x )  is chosen to reflect the expectation that the sources are sparse and focal. To 
[4] model for which sparse focal sources have a higher achieve this goal, we use a Markov Random Field 

probability of occurring than more distributed sources. We define p(x)  to be a Gibbs distribution, 

P ( X )  = ( 1 / K )  exp C-V(X>l 

where K is a proportionality constant and the energy function V(x) is given by, 

i LSparseness Term CIusteringTerm 1 

where the parameters ai > 0 and Pi> 0 determine the relative weights of the sparseness and clustering terms. The 
potential function C,Cxi, xi j E ci} is defined in terms of each pixel and its neighbors Si as, 

This clustering term is small if neighboring pixels are of the same magnitude. The exponential parameter Q deter- 
mines the strength of the clustering. As Q increases, the size of the clusters tends to increase. In the results presented 
below we constrain sources to a plane and use a four nearest-neighbor interaction. Some examples of binary images, 

produced by sampling from this prior using a Gibbs sampler [4 ] ,  are shown in Fig. 1 .  The source amplitude process, 
z, is assumed to be a set of independent zero mean Gaussian random variables with covariance C,. 

Using the definitions above and assuming the noise process in (1) is zero mean Gaussian with covariance 
C,, we can write, 

1 

Z 
p(xY zlb) = -exp C-W, zlb)l 

where 2 is the posterior partition function. The posterior energy function is given by: 

(7) 

T -1 1 T  
U ( x , z l b ) = ; [ b - G X z ]  C, [ b - G X z ] + p  q l z  +V(x)  . (8) 
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Fig. 1. Three examples of a random sampling fromp(x). (a) Q = 1, a = 1.0, and p = 0.4 (b) Q = 2, 
a = 1.0, and p = 0.2 (c) Q = 3, a = 1.0, and p = 0.1. 

The MAP estimate is found by maximizing over the log-posterior, or equivalently, 

* *  
x , z  = argmin U(x,zlb). (9) 

x, z 
The solution to the optimization problem (9) provides our estimate of the neural current sources. The solu- 

tion is clearly a function of the parameters of the likeliiood function and the prior probabilities. Methods for selecting 
these parameters will be addressed in a future publication. However, we note that since the parameters ai represent 
the relative probabilities that each source pixel is active, it is straightforward to include pixel-wise probability weight- 
ings determined from fMRI or PET activation studies to influence the formation of these sparse images. 

Mean Field Annealing 

Minimization of U(x, zl b) is difficult since the optimization must be performed over a mixture of discrete 
and continuous variables. Since this function is quadratic in the continuous variables, z, we can derive a closed form 
expression for the optimal z as a function of any particular indicator process x, i.e. the vector z*(x) which mini- 
mizes (8) given the binary vector x is given by, 

z*(x) = CzXGT ( GXC,XGT + C,) -'b. (10) 

Substituting z*(x) into U(x, zI b) results in a new energy function U(x) , a function of x only. We can therefore first 

find the optimal indicator process by minimizing U(x) , then substitute this result in (10) to obtain the optimal ampli- 

tude process. 
Coordinate-wise optimization with respect to a collection of binary variables using, for example, iterated 

conditional modes (ICM) [2], tends to produce rapid convergence to an undesirable local minimum. Here we use, 

instead, a continuation method based on mean field annealingWA) [3]. We visit each pixel in turn using the follow- 
ing update strategy: 

V j + i )  

where the conditional expectation is computed with respect to the modified joint probability, 

The temperature parameter Tis  slowly reduced as the iterations proceed. As T + 0 the iteration will converge to a 
binary solution which is a local minimum of U(x) . MFA typically results in a better local minimum than is achieved 
using ICM. We will address the convergence behavior and the basis for the mean field approach in a future extended 
publication. 
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Simulations and Phantom Experiments 

We have conducted extensive comparisons of this technique with minimum norm based methods using sim- 

ulated and experimental phantom data. Some example images of representative comparisons are shown in our sister 

publication in this conference proceedings (“A comparative study of minimum norm inverse methods for MEG imag- 
ing,” R.M. Leahy, J.C. Mosher, and J.W. Phillips). We found that all of the linear minimum norm methods produced 

results exhibiting a relatively large degree of smoothness. For all additive noise scenarios tested, all methods gener- 

ally gave similar residual errors in the fit to the data. All results can be considered ‘correct’ in the sense that they are 
configurations that could have produced the observed data. This observation emphasizes the severely under-deter- 
mined nature of this problem. Clearly, in order to select between these feasible solutions we must use additional 

information concerning the expected nature of the source. 

Conclusions 

In the simulations and phantom studies we have conducted, our MAP solution was generally superior to 
those obtained using minimum norm methods. However, this is true only when the sources exhibit the sparse focal 
characteristics on which our method is based. We stress that all of the methods provide good fits to the data, and 

hence are physically (if not physiologically) plausible. This ambiguity is inherent in attempting to infer spatial infor- 

mation from on the order of 100 external sensor measurements. Specific prior information is essential if useful spatial 
information is to be extracted from the data. 

In this work we have developed a Bayesian framework for image estimation from MEG data. This approach 
can be extended to include information from other modalities (fMRI or PET) as well as using anatomical MR images 
to constrain sources to the cortex. The method can also used for combined MEGEEG data. We can also directly 
extend the model for dynamic imaging by simply replacing each of the amplitude processes, zi, in our model with a 
time series model, zi(t). 

The results that we have presented assume sources are constrained to 2D planes. Future research will focus 
on sources constrained to a realistic cortical surface. Only then can be we begin to establish realistic limits on the 

ability of MEG to usefully image neural activity. 
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