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Memristor Multiport Readout: A Closed-Form

Solution for Sneak Paths
Mohammed Affan Zidan, Student Member, IEEE, Ahmed M. Eltawil, Member, IEEE, Fadi Kurdahi, Fellow, IEEE,

Hossam A. H. Fahmy, Senior Member, IEEE, and Khaled N. Salama, Senior Member, IEEE

Abstract—In this paper, we introduce for the first time, a closed-
form solution for the memristor-based memory sneak paths with-
out using any gating elements. The introduced technique fully elim-
inates the effect of sneak paths by reading the stored data using
multiple access points and evaluating a simple addition/subtraction
on the different readings. The new method requires fewer reading
steps compared to previously reported techniques, and has a very
small impact on the memory density. To verify the underlying the-
ory, the proposed system is simulated using Synopsys HSPICE
showing the ability to achieve a 100% sneak-path error-free mem-
ory. In addition, the effect of quantization bits on the system per-
formance is studied.

Index Terms—Memory, memristor, sneak paths.

I. INTRODUCTION

THE memristor (memory resistor) is a nonlinear passive

device which changes its state according to the net charge

passing through its two terminals, and maintains its state after

the electrical bias is removed [1]. The memristor concept was

initially introduced in the 1970s [2], [3], and it was not until 2008

when a fabricated device was related to the theory [4]. Several

implementations have been reported recently [5]–[8]. Memris-

tors find applications in memory arrays [9]–[12], programmable

analog circuits [13], [14], logic and arithmetic circuits [15]–[22],

modeling and emulation of synaptic activity [23]–[27], and

electronic oscillators [28]–[31]. In addition, several models for

memristor devices have been introduced [32]–[39].

Recently, the memristor has been explored as a future re-

placement for the current CMOS-based memories and solid

state drives [40]–[42]. A memristor memory array comprises

a crossbar structure, in which the memory cell is located at

the intersection of two bars. Data are stored in the form of a
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high or low resistance by setting the memristor device to ON

or OFF. One of the main challenges hindering the realization

of memristor-based memories, from a circuit and architecture

point of view, is the sneak-paths phenomenon [43]. A sneak

path is an undesired current that flows through the memory cells

parallel to the selected one, thus significantly impacting the read

operation. These paths act as an unknown parallel resistance to

the desired cell. Further complications arise because the sneak-

current value depends on the memory contents.

Gating memristor cells using a transistor can be considered

as a solution for sneak paths, however it has its own problems.

The array density will be limited by the size of the gating tran-

sistors rather than the small memristors. Therefore, in order not

to reduce the memristor array density considerably, the smallest

possible transistor should be used. However, recently introduced

small transistors are very leaky. Hence, the gating technique re-

duces the magnitude of the sneak-paths problem, but does not

eliminate it completely. On the other hand, using larger transis-

tors with lower leakage will reduce the memory density signifi-

cantly. Moreover, fabricating high-density memristor–transistor

arrays does not look very promising yet [44]. Another well-

known cell gating strategy is using diodes, however such method

is not suitable for the bipolar memristor devices [43].

Several other techniques were proposed in an attempt to ad-

dress the sneak-paths problem without the use of gating ele-

ments [44], [45]. The viable gate-less strategies try to estimate

the stored data in the memory in the presence of the sneak paths

rather than eliminating it. The main advantages of such methods

are keeping the memristor high density untouched and retaining

a simple fabrication process for the memristor array. However,

these strategies reduce the severity of the problem to various

degrees, but they do not provide a fully curative solution [43],

or the proposed technique is composed of many reading and

writing stages [44].

In this study, we introduce the first closed-form solution for

the sneak paths based on a multipoint reading method. The pro-

posed method eliminates the effect of all the sneak paths by eval-

uating a simple addition/subtraction operation on the different

readings of the system. The multipoint technique is simulated

using Synopsys HSPICE to verify the underlying theory. The

simulations show the ability to achieve a 100% sneak-paths error

free memristor-based memory using the proposed method. The

simulations are made for the complete memristor array which

captures the parasitic effects of the array crossbars. Furthermore,

the required processing circuit area is estimated by synthesizing

the digital part using Cadence RTL compiler and TSMC technol-

ogy kit, while the analog area is reported from a state-of-the-art

1536-125X © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
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Fig. 1. Memristor arrays (regular and multipoint) and their equivalent circuits. (a) and (d) three-dimensional (3-D) illustration for the arrays where the memristor
devices are represented as yellow boxes. (b) and (e) 2-D schematic for the arrays showing the lumped resistances where the blue lines represent the crossbars, the
black dots represent memristor memory cells, and the green circle represents the cell of interest. (c) and (f) The equivalent circuits. It should be noted that the
switching circuitry are not included in the figure for the sake of simplicity. (a) Regular Array (3D). (b) Regular Array (2D). (c) Regular Array Eqv. Cir. (d) Shorted
Array (3D). (e) Shorted Array (2D). (f) Shorted Array Eqv. Cir.

work at the same technology node. The calculations show that

the needed circuitry has a very small impact on memory.

The remainder of the paper is organized such that the pro-

posed multipoint structure is introduced in the next section. In

Section III, the mathematical closed-form solution for the sneak

paths is presented. Then in Section IV, the crossbar resistance

impact on the system is studied. Finally, in Section V, the mem-

ory simulations are presented and discussed.

II. MULTIPOINT STRUCTURE

Reading the data stored in a memristor array is convention-

ally done in the form of resistive sensing between the selected

row and column, as shown in Fig. 1(a) and (b). This resistive

sensing can be achieved using various voltage- or current-based

techniques. However, the equivalent circuit for such array con-

sists of two parallel resistances, one for the desired cell (Rm )

and another for the unknown sneak-paths resistance (Rsp ), as

shown in Fig. 1(c). Therefore, trying to estimate the value of

(Rm ) is equivalent to solving for two independent unknowns in

one equation, where a unique solution is not available. More-

over, the estimated value of the desired resistance based on a

single reading is useless, since as the array size increases, the

value of Rsp dominates the total resistance, thus significantly

impacting the reliability of any estimation.

Better estimation of the stored data (Rm ) can be achieved

using multiple observations. The goal is to have more informa-

tion for better estimations, or even to create a set of equations

with independent unknowns (Rsp and Rm ) that can be exactly

solved. However, not all multiobservation strategies lead to an

exact solution, since it is difficult to create an independent set

of equations. Multiple observations for the array content can be

made either in the time domain or the spatial domain. The time

domain multiple observations is not practical for memory ap-

plications, because multiple memory writings have to occur be-

tween every two successive observations. However, intentional

editing of the memory data may help. In [44], a multistage read-

ing technique is introduced, where three readings, three writings,

and one comparison operation are used for estimating the stored

value in a memristor cell. Their proposed reading procedure is

given as follows:

1) read from the target cell;

2) write “Zero” to the cell;

3) read again the target cell;

4) write “One” to the cell;

5) read the target cell for the third time;

6) compare the measured values to determine the state of the

cell;

7) write back the memory cell to its (assumed) original state.

These successive readings and writings of the desired cell

enables better estimation of the sneak current. It can also be

interpreted as selecting an adaptive threshold for each reading.

Currently, the multistage reading can be considered as the most

successful gate-less reading technique in the literature.

On the other hand, spatial-based observations can be realized

using a multipoint architecture. One of the simplest techniques

to create a multipoint architecture is by shorting all the unse-

lected columns together and all the unselected rows together.

Hence, the memory array will have now four access points,

as shown in Fig. 1(d) and (e). Those multiple points enable

having multiple observations, and allow having more informa-

tion to solve for the value of Rm . The main advantage of having

shorted rows and columns is that the array can be mathematically
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Fig. 2. 2:4 row decoder cell. Typically Vn 1 = VDD and Vn 3 → GND.
(a) Original. (b) Modified.

modeled. Hence, an exact solution can be found. Fig. 1(f) shows

the equivalent circuit of a shorted-terminals array. The circuit is

made of four resistances, the desired cell resistance (Rm ) and

three components forming the sneak-path resistance,

Rsp = Rr + Ra + Rc (1)

where Rr is the lumped “row” resistance, Rc is the lumped

“column” resistance, and Ra is the lumped ”array” resistance,

as shown in Fig. 1(e) and (f). Splitting Rsp into three lumped

components enables having independent set of equations for

solving Rm . Each of the three sneak-path components is com-

posed of parallel resistances that are shorted together from both

directions. For a square memory array of length (L) the total

sneak-path resistance is given as

Rsp =

[

Or

Ron
+

L − Or − 1

Roff

]−1

+

[

Oc

Ron
+

L − Oc − 1

Roff

]−1

+

[

Oa

Ron
+

(L − 1)2 − Oa

Roff

]−1

(2)

where Or , Oc , and Oa are the number of ON resistances in the

parallel arrays forming Rr , Rc , and Ra respectively. The ONE is

represented by an ON resistance and the ZERO is represented by

an OFF resistance. For a memory containing values other than

Ron and Roff , the formula given in (2) can be simply generalized

using summation. The effect of the crossbar resistance on the

proposed model is discussed in Section IV.

The shorting row and column can be fabricated as an extra

row or column, or at a higher metal layer. For the first option, the

decrease in density as a result of having extra row and column

per array is given as

△D =
2L − 1

L2
≈

2

L
(3)

where △D is the decrease in a square array density and L is

length of the array. △D equals to 0.195% for array size of

256 kb. For shorting the array terminals, the available row and

column select circuits can be adopted. The unselected rows

will be switched to a common bar, and so will the unselected

columns, instead of being left floating. Fig. 2 shows the original

and the modified 2:4 row decoder cell, where the inverter is

Fig. 3. Three-reading combination for evaluating the desired cell resistance.
The green and the red colors represent the two parallel current paths. (a) Reading
“1,2.” (b) Reading “1,4.” and (c) Reading “2,4.”

transformed into an analog MUX. The same concept can be

used for column selection.

III. READING TECHNIQUE

The proposed detection concept is based on using multiple

readings to evaluate the desired cell resistance (Rm ). By using

the introduced circuit model, the different readings are repre-

sented as functions in the four circuit unknowns (Rm , Rr , Ra ,

and Rc ). For solving the four unknowns, four different read-

ings are required, where each reading is a “resistive sensing”

between two of the four array nodes. The total number of pos-

sible readouts are six (R1,2 , . . .), where the number donates the

node number. However, we are interested only in calculating

Rm , which we will call the main variable, and refer to the other

three variables as auxiliary variables. Hence, solving for the

main variable only requires fewer readings and equations. This

can be achieved by lumping two of the auxiliary variables in all

the equations as shown next, where three readings are sufficient.

The three readings have to be selected such that they are repre-

sented in three independent equations, after lumping two of the

auxiliary variables. Fig. 3 shows one of the possible three read-

ings combinations for calculating Rm , where their equivalent

resistances are as follows:

R1,2 =
Rm Rc + Rm Ra + Rm Rr

Rm + Rc + Ra + Rr
(4a)

R1,4 =
RrRm + RrRc + RrRa

Rm + Rc + Ra + Rr
(4b)

R2,4 =
Rm Rc + Rm Ra + RrRc + RrRa

Rm + Rc + Ra + Rr
(4c)

where R1,2 , R1,4 , and R2,4 are the sensed resistances of readings

“1, 2,” “1, 4,” and “2, 4,” respectively. The number of variables

can be reduced into three only by lumping the two auxiliary

variables, Ra and Rc into Rx .

A. Solving for General Rm

Without applying any constraints on the possible values of

the unknowns, the three nonlinear equations (4a)–(4c) can be

solved for Rm as

Rm =
1

2
(R1,2 − R1,4 − R2,4) −

2R1,4R2,4

R1,2 − R1,4 − R2,4
. (5)
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Fig. 4. Second three-reading combination for evaluating the desired cell. The
green and the red colors represent the two parallel current paths. (a) Reading
“1,2.” (b) Reading “2,3.” (c) Reading “1,3.”

Alternatively, the desired cell resistance can be calculated using

a different combination of readings, as shown in Fig. 4. Using

the readings “1,2,” “2,3,” and “1,3,” Rm can be solved as

Rm =
1

2
(R1,2 − R2,3 − R1,3) −

2R2,3R1,3

R1,2 − R2,3 − R1,3
(6)

where R1,2 , R2,3 , and R1,3 are resistances of readings “1,2,”

“2,3,” and “1,3,” respectively.

Equations (5) and (6) are general solutions for Rm without

considering any extra information or boundary conditions that

exist due to the actual circuit implementation and/or operation.

In the following sections, we illustrate that a considerable reduc-

tion in complexity can be achieved by constraining the possible

values of the unknowns using information regarding the opera-

tion of the system.

B. Solving for Binary Rm

For a binary memory system, each memristor cell is written

as one of two saturated values representing zeroes and ones,

Rm = {Ron , Roff } (7)

where Ron is the minimum device resistance and Roff is the

maximum one. Therefore, the calculated value of (5) or (6)

will be compared with a threshold to estimate the desired cell

value. A more efficient technique is to do a first stage off-line

thresholding based on the equation before calculating the value

of Rm . For instance, solving (5) for R1,2 , such that,

R1,2 = R1,4 + R2,4 + Rm ±
√

4R1,4R2,4 + R2
m . (8)

By considering the binary nature of Rm , (8) has four possible

solutions. However, not all the four solutions are valid for a

resistive array system, since,

{R1,2 , R1,4 , R2,4 , Rm} ≥ 0. (9)

In addition, the first reading is always smaller than Rm ,

R1,2 = Rm ‖ Rsp < Rm . (10)

Using the constraints given by (9) and (10), (8) will have two

Fig. 5. Relation between the three readings R1 ,2 , R1 ,4 , and R2 ,4 representing
the cases of Ron , Roff , and the threshold plane between them described by the
(11a), (11b), and (13).

possible solutions only such that,

R1,2 (Ron) = R1,4 + R2,4 + Ron +
√

4R1,4R2,4 + R2
on .

(11a)

R1,2 (Roff ) = R1,4 + R2,4 + Roff −
√

4R1,4R2,4 + R2
off .

(11b)

By applying the different constraints, the possible relation be-

tween the three readings is restricted by (11a) and (11a), which

can be represented by two surfaces in the 3-D space as shown in

Fig. 5. Now, a threshold equation can be defined to be located

between the two surfaces representing Ron and Roff cases. The

threshold equation has to satisfy the boundary conditions be-

tween the two surfaces, which are defined as

R1,2 = R1,4 , at R2,4 → 0 (12a)

R1,2 = R2,4 , at R1,4 → 0. (12b)

It should be noted that the readings are distributed around

the symmetry plane R2,4 = R1,4 , and the boundary conditions

are only open interval limits. A threshold plane which satisfies

(12a) and (12b) is defined as

R1,2 = R1,4 + R2,4 . (13)

Fig. 5 shows how the selected threshold plane is located be-

tween the Ron and the Roff surfaces and satisfies their boundary

conditions. The threshold plane can be realized using a very

simple circuit as shown in Fig. 6. The figure shows that such cir-

cuit can be implemented using a three-operand adder/subtracter,

where

Rt = R1,4 + R2,4 − R1,2 (14)

where the output is detected as Ron for Rt greater than a con-

stant threshold, and Roff otherwise. The output of the addition
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Fig. 6. Circuit realizing the threshold plan equation.

operation is then compared with a fixed threshold, which can

be realized using a simple circuit. The circuit also can be im-

plemented using sequential two-operand adder/subtracter, since

the different readings are captured in series. The proposed mul-

tipoint reading procedure, shown in Fig. 3, is summarized as

follows:

1) read the desired cell using the ports “1” and “2;”

2) read the desired cell using the ports “1” and “4;”

3) read the desired cell using the ports “2” and “4;”

4) take a decision based on calculating Rt .

Compared to the multistage reading technique introduced by

HP Labs in [44], our proposed system requires three readings

only, while the multistage reading requires three writings and

three readings. Moreover, the proposed technique significantly

reduces the write cycles of the memory and so increases its

endurance lifetime compared to the multistage reading. This is

an important property, knowing that device endurance is one

of the main challenges facing memristor fabrication, where the

reported high endurance devices have order of magnitude less

endurance than the DRAM [7], [46]. Another advantage for the

proposed technique is that its decision stage can be pipelined,

while this is not true for the multistage reading; since in the mul-

tistage technique the final writing to the memory occurs after

the decision stage. Furthermore, in [44], a wrong reading will

corrupt the cell for all the next readings, since the wrong esti-

mated value is written-back to the cell, while this is not true for

the multipoint technique. It is worth noting that the fourth step

in the multipoint readout scheme is equivalent to sixth step of

the multistage reading [44] requiring similar complexity circuit.

However, our technique uses a fixed threshold comparison as

opposed to the variable threshold used in the multistage reading.

It should be noted here that the memristor devices fabricated

for memory applications are engineered to have a writing thresh-

old [44], and reading with a voltage below this threshold will

not affect the stored data. Yet, for other threshold-less devices,

a zero net-flux reading strategy can be used [47].

IV. CROSSBAR EFFECT

The resistance of the crossbar is unwanted parasitic compo-

nent in the memory array, and in turn for the proposed model.

However, it has a useful effect of damping the sneak-paths cur-

rent. In this section, we study the effect of the crossbar resistance

on the sneak current. Moreover, we include it in all our simula-

tions, by simulating the complete memory array rather than its

equivalent circuit. For calculating the crossbar resistance com-

ponent between two adjacent cells (Rcb ), we assume a square

memristor cell of dimensions of u × u, the separation between

two cells is u/2, and the metal bar is of thickness t. The resistance

can be simply defined as

Rcb = ρ
3u

2u × t
=

3ρ

2t
(15)

where ρ is the resistivity of the crossbar metal. Most of the mem-

ristor arrays uses platinum (ρ = 105 n·Ωm) as the crossbar metal

with a thickness ranges from 10 to 20 nm [5], [48]. This leads

to a relatively high crossbar resistance per cell (Rcb ≈ 10 Ω).

However, arrays with similar dimensions can be built in the reg-

ular CMOS process using copper (ρ = 16.78 n·Ωm) with metal

thickness of around 100 nm. This leads to a much smaller cross-

bar resistance per cell (Rcb < 0.3 Ω). However, we considered

the worst case of Rcb = 10 Ω in all our memory simulations.

For studying the crossbar effect, we simulate memristor arrays

versus array size using Synopsys HSPICE. To have a trend de-

scribing the Rcb effect, we used a checkered data pattern to

represent equiprobable zeros and ones memory. A wider set of

random data patterns is used in the system simulations in the next

section. Since memristors fabricated for memory applications

are characterized by having high ON and OFF resistances [5],

[44], [46], [48], we used the values reported in [5] and [44],

where Ron = 1 MΩ and Roff = 1GΩ.

The first undesirable effect of the crossbar resistance

is reducing the effective OFF/ON ratio of the memristor

device, since the parasitic resistance will act as dc value added

to both Ron and Roff . Fig. 7(a) shows the decrease in OFF/ON

ratio versus the memristor array size, where ∆OFF/ON =
(ApparentOFF/ON − DeviceOFF/ON)/DeviceOFF/ON . The

maximum parasitic series resistance is considered in the case

of ApparentOFF/ON , where we assume that two series resis-

tances of two full crossbar lengths are added. Another effect of

the crossbar resistance is damping the total current consumed by

memristor array. Fig. 7(b) shows the total current consumed ver-

sus the array area for different Rcb values. Rcb adds a damping

effect to the sneak current causing it to have a saturation behav-

ior. For Rcb = 10 Ω, the total current saturates below 110 µA.

This damping effect is directly proportional to the crossbar re-

sistance as shown in the figure. Such effect has positive and

negative sides. The main advantage of the current saturation is

reducing the power consumption by a memristor array; how-

ever it narrows the gap between the ON and OFF current. This

can increase the complexity of the sensing circuit. The average

steady sate power consumption of a 256-K array is around 91.3

µW for a voltage source of 1 V, during the reading and writing

processes, and this value saturates below 110 µW for larger ar-

rays. Finally, the effect of the ON resistance of the memristor

device on the saturation current is presented in Fig. 7(c). The

figure shows that the saturation current increases with smaller

device resistance and that saturation starts to appear at smaller

array sizes. In general, the different simulations presented in

Fig. 7 show that the effect crossbar parasitic resistance, with its

advantages and disadvantages, have to be considered in all the

memristor memory simulations.

V. MEMORY SIMULATIONS AND DISCUSSIONS

In order to verify the proposed concept, the memristor mem-

ory system is simulated using Synopsys HSPICE, where the
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Fig. 7. (a) Decrease in OFF/ON ratio versus the memristor array size for various Rcb , where ∆OFF/ON = (ApparentOFF/ON −

DeviceOFF/ON )/DeviceOFF/ON . (b) HSPICE simulation for the current consumed by multipoint array first reading versus the memristor array size for
various Rcb at RON = 1 MΩ, ROFF = 1 GΩ, and checkered data patterns, and (c) HSPICE simulation for the current consumed by multipoint array first reading
versus the memristor array size for various {RON , ROFF , OFF − ON ratio} resistances at Rcb = 10 Ω and checkered data pattern. For all the simulations, a
voltage source of 1 V is used.

whole array is simulated rather than its equivalent circuit. This

enables including all the unmodeled or overlooked parasitic

effects in our simulations. In addition, this allows capturing

the crossbar resistance effect precisely, where the worst case

of Rcb = 10 Ω was used in our simulations. In addition, we

include the effect of the switches used to connect the array

terminals to the shorting bars in our simulations. For estimating

the switch resistance, we used 32-nm N-channel MOSFET

(NMOS) devices provided by the predictive technology

model [49]. According to HSPICE simulations using minimum

size devices (W = L = 32 nm), the ON resistance of each

device is less than 5 kΩ. However, we used a more conservative

value of 10 kΩ in our memory simulations.

Including the different nonlinearities leads to a very long

simulation time. A Python script was written to create the SPICE

net-list and to do sweeps over area and different data patterns

by calling HSPICE iteratively. All the simulations used 64 data

patterns, one checkered, and 63 pseudorandom data. This is a

total of more than 8 K simulation runs of the whole set of arrays.

In general, binary coding used within the computer systems is

characterized by having equal probability for each of its two

symbols. Therefore, the random patterns used are set to have

equiprobable chance of zeros and ones, to mimic realistic data

distributions.

As with other emerging memory technologies (e.g., PCRAM

[50]), the memristor hierarchy was assumed to be similar to

DRAM. This hierarchy includes banks, blocks, and subblocks

to increase the memory bandwidth and reduce the parasitic ef-

fects, such as the capacitive loading of long crossbars [51], [52].

Other techniques used to reduce the effective size of array, e.g.,

folding arrays and open digiline [52], can be borrowed from

DRAM architectures. For DRAM memory, the largest continu-

ous array is about 256 Kb and circuitry is used to connect arrays

building larger memory blocks [51]. Coping with memory split-

ting strategies, we believe that simulating continuous memristor

array up to the size of 1 Mb is sufficient, which we used in all

the simulation presented in this study.

The HSPICE simulations are used to verify the proposed con-

cept in this study. The main goal of the multipoint system is to

eliminate the effect of the sneak paths. Those sneak paths cause

Fig. 8. HSPICE simulations showing the normalized memory readings in
case of either “One” or “Zero” stored in the desired cell for different ar-
ray lengths (L) for, (a) Reading between the nodes “1” and “2” (R1 ,2 ), and

(b) calculated Rt . The array size equals L2 . The normalization factors for R1 ,2

are {18.1, 11.8, 9.9, 9.4} × 103 , for the array lengths of 256, 512, 768, and
1024, respectively.

zeros and ones reading to be mixed together, where no single

threshold can be defined at the design stage. This effect is repre-

sented using HSPICE simulations in Fig. 8(a), where no single

threshold can be distinguished between the different memory

readings. The figure shows normalized values for memristor

memory readings in case of either “One” or “Zero” stored in the

desired cell for different array sizes. On the other hand, apply-

ing (14) changes the picture completely, where this equation is a

single addition/subtraction for three memory readings. Fig. 8(b)

shows the normalized value of Rt versus the array size, and how

(14) correctly ordered all the readings into two distinguishable

sets. A single fixed threshold can then be defined for the mem-

ory system. It should be noted that the reduced dataset is used

in Fig. 8 for the sake of visualization.
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Fig. 9. Percentage of correctly read data versus the array size for different
number of quantization bits.

Fig. 10. Required number of bits for error-free output versus the array length
(L), where the array size equals L2 .

A. Digital Decision Circuit

The proposed decision system can be simply implemented by

quantizing three readings and applying the digital realization of

(14) on the quantized values. This relatively small digital circuit

can be simply added to the memory pipeline. The number of

bits used for quantizing the sensed analog readings is one of the

main design aspects of the multireading array, because it affects

the percentage of correctly evaluated readings. The number of

required bits for having a 100% correct output is directly pro-

portional to the array size. As this size increases, the impact of

the sneak-paths noise becomes more dominant. Therefore, more

bits are required to correctly evaluate the stored data in larger

arrays. In other words, as sneak-paths noise increases with the

increase of the array size, we need to decrease the quantization

noise for a correct detection. The simulations show that for a

given array size, an error-free output can be achieved using a

sufficient number of quantization bits, as shown in Fig. 9. Fig. 10

shows the required number of bits for an error-free output versus

the array length, where the array size is the square of its length.

It should be noted that analog-to-digital converters (ADCs) nor-

mally are designed to quantize the dynamic range of a signal

after normalization [53]. The dc value should be selected at the

design phase of the ADC. This helped in reducing the required

number of bits.

B. Circuit Area Estimation

Fig. 10 shows that for an array size of 256 Kb, eight quan-

tization bits are required, which are used in the circuit area

estimation. This array size is selected since it is a common

number used for a continuous array of memory as discussed pre-

viously [51]. The decision circuit is made of two main blocks,

the ADC and the digital circuit. The two blocks have to work

at a frequency enabling a fast reading operation. The Interna-

tional Technology Roadmap for Semiconductors (ITRS) report

the current REDOX memory (including memristor) reading de-

lay to be less than 50 ns [41]. To comply with such number,

a 100 MS/s ADC would be sufficient. However, the current

state-of-the-art of the ADC designs is at least four times faster

speed than such number. In [54], a 65-nm 8-bit 400 MS/s suc-

cessive approximation register (SAR) ADC is reported to have a

total area of 2.4 × 10−2mm2 . According to the empirical equa-

tion scaling equation proposed in [55], the estimated area for

100 MS/s version of the ADC is around 1.65 × 10−2mm2 in

area. This is considered as 0.016% of a memory die area, com-

pared to Micron’s 78 nm 1 Gb DDR3 of 102 mm2 die area [56].

This overhead area should be multiplied by the number of ADCs.

The power consumption for the ADC is around 1.34 mW for

100 MS/s operation mode [54], [55]. It should be noted that

one ADC is required per each column decoder, and a single

ADC is active per each memory bank at a given time. In ad-

dition, the required ADC constraints are simpler than the one

reported in [54]. And according to the empirical equation pro-

posed in [55], using a more recent technology as 22 nm can

scale down a SAR ADC area by a factor of 4.6×, where the new

area should be around 3.59 × 10−3mm2 .

The digital circuit was written in Verilog HDL and synthe-

sized using Cadence RTL compiler and TSMC 65 nm stan-

dard cell libraries. fThe circuit is designed as a three-operand

adder/subtractor combinational circuit, where the inputs are

three 8-bit registers. The output of the adder/subtractor is then

compared with a hardwired threshold as shown in Fig. 6. The

estimated area for the synthesized circuit is 3.2 × 10−4mm2 .

This area is considered as 3.14 × 10−4% of a memory chip

area, compared to Micron’s 78 nm 1 Gb DDR3 of 102-mm2

die area [56], which is considered as negligible overhead. Even,

smaller area can be reported if a more recent fabrication node is

used. The digital circuit power consumption is in order of few

microwatts at 100-MHz frequency and 65-nm node [57].

VI. CONCLUSION

Based on a multipoint reading structure, we introduced the

first closed-form solution for the memristor memories sneak

paths. The introduced technique is based on calculating the

desired cell value using addition/subtraction of three different

readings. The new method completely eliminates the effect of

sneak paths on the reliability of the read values, without the

need of any gating element. The proposed technique implies

very small overhead on a memory area for achieving faster

reading speed than currently reported by ITRS. In addition, the

introduced method requires fewer steps and less impact on the

memristor device endurance compared to other techniques re-

ported in the literature. Finally, the proposed system is simulated

using Synopsys HSPICE verifying the underlying theory and

showing the ability of achieving a 100% sneak-paths error-free

output.
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