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#### Abstract

We develop singular value techniques in the context of time inhomogeneous finite Markov chains with the goal of obtaining quantitative results concerning the asymptotic behavior of such chains. We introduce the notion of $c$-stability which can be viewed as a generalization of the case when a time inhomogeneous chain admits an invariant measure. We describe a number of examples where these techniques yield quantitative results concerning the merging of the distributions of the time inhomogeneous chain started at two arbitrary points.
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## 1 Introduction

The quantitative study of time inhomogeneous Markov chains is a very broad and challenging task. Time inhomogeneity introduces so much flexibility that a great variety of complex behaviors may occur. For instance, in terms of ergodic properties, time inhomogeneity allows for the construction of Markov chains that very efficiently and exactly attain a target distribution in finite time. An example is the classical algorithm for picking a permutation at random. Thinking of a deck of $n$ cards, one way to describe this algorithm is as follows. At step $i \bmod n$, pick a card uniformly at random among the bottom $n-i+1$ cards and insert it in position $i$. After $n-1$ steps, the deck is distributed according to the uniform distribution. However, it is not possible to recognize this fact by inspecting the properties of the individual steps. Indeed, changing the order of the steps destroys the neat convergence result mentioned above.
In this article, we are interested in studying the the ergodic properties of a time inhomogeneous chain through the individual ergodic properties of the one step Markov kernels. The works [4; 23; 25] consider similar problems. To illustrate what we have in mind, consider the following. Given a sequence of irreducible Markov kernels $\left(K_{i}\right)_{1}^{\infty}$ on a finite set $V$, let $K_{i}^{n}$ be the usual iterated kernel of the chain driven by $K_{i}$ alone, and let $K_{0, n}(x, \cdot)$ be the distribution of the chain $\left(X_{t}\right)_{1}^{\infty}$ driven by the sequence $\left(K_{i}\right)_{1}^{\infty}$ with $X_{0}=x$. Let $\pi_{i}$ be the invariant probability measure of the kernel $K_{i}$. Suppose we understand well the convergence $K_{i}^{n}(x, \cdot) \rightarrow \pi_{i}(\cdot) \quad \forall x$ and that this convergence is, in some sense, uniform over $i$. For instance, assume that there exists $\beta \in(0,1)$ and $T>0$ such that, for all $i$ and $n \geq T+m, m>0$

$$
\begin{equation*}
\max _{x, y}\left\{\left|\frac{K_{i}^{n}(x, y)}{\pi_{i}(y)}-1\right|\right\} \leq \beta^{m} \tag{1}
\end{equation*}
$$

We would like to apply (1) to deduce results concerning the proximity of the measures

$$
K_{0, n}(x, \cdot), K_{0, n}(y, \cdot), x, y \in V .
$$

These are the distributions at time $n$ for the chain started at two distinct points $x, y$. To give a precise version of the types of questions we would like to consider, we present the following open problem.

Problem 1.1. Let $\left(K_{i}, \pi_{i}\right)_{1}^{\infty}$ be a sequence of irreducible reversible Markov kernels on a finite set $V$ satisfying (1). Assume further that there exists a probability measure $\pi$ and a constant $c \geq 1$ such that

$$
\begin{equation*}
\forall i=1,2, \ldots, c^{-1} \pi \leq \pi_{i} \leq c \pi \text { and } \min _{x \in V}\left\{K_{i}(x, x)\right\} \geq c^{-1} . \tag{2}
\end{equation*}
$$

1. Prove (or disprove) that there exist $B(T, V, \pi, \beta, c)$ and $\alpha=\alpha(T, V, \pi, \beta)$ such that, for all $n \geq B(T, V, \pi, \beta)+m$,

$$
\left\|K_{0, n}(x, \cdot)-K_{0, n}(y, \cdot)\right\|_{\mathrm{TV}} \leq \alpha^{m} \quad \text { or } \quad \max _{x, y, z}\left\{\left|\frac{K_{0, n}(x, z)}{K_{0, n}(y, z)}-1\right|\right\} \leq \alpha^{m} .
$$

2. Prove (or disprove) that there exists a constant $A=A(c)$ such that, for all $n \geq A(T+m)$,

$$
\left\|K_{0, n}(x, \cdot)-K_{0, n}(y, \cdot)\right\|_{\mathrm{TV}} \leq \beta^{m} \quad \text { or } \quad \max _{x, y, z}\left\{\left|\frac{K_{0, n}(x, z)}{K_{0, n}(y, z)}-1\right|\right\} \leq \beta^{m} .
$$

3. Consider problems (1)-(2) above when $K_{i} \in \mathscr{Q}=\left\{Q_{1}, Q_{2}\right\}$ where $Q_{1}, Q_{2}$ are two irreducible Markov kernels with reversible measures $\pi_{1}, \pi_{2}$ satisfying $c^{-1} \pi_{1} \leq \pi_{2} \leq c \pi_{1}$, for all $x \in V$.

Concerning the formulation of these problems, let us point out that without the two hypotheses in (2), there are examples showing that (1) is not sufficient to imply any of the desired conclusions in item 1 , even under the restrictive condition of item 3.
The questions presented in Problem 1.1 are actually quite challenging and, at the present time, we are far from a general solution, even in the simplest context of item 3. In fact, one of our aims is to highlight that these types of questions are not understood at all! We will only give partial results for Problem 1.1 under very specific additional hypotheses. In this respect, item 3 offers a very reasonable open problem for which evidence for a positive answer is still scarce but a counter example would be quite surprising.
In Section 6 (Remark 6.17), we show that the strongest conclusion in (2) holds true on the twopoint space. The proof is quite subtle even in this simple setting. The best evidence supporting a positive answer to Problem 1.1(1) is the fact that the conclusion

$$
\left\|K_{0, n}(x,)-K_{0, n}(y, \cdot)\right\|_{\mathrm{TV}} \leq\left(\min _{z}\{\pi(z)\}\right)^{-1 / 2} \beta^{n}
$$

holds if we assume that all $\pi_{i}=\pi$ are equal (a similar relative-sup result also holds true). This means we can take $B(T, V, \pi, \beta)=\left(\log \pi_{*}^{-1 / 2}\right) /\left(\log \beta^{-1}\right), \pi_{*}=\min _{z}\{\pi(z)\}$ and $\alpha=\beta$. This result follows, for instance, from [23] which provides further quantitative estimates but falls short of the general statement

$$
\left\|K_{0, n}(x, \cdot)-K_{0, n}(y, \cdot)\right\|_{\mathrm{TV}} \leq \beta^{m}, \quad n \geq A(T+m)
$$

The very strong conclusion above is known only in the case when $V$ is a group, the kernels $K_{i}$ are invariant, and $T \geq \alpha^{-1} \log V$. See [23, Theorem 4.9].
In view of the difficulties mentioned above, the purpose of this paper (and of the companion papers [25; 26]) is to develop techniques that apply to some instances of Problem 1.1 and some of its variants. Namely, we show how to adapt tools that have been successfully applied to time homogeneous chains to the study of time inhomogeneous chains and provide a variety of examples where these tools apply. The most successful techniques in the quantitative study of (time homogeneous) finite Markov chains include: coupling, strong stationary time, spectral methods, and functional inequalities such as Nash or log-Sobolev inequalities. This article focuses on spectral methods, more precisely, singular values methods. The companion paper [25] develops Nash and log-Sobolev inequalities techniques. Two papers that are close in spirit to the present work are [4; 11]. In particular, the techniques developed in [4] are closely related to those we develop here and in [25]. We point out that the singular values and functional inequalities techniques discussed here and in [4; 25] have the advantage of leading to results in distances such as $\ell^{2}$-distance (i.e., chi-square) and relative-sup norm which are stronger than total variation.

The material in this paper is organized as follows. Section 2 introduces our basic notation and the concept of merging (in total variation and relative-sup distances). See Definitions 2.1, 2.8, 2.11. Section 3 shows how singular value decompositions can be used, theoretically, to obtain merging bounds. The main result is Theorem 3.2. An application to time inhomogeneous constant rate birth and death chains is presented. Section 4 introduces the fundamental concept of stability (Definition 4.1), a relaxation of the very restrictive hypothesis used in [23] that the kernels driving the time inhomogeneous chain under investigation all share the same invariant distribution. If the stability
hypothesis is satisfied then the singular value analysis becomes much easier to apply in practice. See Theorems 4.10 and 4.11. Section 4.2 offers our first example of stability concerning end-point perturbations of simple random walk on a stick. A general class of birth and death examples where stability holds is studied in Section 5. Further examples of stability are described in [25; 26]. The final section, Section 6, gives a complete analysis of time inhomogeneous chains on the two-point space. We characterize total variation merging and study stability and relative-sup merging in this simple but fundamental case.
We end this introduction with some brief comments regarding the coupling and strong stationary time techniques. Since, typically, time inhomogeneous Markov chains do not converge to a fixed distribution, adapting the technique of strong stationary time poses immediate difficulties. This comment seems to apply also to the recent technique of evolving sets [17], which is somewhat related to strong stationary times. In addition, effective constructions of strong stationary times are usually not very robust and this is likely to pose further difficulties. An example of a strong stationary time argument for a time inhomogeneous chain that admits a stationary measure can be found in [18].
Concerning coupling, as far as theory goes, there is absolutely no difficulties in adapting the coupling technique to time inhomogeneous Markov chains. Indeed, the usual coupling inequality

$$
\left\|K_{0, n}(x, \cdot)-K_{0, n}(y, \cdot)\right\|_{\mathrm{TV}} \leq \mathbf{P}(T>n)
$$

holds true (with the exact same proof) if $T$ is the coupling time of a coupling ( $X_{n}, Y_{n}$ ) adapted to the sequence $\left(K_{i}\right)_{1}^{\infty}$ with starting points $X_{0}=x$ and $Y_{0}=y$. See [11] for practical results in this direction and related techniques. Coupling is certainly useful in the context of time inhomogeneous chains but we would like to point out that time inhomogeneity introduces very serious difficulties in the construction and analysis of couplings for specific examples. This seems related to the lack of robustness of the coupling technique. For instance, in many coupling constructions, it is important that past progress toward coupling is not destroyed at a later stage, yet, the necessary adaptation to the changing steps of a time inhomogeneous chain makes this difficult to achieve.

## 2 Merging

### 2.1 Different notions of merging

Let $V$ be a finite set equipped with a sequence of kernels $\left(K_{n}\right)_{1}^{\infty}$ such that, for each $n, K_{n}(x, y) \geq 0$ and $\sum_{y} K_{n}(x, y)=1$. An associated Markov chain is a $V$-valued random process $X=\left(X_{n}\right)_{0}^{\infty}$ such that, for all $n$,

$$
\begin{aligned}
P\left(X_{n}=y \mid X_{n-1}=x, \ldots, X_{0}=x_{0}\right) & =P\left(X_{n}=y \mid X_{n-1}=x\right) \\
& =K_{n}(x, y) .
\end{aligned}
$$

The distribution $\mu_{n}$ of $X_{n}$ is determined by the initial distribution $\mu_{0}$ by

$$
\mu_{n}(y)=\sum_{x \in V} \mu_{0}(x) K_{0, n}(x, y)
$$

where $K_{n, m}(x, y)$ is defined inductively for each $n$ and each $m>n$ by

$$
K_{n, m}(x, y)=\sum_{z \in V} K_{n, m-1}(x, z) K_{m}(z, y)
$$



Figure 1: Illustration of merging (both in total variation and relative-sup) based on the binomial example studied in Section 5.2. The first frame shows two particular initial distributions, one of which is the binomial. The other frames show the evolution under a time inhomogeneous chain driven by a deterministic sequence involving two kernels from the set $\mathscr{Q}_{N}(Q, \epsilon)$ of Section 5.2, a set consisting of perturbations of the Ehrenfest chain kernel. In the fourth frame, the distributions have merged. The last two frames illustrate the evolution after merging and the absence of a limiting distribution. Here $N=30$ and the total number of points is $n=61$.
with $K_{n, n}=I$ (the identity). If we view the $K_{n}$ 's as matrices then this definition means that $K_{n, m}=$ $K_{n+1} \cdots K_{m}$. In the case of time homogeneous chains where all $K_{i}=Q$ are equal, we write $K_{0, n}=Q^{n}$. Our main interest is understanding mixing type properties of time inhomogeneous Markov chains. However, in general, $\mu_{n}=\mu_{0} K_{0, n}$ does not converge toward a limiting distribution. Instead, the natural notion to consider is that of merging defined below. For a discussion of this property and its variants, see, e.g., [3; 16; 19; 27].

Definition 2.1 (Total variation merging). Fix a sequence $\left(K_{i}\right)_{1}^{\infty}$ of Markov kernels on a finite set $V$. We say the sequence $\left(K_{i}\right)_{1}^{\infty}$ is merging in total variation if for any $x, y \in V$,

$$
\lim _{n \rightarrow \infty}\left\|K_{0, n}(x, \cdot)-K_{0, n}(y, \cdot)\right\|_{T V}=0
$$

A rather trivial example that illustrates merging versus mixing is as follows.
Example 2.2. Fix two probability distributions $\pi_{i}, i=1,2$. Let $\mathscr{Q}=\left\{Q_{1}, Q_{2}\right\}$ with $Q_{i}(x, y)=\pi_{i}(y)$. Then for any sequence $\left(K_{i}\right)_{1}^{\infty}$ with $K_{i} \in \mathscr{Q}, K_{0, n}=\pi_{i(n)}$ where $i(n)=i$ if $K_{n}=Q_{i}, i=1,2$.
Remark 2.3. If the sequence $\left(K_{i}\right)_{1}^{\infty}$ is merging then, for any two starting distributions $\mu_{0}, v_{0}$, the measures $\mu_{n}=\mu_{0} K_{0, n}$ and $v_{n}=v_{0} K_{0, n}$ are merging, that is, $\forall A \subset V, \mu_{n}(A)-v_{n}(A) \rightarrow 0$.
Our goal is to develop quantitative results for time inhomogeneous chains in the spirit of the work concerning homogeneous chains of Aldous, Diaconis and others who obtain precise estimates on the mixing time of ergodic chains that depend on size of the state space in an explicit way. In these works, convergence to stationary is measured in terms of various distances between measures $\mu, v$ such as the total variation distance

$$
\|\mu-v\|_{\mathrm{TV}}=\sup _{A \subset V}\{\mu(A)-v(A)\},
$$

the chi-square distance w.r.t. $v$ and the relative-sup distance $\left\|\frac{\mu}{v}-1\right\|_{\infty}$. See, e.g., $[1 ; 5 ; 6 ; 12 ; 21]$. Given an irreducible aperiodic chain with kernel $K$ on a finite set $V$, there exists a unique probability measure $\pi>0$ such that $K^{n}(x, \cdot) \rightarrow \pi(\cdot)$ as $n \rightarrow \infty$, for all $x$. This qualitative property can be stated equivalently using total variation, the chi-square distance or relative-sup distance. However, if we do not assume irreducibility, it is possible that there exists a unique probability measure $\pi$ (with perhaps $\pi(y)=0$ for some $y$ ) such that, for all $x, K^{n}(x, \cdot) \rightarrow \pi(\cdot)$ as $n$ tends to infinity (this happens when there is a unique absorbing class with no periodicity). In such a case, $K^{n}(x, \cdot)$ does converge to $\pi$ in total variation but the chi-square and relative-sup distances are not well defined (or are equal to $+\infty$ ). This observation has consequences in the study of time inhomogeneous Markov chains. Since there seems to be no simple natural property that would replace irreducibility in the time inhomogeneous context, one must regard total variation merging and other notions of merging as truly different properties.

Definition 2.4 (Relative-sup merging). Fix a sequence of $\left(K_{i}\right)_{1}^{\infty}$ of Markov kernels. We say the sequence is merging in relative-sup distance if

$$
\lim _{n \rightarrow \infty} \max _{x, y, z}\left\{\left|\frac{K_{0, n}(x, z)}{K_{0, n}(y, z)}-1\right|\right\}=0
$$

The techniques discussed in this paper are mostly related to the notion of merging in relative-sup distance. A graphic illustration of merging is given in Figure 1.

Remark 2.5. On the two-point space, consider the reversible irreducible aperiodic kernels

$$
K_{1}=\left(\begin{array}{cc}
0 & 1 \\
1 / 2 & 1 / 2
\end{array}\right), K_{2}=\left(\begin{array}{cc}
1 / 2 & 1 / 2 \\
1 & 0
\end{array}\right) .
$$

Then the sequence $K_{1}, K_{2}, K_{1}, K_{2}, \ldots$ is merging in total variation but is not merging in relative-sup distance. See Section 6 for details.

When focusing on the relation between ergodic properties of individual kernels $K_{i}$ and the behavior of an associated time inhomogeneous chain, it is intuitive to look at the $K_{i}$ as a set instead of a sequence. The following definition introduces a notion of merging for sets of kernels.
Definition 2.6. Let $\mathscr{Q}$ be a set of Markov kernels on a finite state space $V$. We say that $\mathscr{Q}$ is merging in total variation if, for any sequence $\left(K_{i}\right)_{1}^{\infty}, K_{i} \in \mathscr{Q}$, we have

$$
\forall x \in V, \quad \lim _{n \rightarrow \infty}\left\|K_{0, n}(x, \cdot)-K_{0, n}(y, \cdot)\right\|_{\mathrm{TV}}=0
$$

We say that $\mathscr{Q}$ is merging in relative-sup if, for any sequence $\left(K_{i}\right)_{1}^{\infty}, K_{i} \in \mathscr{Q}$, we have

$$
\lim _{n \rightarrow \infty} \max _{x, y, z}\left\{\left|\frac{K_{0, n}(x, z)}{K_{0, n}(y, z)}-1\right|\right\}=0
$$

One of the goals of this work is to describe some non-trivial examples of merging families $\mathscr{Q}=$ $\left\{Q_{1}, Q_{2}\right\}$ where $Q_{1}$ and $Q_{2}$ have distinct invariant measures.

Example 2.7. Many examples (with all $Q_{i} \in \mathscr{Q}$ sharing the same invariant distribution) are given in [23], with quantitative bounds. For instance, let $V=G$ be a finite group and $S_{1}, S_{2}$ be two symmetric generating sets. Assume that the identity element $e$ belongs to $S_{1} \cap S_{2}$. Assume further that $\max \left\{\# S_{1}, \# S_{2}\right\}=N$ and that any element of $G$ is the product of at most $D$ elements of $S_{i}$, $i=1,2$. In other words, the Cayley graphs of $G$ associated with $S_{1}$ and $S_{2}$ both have diameter at most $D$. Let $Q_{i}(x, y)=\left(\# S_{i}\right)^{-1} \mathbf{1}_{S_{i}}\left(x^{-1} y\right), i=1,2$. Then $\mathscr{Q}=\left\{Q_{1}, Q_{2}\right\}$ is merging. Moreover, for any sequence $\left(K_{i}\right)_{1}^{\infty}$ with $K_{i} \in \mathscr{Q}$, we have

$$
\left\|K_{0, n}(x, \cdot)-K_{0, n}(y, \cdot)\right\|_{\mathrm{Tv}} \leq|G|^{1 / 2}\left(1-\frac{1}{(N D)^{2}}\right)^{n / 2}
$$

where $|G|=\# G$. In fact, $K_{0, n}(x, \cdot) \rightarrow \pi$ where $\pi$ is the uniform distribution on $G$ and [23] gives $2\left\|K_{0, n}(x, \cdot)-\pi\right\|_{\mathrm{TV}} \leq|G|^{1 / 2}\left(1-\frac{1}{(N D)^{2}}\right)^{n / 2}$.

### 2.2 Merging time

In the quantitative theory of ergodic time homogeneous Markov chains, the notion of mixing time plays a crucial role. For time inhomogeneous chains, we propose to consider the following corresponding definitions.
Definition 2.8. Fix $\epsilon \in(0,1)$. Given a sequence $\left(K_{i}\right)_{1}^{\infty}$ of Markov kernels on a finite set $V$, we call max total variation $\epsilon$-merging time the quantity

$$
T_{\mathrm{TV}}(\epsilon)=\inf \left\{n: \max _{x, y \in V}\left\|K_{0, n}(x, \cdot)-K_{0, n}(y, \cdot)\right\|_{\mathrm{TV}}<\epsilon\right\}
$$

Definition 2.9. Fix $\epsilon \in(0,1)$. We say that a set $\mathscr{Q}$ of Markov kernels on $V$ has max total variation $\epsilon$-merging time at most $T$ if for any sequence $\left(K_{i}\right)_{1}^{\infty}$ with $K_{i} \in \mathscr{Q}$ for all $i$, we have $T_{\mathrm{TV}}(\epsilon) \leq T$, that is,

$$
\forall t>T, \max _{x, y \in V}\left\{\left\|K_{0, t}(x, \cdot)-K_{0, t}(y, \cdot)\right\|_{\mathrm{Tv}}\right\} \leq \epsilon .
$$

Example 2.10. If $\mathscr{Q}=\left\{Q_{1}, Q_{2}\right\}$ is as in Example 2.7 the total variation $\epsilon$-merging time for $\mathscr{Q}$ is at $\operatorname{most}(N D)^{2}(\log |G|+2 \log 1 / \epsilon)$.

As noted earlier, merging can be defined and measured in ways other than total variation. One very natural and much stronger notion than total variation distance is relative-sup distance used in Definitions 2.4-2.6 and in the definitions below.

Definition 2.11. Fix $\epsilon \in(0,1)$. Given a sequence $\left(K_{i}\right)_{1}^{\infty}$ of Markov kernels on a finite set $V$, we call relative-sup $\epsilon$-merging time the quantity

$$
T_{\infty}(\epsilon)=\inf \left\{n: \max _{x, y, z \in V}\left\{\left|\frac{K_{0, n}(x, z)}{K_{0, n}(y, z)}-1\right|\right\}<\epsilon\right\} .
$$

Definition 2.12. Fix $\epsilon \in(0,1)$. We say that a set $\mathscr{Q}$ of Markov kernels on $V$ has relative-sup $\epsilon$ merging time at most $T$ if for any sequence $\left(K_{i}\right)_{1}^{\infty}$ with $K_{i} \in \mathscr{Q}$ for all $i$, we have $T_{\infty}(\epsilon) \leq T$, that is,

$$
\forall t>T, \max _{x, y, z \in V}\left\{\left|\frac{K_{0, t}(x, \cdot)}{K_{0, t}(y, \cdot)}-1\right|\right\}<\epsilon .
$$

Remark 2.13. If the sequence $\left(K_{i}\right)_{1}^{\infty}$ is merging in total variation or relative-sup then, for any initial distribution $\mu_{0}$ the sequence $\mu_{n}=\mu_{0} K_{0, n}$ must merge with the sequence $v_{n}$ where $v_{n}$ is the invariant measure for $K_{0, n}$. In total variation, we have

$$
\left\|\mu_{n}-v_{n}\right\|_{\mathrm{Tv}} \leq \max _{x, y}\left\|K_{0, n}(x, \cdot)-K_{0, n}(y, \cdot)\right\|_{\mathrm{Tv}}
$$

In relative-sup, for $\epsilon \in(0,1 / 2)$, inequality (4) below yields

$$
\max _{x, y, z}\left|\frac{K_{0, n}(x, z)}{K_{0, n}(y, z)}-1\right| \leq \epsilon \Longrightarrow \max _{x}\left|\frac{\mu_{n}(x)}{v_{n}(x)}-1\right| \leq 4 \epsilon
$$

Example 2.14. If $\mathscr{Q}=\left\{Q_{1}, Q_{2}\right\}$ is as in Example 2.7 the relative-sup $\epsilon$-merging time for $\mathscr{Q}$ is at most $2(N D)^{2}(\log |G|+\log 1 / \epsilon)$. This follows from [23].

The following simple example illustrates how the merging time of a family of kernels $\mathscr{Q}$ may differ significantly form the merging time of a particular sequence $\left(K_{i}\right)_{1}^{\infty}$ with $K_{i} \in \mathscr{Q}$ for all $i \geq 1$.

Example 2.15. Let $Q_{1}$ be the birth and death chain kernel on $V_{N}=\{0, \ldots, N\}$ with constant rates $p, q, p+q=1, p>q$. This means here that $Q_{1}(x, x+1)=p, Q_{1}(x, x-1)=q$ when these are well defined and $Q_{1}(0,0)=q, Q_{1}(N, N)=p$. The reversible measure for $Q_{1}$ is $\pi_{1}(x)=c(p, q, N)(q / p)^{N-x}$ with $c(p, q, N)=(1-q / p) /\left(1-(q / p)^{N+1}\right)$. The chain driven by this kernel is well understood. In particular, the mixing time is of order $N$ starting from the end where $\pi_{1}$ attains its minimum.
Let $Q_{2}$ be the birth and death chain with constant rates $q$, $p$. Hence, $Q_{2}(x, x+1)=q, Q_{2}(x, x-1)=p$ when these are well defined and $Q_{2}(0,0)=p, Q_{2}(N, N)=q$. The reversible measure for $K_{2}$ is
$\pi_{2}(x)=c(p, q, N)(q / p)^{x}$. It is an interesting problem to study the merging property of the set $\mathscr{Q}=\left\{Q_{1}, Q_{2}\right\}$. Here, we only make a simple observation concerning the behavior of the sequence $K_{i}=Q_{i \bmod 2}$. Let $Q=K_{0,2}=Q_{1} Q_{2}$. The graph structure of this kernel is a circle. As an example, below we give the graph structure for $N=10$.


Edges are drawn between points $x$ and $y$ if $Q(x, y)>0$. Note that $Q(x, y)>0$ if and only if $Q(y, x)>0$, so that all edges can be traversed in both directions (possibly with different probabilities).
For the Markov chain driven by $Q$, there is equal probability of going from a point $x$ to any of its neighbors as long as $x \neq 0, N$. Using this fact, one can compute the invariant measure $\pi$ of $Q$ and conclude that

$$
\max _{V_{N}}\{\pi\} \leq(p / q)^{2} \min _{V_{N}}\{\pi\}
$$

It follows that $(q / p)^{2} \leq(N+1) \pi(x) \leq(p / q)^{2}$. This and the comparison techniques of [8] show that the sequence $Q_{1}, Q_{2}, Q_{1}, Q_{2}, \ldots$, is merging in relative sup in time of order $N^{2}$. Compare with the fact that each kernel $K_{i}$ in the sequence has a mixing time of order $N$.

## 3 Singular value analysis

### 3.1 Preliminaries

We say that a measure $\mu$ is positive if $\forall x, \mu(x)>0$. Given a positive probability measure $\mu$ on $V$ and a Markov kernel $K$, set $\mu^{\prime}=\mu K$. If $K$ satisfies

$$
\begin{equation*}
\forall y \in V, \quad \sum_{x \in V} K(x, y)>0 \tag{1}
\end{equation*}
$$

then $\mu^{\prime}$ is also positive. Obviously, any irreducible kernel $K$ satisfies (1).
Fix $p \in[1, \infty]$ and consider $K$ as a linear operator

$$
\begin{equation*}
K: \ell^{p}\left(\mu^{\prime}\right) \rightarrow \ell^{p}(\mu), K f(x)=\sum_{y} K(x, y) f(y) . \tag{2}
\end{equation*}
$$

It is important to note, and easy to check, that for any measure $\mu$, the operator $K: \ell^{p}\left(\mu^{\prime}\right) \rightarrow \ell^{p}(\mu)$ is a contraction.
Consider a sequence ( $\left.K_{i}\right)_{1}^{\infty}$ of Markov kernels satisfying (1). Fix a positive probability measure $\mu_{0}$ and set $\mu_{n}=\mu_{0} K_{0, n}$. Observe that $\mu_{n}>0$ and set

$$
d_{p}\left(K_{0, n}(x, \cdot), \mu_{n}\right)=\left(\sum_{y}\left|\frac{K_{0, n}(x, y)}{\mu_{n}(y)}-1\right|^{p} \mu_{n}(y)\right)^{1 / p}
$$

Note that $2\left\|K_{0, n}(x, \cdot)-\mu_{n}\right\|_{\mathrm{TV}}=d_{1}\left(K_{0, n}(x, \cdot), \mu_{n}\right)$ and, if $1 \leq p \leq r \leq \infty, d_{p}\left(K_{0, n}(x, \cdot), \mu_{n}\right) \leq$ $d_{r}\left(K_{0, n}(x, \cdot), \mu_{n}\right)$. Further, one easily checks the important fact that

$$
n \mapsto d_{p}\left(K_{0, n}(x, \cdot), \mu_{n}\right)
$$

is non-increasing.
It follows that we may control the total variation merging of a sequence $\left(K_{i}\right)_{0}^{\infty}$ with $K_{i}$ satisfying (1) by

$$
\begin{equation*}
\left\|K_{0, n}(x, \cdot)-K_{0, n}(y, \cdot)\right\|_{\mathrm{TV}} \leq \max _{x \in V}\left\{d_{2}\left(K_{0, n}(x, \cdot), \mu_{n}\right)\right\} . \tag{3}
\end{equation*}
$$

To control relative-sup merging we note that if

$$
\max _{x, y, z}\left\{\left|\frac{K_{0, n}(x, z)}{\mu_{n}(z)}-1\right|\right\} \leq \epsilon \leq 1 / 2 \text { then } \max _{x, y, z}\left\{\left|\frac{K_{0, n}(x, z)}{K_{0, n}(y, z)}-1\right|\right\} \leq 4 \epsilon .
$$

The last inequality follows from the fact that if $1-\epsilon \leq a / b, c / b \leq 1+\epsilon$ with $\epsilon \in(0,1 / 2)$ then

$$
\begin{equation*}
1-2 \epsilon \leq \frac{1-\epsilon}{1+\epsilon} \leq \frac{a}{c} \leq \frac{1+\epsilon}{1-\epsilon} \leq 1+4 \epsilon \tag{4}
\end{equation*}
$$

### 3.2 Singular value decomposition

The following material can be developed over the real or complex numbers with little change. Since our operators are Markov operators, we work over the reals. Let $\mathscr{H}$ and $\mathscr{G}$ be (real) Hilbert spaces equipped with inner products $\langle\cdot, \cdot\rangle_{\mathscr{H}}$ and $\langle\cdot, \cdot\rangle_{\mathscr{G}}$ respectively. If $u: \mathscr{H} \times \mathscr{G} \rightarrow \mathbb{R}$ is a bounded bilinear form, by the Riesz representation theorem, there are unique operators $A: \mathscr{H} \rightarrow \mathscr{G}$ and $B: \mathscr{G} \rightarrow \mathscr{H}$ such that

$$
\begin{equation*}
u(h, k)=\langle A h, k\rangle_{\mathscr{G}}=\langle h, B k\rangle_{\mathscr{H}} . \tag{5}
\end{equation*}
$$

If $A: \mathscr{H} \rightarrow \mathscr{G}$ is given and we set $u(h, k)=\langle A h, k\rangle_{\mathscr{G}}$ then the unique operator $B: \mathscr{G} \rightarrow \mathscr{H}$ satisfying (5) is called the adjoint of $A$ and is denoted as $B=A^{*}$. The following classical result can be derived from [20, Theorem 1.9.3].

Theorem 3.1 (Singular value decomposition). Let $\mathscr{H}$ and $\mathscr{G}$ be two Hilbert spaces of the same dimension, finite or countable. Let $A: \mathscr{H} \rightarrow \mathscr{G}$ be a compact operator. There exist orthonormal bases $\left(\phi_{i}\right)$ of $\mathscr{H}$ and $\left(\psi_{i}\right)$ of $\mathscr{G}$ and non-negative reals $\sigma_{i}=\sigma_{i}(\mathscr{H}, \mathscr{G}, A)$ such that $A \phi_{i}=\sigma_{i} \psi_{i}$ and $A^{*} \psi_{i}=\sigma_{i} \phi_{i}$. The non-negative numbers $\sigma_{i}$ are called the singular values of $A$ and are equal to the square root of the eigenvalues of the self-adjoint compact operator $A^{*} A: \mathscr{H} \rightarrow \mathscr{H}$ and also of $A A^{*}: \mathscr{G} \rightarrow \mathscr{G}$.

One important difference between eigenvalues and singular values is that the singular values depend very much on the Hilbert structures carried by $\mathscr{H}, \mathscr{G}$. For instance, a Markov operator $K$ on a finite set $V$ may have singular values larger than 1 when viewed as an operator from $\ell^{2}(v)$ to $\ell^{2}(\mu)$ for arbitrary positive probability measure $v, \mu$ (even with $v=\mu$ ).
We now apply the singular value decomposition above to obtain an expression of the $\ell^{2}$ distance between $\mu^{\prime}=\mu K$ and $K(x, \cdot)$ when $K$ is a Markov kernel satisfying (1) and $\mu$ a positive probability
measure on $V$. Consider the operator $K=K_{\mu}: \ell^{2}\left(\mu^{\prime}\right) \rightarrow \ell^{2}(\mu)$ defined by (2). Then the adjoint $K_{\mu}^{*}: \ell^{2}(\mu) \rightarrow \ell^{2}\left(\mu^{\prime}\right)$ has kernel $K_{\mu}^{*}(x, y)$ given by

$$
K_{\mu}^{*}(y, x)=\frac{K(x, y) \mu(x)}{\mu^{\prime}(y)} .
$$

By Theorem 3.1, there are eigenbases $\left(\varphi_{i}\right)_{0}^{|V|-1}$ and $\left(\psi_{i}\right)_{0}^{|V|-1}$ of $\ell^{2}\left(\mu^{\prime}\right)$ and $\ell^{2}(\mu)$ respectively such that

$$
K_{\mu} \varphi_{i}=\sigma_{i} \psi_{i} \text { and } K_{\mu}^{*} \psi_{i}=\sigma_{i} \varphi_{i}
$$

where $\sigma_{i}=\sigma_{i}(K, \mu), i=0, \ldots|V|-1$ are the singular values of $K$, i.e., the square roots of the eigenvalues of $K_{\mu}^{*} K_{\mu}$ (and $K_{\mu} K_{\mu}^{*}$ ) given in non-increasing order, i.e.

$$
1=\sigma_{0} \geq \sigma_{1} \geq \cdots \geq \sigma_{|V|-1}
$$

and $\psi_{0}=\varphi_{0} \equiv 1$. From this it follows that, for any $x \in V$,

$$
\begin{equation*}
d_{2}\left(K(x, \cdot), \mu^{\prime}\right)^{2}=\sum_{i=1}^{|V|-1}\left|\psi_{i}(x)\right|^{2} \sigma_{i}^{2} . \tag{6}
\end{equation*}
$$

To see this, write

$$
\begin{aligned}
d_{2}\left(K(x, \cdot), \mu^{\prime}\right)^{2} & =\left\langle\frac{K(x, \cdot)}{\mu^{\prime}}-1, \frac{K(x, \cdot)}{\mu^{\prime}}-1\right\rangle_{\mu^{\prime}} \\
& =\left\langle\frac{K(x, \cdot)}{\mu^{\prime}}, \frac{K(x, \cdot)}{\mu^{\prime}}\right\rangle_{\mu^{\prime}}-1 .
\end{aligned}
$$

With $\tilde{\delta_{y}}=\delta_{y} / \mu^{\prime}(y)$, we have $K(x, y) / \mu^{\prime}(y)=K \tilde{\delta_{y}}(x)$. Write

$$
\tilde{\delta_{y}}=\sum_{0}^{|V|-1} a_{i} \varphi_{i} \text { where } a_{i}=\left\langle\tilde{\delta_{y}}, \varphi_{i}\right\rangle_{\mu^{\prime}}=\varphi_{i}(y)
$$

so we get that

$$
\frac{K(x, y)}{\mu^{\prime}(y)}=\sum_{i=0}^{|V|-1} \sigma_{i} \psi_{i}(x) \varphi_{i}(y)
$$

Using this equality yields the desired result. This leads to the main result of this section. In what follows we often write $K$ for $K_{\mu}$ when the context makes it clear that we are considering $K$ as an operator from $\ell^{2}\left(\mu^{\prime}\right)$ to $\ell^{2}(\mu)$ for some fixed $\mu$.
Theorem 3.2. Let $\left(K_{i}\right)_{1}^{\infty}$ be a sequence of Markov kernels on a finite set $V$, all satisfying (1). Fix a positive starting measure $\mu_{0}$ and set $\mu_{i}=\mu_{0} K_{0, i}$. For each $i=0,1, \ldots$, let

$$
\sigma_{j}\left(K_{i}, \mu_{i-1}\right), \quad j=0,1, \ldots,|V|-1,
$$

be the singular values of $K_{i}: \ell^{2}\left(\mu_{i}\right) \rightarrow \ell^{2}\left(\mu_{i-1}\right)$ in non-increasing order. Then

$$
\sum_{x \in V} d_{2}\left(K_{0, n}(x, \cdot), \mu_{n}\right)^{2} \mu_{0}(x) \leq \sum_{j=1}^{|V|-1} \prod_{i=1}^{n} \sigma_{j}\left(K_{i}, \mu_{i-1}\right)^{2} .
$$

and, for all $x \in V$,

$$
d_{2}\left(K_{0, n}(x, \cdot), \mu_{n}\right)^{2} \leq\left(\frac{1}{\mu_{0}(x)}-1\right) \prod_{i=1}^{n} \sigma_{1}\left(K_{i}, \mu_{i-1}\right)^{2} .
$$

Moreover, for all $x, y \in V$,

$$
\left|\frac{K_{0, n}(x, y)}{\mu_{n}(y)}-1\right| \leq\left(\frac{1}{\mu_{0}(x)}-1\right)^{1 / 2}\left(\frac{1}{\mu_{n}(y)}-1\right)^{1 / 2} \prod_{i=1}^{n} \sigma_{1}\left(K_{i}, \mu_{i-1}\right) .
$$

Proof. Apply the discussion prior to Theorem 6 with $\mu=\mu_{0}, K=K_{0, n}$ and $\mu^{\prime}=\mu_{n}$. Let $\left(\psi_{i}\right)_{0}^{|V|-1}$ be the orthonormal basis of $\ell^{2}\left(\mu_{0}\right)$ given by Theorem 3.1 and $\tilde{\delta_{x}}=\delta_{x} / \mu_{0}(x)$. Then $\tilde{\delta_{x}}=\sum_{0}^{|V|-1} \psi_{i}(x) \psi_{i}$. This yields

$$
\sum_{i=0}^{|V|-1}\left|\psi_{i}(x)\right|^{2}=\left\|\tilde{\delta}_{x}\right\|_{\ell^{2}\left(\mu_{0}\right)}^{2}=\mu_{0}(x)^{-1} .
$$

Furthermore, Theorem 3.3.4 and Corollary 3.3.10 in [15] give the inequality

$$
\forall k=1, \ldots,|V|-1, \quad \sum_{j=1}^{k} \sigma_{j}\left(K_{0, n}, \mu_{0}\right)^{2} \leq \sum_{j=1}^{k} \prod_{i=1}^{n} \sigma_{j}\left(K_{i}, \mu_{i-1}\right)^{2} .
$$

Using this with $k=|V|-1$ in (6) yields the first claimed inequality. The second inequality then follows from the fact that $\sigma_{1}\left(K_{0, n}, \mu_{0}\right) \geq \sigma_{j}\left(K_{0, n}, \mu_{0}\right)$ for all $j=1 \ldots|V|-1$. The last inequality follows from writing

$$
\left|\frac{K_{0, n}(x, y)}{\mu_{n}(y)}-1\right| \leq \sigma\left(K_{0, n}, \mu_{0}\right) \sum_{1}^{|V|-1}\left|\psi_{i}(x) \phi_{i}(y)\right|
$$

and bounding $\sum_{1}^{|V|-1}\left|\psi_{i}(x) \phi_{i}(y)\right|$ by $\left(\mu_{0}(x)^{-1}-1\right)^{1 / 2}\left(\mu_{n}(y)^{-1}-1\right)^{1 / 2}$.
Remark 3.3. The singular value $\sigma_{1}\left(K_{i}, \mu_{i-1}\right)=\sqrt{\beta_{1}(i)}$ is the square root of the second largest eigenvalue $\beta_{1}(i)$ of $K_{i}^{*} K_{i}: \ell^{2}\left(\mu_{i}\right) \rightarrow \ell^{2}\left(\mu_{i}\right)$. The operator $P_{i}=K_{i}^{*} K_{i}$ has Markov kernel

$$
\begin{equation*}
P_{i}(x, y)=\frac{1}{\mu_{i}(x)} \sum_{z \in V} \mu_{i-1}(z) K_{i}(z, x) K_{i}(z, y) \tag{7}
\end{equation*}
$$

with reversible measure $\mu_{i}$. Hence

$$
1-\beta_{1}(i)=\min _{f \neq \mu_{i}(f)}\left\{\frac{\mathscr{E}_{P_{i}, \mu_{i}}(f, f)}{\operatorname{Var}_{\mu_{i}}(f)}\right\}
$$

with

$$
\mathscr{E}_{P_{i}, \mu_{i}}(f, f)=\frac{1}{2} \sum_{x, y \in V}|f(x)-f(y)|^{2} P_{i}(x, y) \mu_{i}(x)
$$

The difficulty in applying Theorem 3.2 is that it usually requires some control on the sequence of measures $\mu_{i}$. Indeed, assume that each $K_{i}$ is aperiodic irreducible with invariant probability measure
$\pi_{i}$. One natural way to put quantitative hypotheses on the ergodic behavior of the individual steps ( $K_{i}, \pi_{i}$ ) is to consider the Markov kernel

$$
\widetilde{P}_{i}(x, y)=\frac{1}{\pi_{i}(x)} \sum_{z \in V} \pi_{i}(z) K_{i}(z, x) K_{i}(z, y)
$$

which is the kernel of the operator $K_{i}^{*} K_{i}$ when $K_{i}$ is understood as an operator acting on $\ell^{2}\left(\pi_{i}\right)$ (note the difficulty of notation coming from the fact that we are using the same notation $K_{i}$ to denote two operators acting on different Hilbert spaces). For instance, let $\widetilde{\beta}_{i}$ be the second largest eigenvalue of $\left(\widetilde{P}_{i}, \pi_{i}\right)$. Given the extreme similarity between the definitions of $P_{i}$ and $\widetilde{P}_{i}$, one may hope to bound $\beta_{i}$ using $\widetilde{\beta}_{i}$. This however requires some control of

$$
M_{i}=\max _{z}\left\{\frac{\pi_{i}(z)}{\mu_{i-1}(z)}, \frac{\mu_{i}(z)}{\pi_{i}(z)}\right\} .
$$

Indeed, by a simple comparison argument (see, e.g., [7; 9; 21]), we have

$$
\beta_{i} \leq 1-M_{i}^{-2}\left(1-\widetilde{\beta}_{i}\right) .
$$

One concludes that

$$
d_{2}\left(K_{0, n}(x, \cdot), \mu_{n}\right)^{2} \leq\left(\frac{1}{\mu_{0}(x)}-1\right) \prod_{i=1}^{n}\left(1-M_{i}^{-2}\left(1-\widetilde{\beta}_{i}\right)\right) .
$$

and

$$
\left|\frac{K_{0, n}(x, y)}{\mu_{n}(y)}-1\right| \leq\left(\frac{1}{\mu_{0}(x)}-1\right)^{1 / 2}\left(\frac{1}{\mu_{n}(y)}-1\right)^{1 / 2} \prod_{i=1}^{n}\left(1-M_{i}^{-2}\left(1-\widetilde{\beta}_{i}\right)\right)^{1 / 2} .
$$

Remark 3.4. The paper [4] studies certain contraction properties of Markov operators. It contains, in a more general context, the observation made above that a Markov operator is always a contraction from $\ell^{p}(\mu K)$ to $\ell^{p}(\mu)$ and that, in the case of $\ell^{2}$ spaces, the operator norm $\left\|K-\mu^{\prime}\right\|_{\ell^{2}(\mu K) \rightarrow \ell^{2}(\mu)}$ is given by the second largest singular value of $K_{\mu}: \ell^{2}(\mu K) \rightarrow \ell^{2}(\mu)$ which is also the square root of the second eigenvalue of the Markov operator $P$ acting on $\ell^{2}(\mu K)$ where $P=K_{\mu}^{*} K_{\mu}, K_{\mu}^{*}: \ell^{2}(\mu) \rightarrow$ $\ell^{2}(\mu K)$. This yields a slightly less precise version of the last inequality in Theorem 3.2. Namely, writing

$$
\left(K_{0, n}-\mu_{n}\right)=\left(K_{1}-\mu_{1}\right)\left(K_{2}-\mu_{2}\right) \cdots\left(K_{n}-\mu_{n}\right)
$$

and using the contraction property above one gets

$$
\left\|K_{0, n}-\mu_{n}\right\|_{\ell^{2}\left(\mu_{n}\right) \rightarrow \ell^{2}\left(\mu_{0}\right)} \leq \prod_{1}^{n} \sigma_{1}\left(K_{i}, \mu_{i-1}\right) .
$$

As $\left\|I-\mu_{0}\right\|_{\ell^{2}\left(\mu_{0}\right) \rightarrow \ell^{\infty}\left(\mu_{0}\right)}=\max _{x}\left(\mu_{0}(x)^{-1}-1\right)^{1 / 2}$, it follows that

$$
\max _{x \in V} d_{2}\left(K_{0, n}(x, \cdot), \mu_{n}\right) \leq\left(\frac{1}{\min _{x}\left\{\mu_{0}(x)\right\}}-1\right)^{1 / 2} \prod_{1}^{n} \sigma_{1}\left(K_{i}, \mu_{i-1}\right) .
$$

Example 3.5 (Doeblin's condition). Assume that, for each $i$, there exists $\alpha_{i} \in(0,1)$, and a probability measure $\pi_{i}$ (which does not have to have full support) such that

$$
\forall i, x, y \in V, K_{i}(x, y) \geq \alpha_{i} \pi_{i}(y)
$$

This is known as a Doeblin type condition. For any positive probability measure $\mu_{0}$, the kernel $P_{i}$ defined at (7) is then bounded below by

$$
P_{i}(x, y) \geq \frac{\alpha_{i} \pi_{i}(y)}{\mu_{i}(x)} \sum_{z} \mu_{i-1}(z) K_{i}(z, x)=\alpha_{i} \pi_{i}(y)
$$

This implies that $\beta_{1}(i)$, the second largest eigenvalue of $P_{i}$, is bounded by $\beta_{1}(i) \leq 1-\alpha_{i} / 2$. Theorem 3.2 then yields

$$
d_{2}\left(K_{0, n}(x, \cdot), \mu_{n}\right) \leq \mu_{0}(x)^{-1 / 2} \prod_{i=1}^{n}\left(1-\alpha_{i} / 2\right)^{1 / 2} .
$$

Let us observe that the very classical coupling argument usually employed in relation to Doeblin's condition applies without change in the present context and yields

$$
\max _{x, y}\left\{\left\|K_{0, n}(x, \cdot)-K_{0, n}(y, \cdot)\right\|_{\mathrm{Tv}}\right\} \leq \prod_{1}^{n}\left(1-\alpha_{i}\right) .
$$

See [11] for interesting developments in this direction.
Example 3.6. On a finite state space $V$, consider a sequence of edge sets $E_{i} \subset V \times V$. For each $i$, assume that

1. For all $x \in V,(x, x) \in E_{i}$.
2. For all $x, y \in V$, there exist $k=k(i, x, y)$ and a sequence $\left(x_{j}\right)_{0}^{k}$ of elements of $V$ such that $x_{0}=x, x_{k}=y$ and $\left(x_{j}, x_{j+1}\right) \in E_{i}, j \in\{0, \ldots, k-1\}$.

Consider a sequence $\left(K_{i}\right)_{1}^{\infty}$ of Markov kernels on $V$ such that

$$
\begin{equation*}
\forall i, \forall x, y \in V, K_{i}(x, y) \geq \epsilon \mathbf{1}_{E_{i}}(x, y) \tag{8}
\end{equation*}
$$

for some $\epsilon>0$. We claim that the sequence $\left(K_{i}\right)_{1}^{\infty}$ is merging, that is,

$$
K_{0, n}(x, \cdot)-K_{0, n}(y, \cdot) \rightarrow 0 \text { as } n \rightarrow \infty .
$$

This easily follows from Example 3.5 after one remarks that the hypotheses imply

$$
\forall m, \quad \forall x, y \in V, \quad K_{m, m+|V|}(x, y) \geq \epsilon^{|V|-1} .
$$

To prove this, for any fixed $m$, let $\Omega_{m, i}(x)=\left\{y \in V: K_{m, m+i}(x, y)>0\right\}$. Note that $\{x\} \subset \Omega_{m, i}(x) \subset$ $\Omega_{m, i+1}(x)$ because of condition 1 above. Further, because of condition 2 , no nonempty subset $\Omega \subset V$, $\Omega \neq V$, can have the property that $\forall x \in \Omega, y \in V \backslash \Omega, K_{i}(x, y)=0$. Hence $\Omega_{m, i}(x), i=1,2, \ldots$ is a strictly increasing sequence of sets until, for some $k$, it reaches $\Omega_{m, k}(x)=V$. Of course, the integer $k$ is at most $|V|-1$. Now, hypothesis (8) implies that $K_{m, m+|V|}(x, y) \geq \epsilon^{|V|-1}$ as desired. Of course, this line of reasoning can only yield poor quantitative bounds in general.

### 3.3 Application to constant rates birth and death chains

A constant rate birth and death chain $Q$ on $V=V_{N}=\{0,1 \ldots, N\}$ is determined by parameters $p, q, r \in[0,1], p+q+r=1$, and given by $Q(0,0)=1-p, Q(N, N)=1-q, Q(x, x+1)=p$, $x \in\{0, N-1\}, Q(x, x-1)=q, x \in\{1, N\}, Q(x, x)=r, x \in\{1, \ldots, N-1\}$. It has reversible measure (assuming $q \neq p$ )

$$
\pi(x)=c(p / q)^{x-N}, c=c(N, p, q)=(1-(q / p)) /\left(1-(q / p)^{N+1}\right) .
$$

For any $A \geq a \geq 1$, let $\mathscr{Q}_{N}^{\uparrow}(a, A)$ be the collection of all constant rate birth and death chains on $V_{N}$ with $p / q \in[a, A]$. Let $\mathscr{M}_{N}^{\uparrow}(a, A)$ be the set of all probability measures on $V_{N}$ such that

$$
a \mu(x) \leq \mu(x+1) \leq A \mu(x), x \in\{0, \ldots, N-1\} .
$$

For such a probability measure, we have

$$
\mu(0) \geq \frac{A-1}{A^{N+1}-1}, \mu(N) \geq \frac{1-1 / a}{1-1 / a^{N+1}} .
$$

Lemma 3.7. Fix $A \geq a \geq 1$. If $\mu \in \mathscr{M}_{N}^{\uparrow}(a, A)$ and $Q \in \mathscr{Q}_{N}^{\uparrow}(a, A)$ then

$$
\mu^{\prime}=\mu Q \in \mathscr{M}_{N}^{\uparrow}(a, A)
$$

Proof. This follows by inspection. The end-points are the more interesting case. Let us check for instance that $a \mu^{\prime}(0) \leq \mu^{\prime}(1) \leq A \mu^{\prime}(0)$. We have

$$
\mu^{\prime}(0)=(r+q) \mu(0)+q \mu(1), \mu^{\prime}(1)=p \mu(0)+r \mu(1)+q \mu(2) .
$$

Hence $a \mu^{\prime}(0) \leq \mu^{\prime}(1)$ because $a \mu(1) \leq \mu(2)$ and $a q \leq p$. We also have $\mu^{\prime}(1) \leq A \mu^{\prime}(0)$ because

$$
\begin{aligned}
\mu^{\prime}(1) & =(p / q) q \mu(0)+r \mu(1)+q \mu(2) \\
& \leq \max \{p / q, A\}((r+q) \mu(0)+q \mu(1)) \leq A \mu^{\prime}(0) .
\end{aligned}
$$

For $\eta \in(0,1 / 2)$, let $\mathscr{H}_{N}(\eta)$ be the set of all Markov kernels $K$ with $K(x, x) \in(\eta, 1-\eta), x \in V_{N}$.
Theorem 3.8. Fix $A \geq a>1$ and $\eta \in(0,1 / 2)$. Set

$$
\alpha=\alpha(\eta, a, A)=\frac{\eta^{2}\left(1-a^{-1 / 2}\right)^{2}}{A+A^{2}} .
$$

Then, for any initial distribution $\mu_{0} \in \mathscr{M}_{N}^{\uparrow}(a, A)$ and any sequence $\left(K_{i}\right)_{1}^{\infty}$ with $K_{i} \in \mathscr{Q}_{M}^{\uparrow}(a, A) \cap \mathscr{H}_{N}(\eta)$, we have

$$
d_{2}\left(K_{0, n}(x, \cdot), \mu_{n}\right)^{2} \leq \frac{A^{N+1}-A}{A-1}(1-\alpha)^{n},
$$

and

$$
\max _{x, z}\left\{\left|\frac{K_{n, 0}(x, z)}{\mu_{n}(z)}-1\right|\right\} \leq \frac{A^{N+1}-1}{A-1}(1-\alpha)^{n / 2}
$$

In particular, the relative-sup $\epsilon$-merging time of the family $\mathscr{Q}_{N}^{\uparrow}(a, A) \cap \mathscr{H}_{N}(\eta)$ is at most

$$
\frac{2 \log \left(4[(A-1) \epsilon]^{-1}\right)+2(N+1) \log A}{-\log (1-\alpha)}
$$

Remark 3.9. This is an example where one expects the starting point to have a huge influence on the merging time between $K_{0, n}(x, \cdot)$ and $\mu_{n}(\cdot)$. And indeed, the proof given below based on the last two inequalities in Theorem 3.2 shows that the uniform upper bound given above can be drastically improved if one starts from $N$ (or close to $N$ ). This is because, if starting from $N$, the factor $\mu_{0}(N)^{-1}-1$ is bounded above by $1 /(a-1)$. Using this, the proof below shows approximate merging after a constant number of steps if starting from $N$. To obtain the uniform upper bound of Theorem 3.8, we will use the complementary fact that $\mu_{0}(0)^{-1}-1 \leq\left(A^{N+1}-1\right) /(A-1)$.

Proof. To apply Theorem 3.2, we use Remark 3.3 and compute the kernel of $P_{i}=K_{i}^{*} K_{i}$ given by

$$
P_{i}(x, y)=\frac{1}{\mu_{i}(x)} \sum_{z} \mu_{i-1}(z) K_{i}(z, x) K_{i}(z, y) .
$$

We will use that $\left(P_{i}, \mu_{i}\right)$ is reversible with

$$
\begin{equation*}
\mu_{i}(x) P_{i}(x, x+1) \geq \frac{\eta^{2}}{1+A} \mu_{i}(x), x \in\{0, \ldots, N-1\} . \tag{9}
\end{equation*}
$$

To obtain this, observe first that

$$
\mu_{i}(x)=\sum_{z} \mu_{i-1}(z) K_{i}(z, x) \leq(1+A) \mu_{i-1}(x) .
$$

Then write

$$
\begin{aligned}
\mu_{i}(x) P_{i}(x, x+1) \geq & \mu_{i-1}(x) K_{i}(x, x) K_{i}(x, x+1) \\
& +\mu_{i-1}(x+1) K_{i}(x+1, x) K_{i}(x+1, x+1) \\
\geq & \frac{\eta}{1+A}(p+q) \mu_{i}(x) \geq \frac{\eta^{2}}{1+A} \mu_{i}(x) .
\end{aligned}
$$

The fact that $\mu_{i}(x) \geq a \mu_{i}(x-1)$ is equivalent to saying that $\mu_{i}(x)=z_{i} a^{h_{i}(x)}$ with $h_{i}(x+1)-h_{i}(x) \geq$ $1, x \in\{0, N-1\}$. In [10, Proposition 6.1], the Metropolis chain $M=M_{i}$ for any such measure $\mu=\mu_{i}$, with base simple random walk, is studied. There, it is proved that the second largest eigenvalue of the Metropolis chain is bounded by

$$
\beta_{1}\left(M_{i}\right) \leq 1-\left(1-a^{1 / 2}\right)^{2} / 2 .
$$

The Metropolis chain has

$$
\mu_{i}(x) M_{i}(x, x+1)=\frac{1}{2} \mu_{i}(x+1) .
$$

Hence, (9) and $\mu_{i} \in \mathscr{M}^{\uparrow}(a, A)$ give

$$
\mu_{i}(x) P_{i}(x, x+1) \geq \frac{2 \eta^{2}}{(1+A) A} \mu_{i}(x) M_{i}(x, x+1)
$$

Now, a simple comparison argument yields

$$
\beta_{1}(i) \leq 1-\alpha, \quad \alpha=\frac{\eta^{2}\left(1-a^{-1 / 2}\right)^{2}}{A+A^{2}} .
$$

Remark 3.10. The total variation merging of the chains studied above can be obtained by a coupling argument. Indeed, for any staring points $x<y$, construct the obvious coupling that have the chains move in parallel, except when one is at an end point. The order is preserved and the two copies couple when the lowest chain hits $N$. A simple argument bounds the upper tail of this hitting time and shows that order $N$ suffices for total variation merging from any two starting states. For this coupling argument (and thus for the total variation merging result) the upper bound $p / q \leq A$ is irrelevant.

## 4 Stability

This section introduces a concept, $c$-stability, that plays a crucial role in some applications of the singular values techniques used in this paper and in the functional inequalities techniques discussed in [25].
In a sense, this property is a straightforward generalization of the property that a family of kernels share the same invariant measure. We believe that understanding this property is also of independent interest.

Definition 4.1. Fix $c \geq 1$. A sequence of Markov kernels $\left(K_{n}\right)_{1}^{\infty}$ on a finite set $V$ is $c$-stable if there exists a measure $\mu_{0}>0$ such that

$$
\forall n \geq 0, \quad x \in V, \quad c^{-1} \leq \frac{\mu_{n}(x)}{\mu_{0}(x)} \leq c
$$

where $\mu_{n}=\mu_{0} K_{0, n}$. If this holds, we say that $\left(K_{n}\right)_{1}^{\infty}$ is $c$-stable with respect to the measure $\mu_{0}$.
Definition 4.2. A set $\mathscr{Q}$ of Markov kernels is $c$-stable with respect to a probability measure $\mu_{0}>0$ if any sequence $\left(K_{i}\right)_{1}^{\infty}$ such that $K_{i} \in \mathscr{Q}$ is $c$-stable with respect to $\mu_{0}>0$.

Remark 4.3. If all $K_{i}$ share the same invariant distribution $\pi$ then $\left(K_{i}\right)_{1}^{\infty}$ is 1 -stable with respect to $\pi$.

Remark 4.4. Suppose a set $\mathscr{Q}$ of Markov kernels is $c$-stable with respect to a measure $\mu_{0}$. Let $\pi$ be the invariant measure for some irreducible aperiodic $Q \in \mathscr{Q}$. Then we must have (consider the sequence $\left(K_{i}\right)_{1}^{\infty}$ with $K_{i}=Q$ for all $\left.i\right)$

$$
x \in V, \frac{1}{c} \leq \frac{\pi(x)}{\mu_{0}(x)} \leq c
$$

Hence, $\mathscr{Q}$ is also $c^{2}$-stable with respect to $\pi$ and the invariant measures $\pi, \pi^{\prime}$ for any two aperiodic irreducible kernels $Q, Q^{\prime} \in \mathscr{Q}$ must satisfy

$$
\begin{equation*}
x \in V, \frac{1}{c^{2}} \leq \frac{\pi(x)}{\pi^{\prime}(x)} \leq c^{2} . \tag{1}
\end{equation*}
$$

Remark 4.5. It is not difficult to find two Markov kernels $K_{1}, K_{2}$ on a finite state space $V$ that are reversible, irreducible and aperiodic with reversible measures $\pi_{1}, \pi_{2}$ satisfying (1) so that $\left\{K_{1}, K_{2}\right\}$ is not $c$-stable. See, e.g., Remark 2.5. This shows that the necessary condition (1) for a set $\mathscr{Q}$ of Markov kernels to be $c$-stable is not a sufficient condition.

Example 4.6. On $V_{N}=\{0, \ldots, N\}$, consider two birth and death chains $Q_{N, 1}, Q_{N, 2}$ with $Q_{N, i}(x, x+$ 1) $=p_{i}, x \in\{0, \ldots, N-1\}, Q_{N, i}(x, x-1)=q_{i}, x \in\{1, \ldots, N\}, Q_{N, i}(x, x)=r_{i}, x \in\{1, \ldots, N-1\}$, $Q_{N, i}(0,0)=1-p_{i}, Q_{N, i}(N, N)=1-q_{i}, p_{i}+q_{i}+r_{i}=1, i=1,2$. Assume that $r_{i} \in[1 / 4,3 / 4]$. Recall that the invariant (reversible) measure for $Q_{N, i}$ is

$$
\pi_{N, i}(x)=\left(\sum_{y=0}^{N}\left(p_{i} / q_{i}\right)^{y}\right)^{-1}\left(p_{i} / q_{i}\right)^{x} .
$$

For any choice of the parameters $p_{i}, q_{i}$ with $1<p_{1} / q_{1}<p_{2} / q_{2}$ there are no constants $c$ such that the family $\mathscr{Q}_{N}=\left\{Q_{N, 1}, Q_{N, 2}\right\}$ is $c$-stable with respect to some measure $\mu_{N, 0}$, uniformly over $N$ because

$$
\lim _{N \rightarrow \infty} \frac{\pi_{N, 1}(0)}{\pi_{N, 2}(0)}=\infty
$$

However, the sequence $\left(K_{i}\right)_{1}^{\infty}$ defined by $K_{2 i+1}=Q_{1}, K_{2 i}=Q_{2}$, is $c$-stable. Indeed, consider the chain with kernel $Q=Q_{1} Q_{2}$. This chain is irreducible and aperiodic and thus has an invariant measure $\mu_{0}$. Set $\mu_{n}=\mu_{0} K_{0, n}$. Then $\mu_{2 n}=\mu_{0}$ and $\mu_{2 n+1}=\mu_{0} Q_{1}=\mu_{1}$. It is easy to check that

$$
Q(x, x \pm 1) \geq m=\min \left\{\left(p_{1}+p_{2}\right) / 4,\left(q_{1}+q_{2}\right) / 4\right\}>0 .
$$

Since $r_{i}>m, \mu_{i}=\mu_{0} Q_{1}$ and $\mu_{0}=\mu_{1} Q_{2}$ it follows that

$$
m \mu_{0}(x) \leq \mu_{1}(x) \leq m^{-1} \mu_{0}(x)
$$

Hence the sequence $\left(K_{i}\right)_{1}^{\infty}$ is $(1 / m)$-stable.
Theorem 4.7. Let $V_{N}=\{0, \ldots, N\}$. Let $\left(K_{i}\right)_{1}^{\infty}$ be a sequence of birth and death Markov kernels on $V_{N}$. Assume that $K_{i}(x, x), K_{i}(x, x \pm 1) \in[1 / 4,3 / 4], x \in V_{n}, i=1, \ldots$, and that $\left(K_{i}\right)_{1}^{\infty}$ is $c$-stable with respect to the uniform measure on $V_{N}$, for some constant $c \geq 1$ independent of $N$. Then there exists a constant $A=A(c)$ (in particular, independent of $N$ ) such that the relative-sup $\epsilon$-merging time for $\left(K_{i}\right)_{1}^{\infty}$ on $V_{N}$ is bounded by

$$
T_{\infty}(\epsilon) \leq A N^{2}\left(\log N+\log _{+} 1 / \epsilon\right) .
$$

This will be proved later as a consequence of a more general theorem. The estimate can be improved to $T_{\infty}(\epsilon) \leq A N^{2}\left(1+\log _{+} 1 / \epsilon\right)$ with the help of the Nash inequality technique of [25].
We close this section by stating an open question that seems worth studying.
Problem 4.8. Let $\mathscr{Q}$ be a set of irreducible aperiodic Markov kernels on a finite set $V$. Assume that there is a constant $a \geq 1$ such that $\min \{K(x, x): x \in V, K \in \mathscr{Q}\} \geq a^{-1}$, and that for any two kernels $K, K^{\prime}$ in $\mathscr{Q}$ the associate invariant measures $\pi, \pi^{\prime}$ satisfy $a^{-1} \pi \leq \pi^{\prime} \leq a \pi$. Prove or disprove that this implies that $\mathscr{Q}$ is $c$-stable (ideally, with a constant $c$ depending only on $a$ ).

Getting positive results in this direction under strong additional restrictions on the kernels in $\mathscr{Q}$ is of interest. For instance, assume further that the kernels in $\mathscr{Q}$ are all birth and death kernels and that for any two kernels $K, K^{\prime} \in \mathscr{Q}, a^{-1} K(x, y) \leq K^{\prime}(x, y) \leq a K(x, y)$. Prove (or disprove) that $c$-stability holds in this case.
In this general direction, we only have the following (not very practical) simple result.

Proposition 4.9. Assume that there is a constant $a \geq 1$ such that for any two finite sequences $Q_{1}, \ldots, Q_{i}$ and $Q_{1}^{\prime}, \ldots, Q_{j}^{\prime}$ of kernels from $\mathscr{Q}$ the stationary measures $\pi$, $\pi^{\prime}$ of the products $Q_{1} \cdots Q_{i}, Q_{1}^{\prime} \cdots Q_{j}^{\prime}$ satisfy $a^{-1} \pi \leq \pi^{\prime} \leq a \pi$. Then $\mathscr{Q}$ is $a^{2}$-stable with respect to the invariant measure $\pi_{K}$ of any kernel $K \in \mathscr{Q}$.

Proof. Let $\left(K_{i}\right)_{1}^{\infty}$ be a sequence of kernels from $\mathscr{Q}$. By hypothesis, for any fixed $n$, if $\pi_{n}^{\prime}$ denotes the invariant measure of $K_{0, n}=K_{1} \cdots K_{n}$, we have $a^{-1} \pi_{K} \leq \pi_{n}^{\prime} \leq a \pi_{K}$. Hence, $a^{-1} \pi_{n}^{\prime} \leq \pi_{K} K_{0, n} \leq a \pi_{n}^{\prime}$. This implies $a^{-2} \pi_{K} \leq \pi_{K} K_{0, n} \leq a^{2} \pi_{K}$ as desired.

### 4.1 Singular values and c-stability

Suppose $Q$ has invariant measure $\pi$ and second largest singular value $\sigma_{1}$. Then $d_{2}\left(Q_{n}(x, \cdot), \pi\right) \leq$ $\pi(x)^{-1 / 2} \sigma_{1}^{n}$. See, e.g., [12] or [23, Theorem 3.3]. The following two statements can be viewed as a generalization of this inequality and illustrates the use of $c$-stability. The first one uses $c$-stability of the sequence $\left(K_{i}\right)_{1}^{\infty}$ whereas the second assumes the $c$-stability of a set of kernels. In both results, the crucial point is that the unknown singular values $\sigma\left(K_{i}, \mu_{i-1}\right)$ are replaced by expressions that depend on singular values that can, in many cases, be estimated. Theorem 4.7 is a simple corollary of the following theorem.

Theorem 4.10. Fix $c \in(1, \infty)$. Let $\left(K_{i}\right)_{1}^{\infty}$ be a sequence of irreducible Markov kernels on a finite set $V$. Assume that $\left(K_{i}\right)_{1}^{\infty}$ is c-stable with respect to a positive probability measure $\mu_{0}$. For each $i$, set $\mu_{0}^{i}=\mu_{0} K_{i}$ and let $\sigma_{1}\left(K_{i}, \mu_{0}\right)$ be the second largest singular value of $K_{i}$ as an operator from $\ell^{2}\left(\mu_{0}^{i}\right)$ to $\ell^{2}\left(\mu_{0}\right)$. Then

$$
d_{2}\left(K_{0, n}(x, \cdot), \mu_{n}\right) \leq \mu_{0}(x)^{-1 / 2} \prod_{1}^{n}\left(1-c^{-2}\left(1-\sigma_{1}\left(K_{i}, \mu_{0}\right)^{2}\right)\right)^{1 / 2}
$$

In addition,

$$
\left|\frac{K_{0, n}(x, y)}{\mu_{n}(y)}-1\right| \leq c^{1 / 2}\left(\mu_{0}(x) \mu_{0}(y)\right)^{-1 / 2} \prod_{1}^{n}\left(1-c^{-2}\left(1-\sigma_{1}\left(K_{i}, \mu_{0}\right)^{2}\right)\right)^{1 / 2}
$$

Proof. First note that since $\mu_{i-1} / \mu_{0} \in[1 / c, c]$, we have $\mu_{0}^{i} / \mu_{i} \in[1 / c, c]$. Consider the operator $P_{i}$ of Remark 3.3 and its kernel

$$
P_{i}(x, y)=\frac{1}{\mu_{i}(x)} \sum_{z} \mu_{i-1}(z) K_{i}(z, x) K_{i}(z, y) .
$$

By assumption

$$
\mu_{i}(x) P_{i}(x, y) \geq c^{-1} \mu_{0}^{i}(x)\left[\frac{1}{\mu_{0}^{i}(x)} \sum_{z} \mu_{0}(z) K_{i}(z, x) K_{i}(z, y)\right]
$$

where the term in brackets on the right-hand side is the kernel of $K_{i}^{*} K_{i}$ where $K_{i}: \ell^{2}\left(\mu_{0}^{i}\right) \rightarrow \ell^{2}\left(\mu_{0}\right)$. This kernel has second largest eigenvalue $\sigma\left(K_{i}, \mu_{0}\right)^{2}$. A simple eigenvalue comparison argument yields

$$
1-\sigma_{1}\left(K_{i}, \mu_{i-1}\right)^{2} \geq \frac{1}{c^{2}}\left(1-\sigma_{1}\left(K_{i}, \mu_{0}\right)^{2}\right) .
$$

Together with Theorem 3.2, this gives the stated result. The last inequality in the theorem is simply obtained by replacing $\mu_{n}$ by $\mu_{0}$ using $c$-stability.

Theorem 4.11. Fix $c \in(1, \infty)$. Let $\mathscr{Q}$ be a family of irreducible aperiodic Markov kernels on a finite set $V$. Assume that $\mathscr{Q}$ is c-stable with respect to some positive probability measure $\mu_{0}$. Let $\left(K_{i}\right)_{1}^{\infty}$ be a sequence of Markov kernels with $K_{i} \in \mathscr{Q}$ for all $i$. Let $\pi_{i}$ be the invariant measure of $K_{i}$. Let $\sigma_{1}\left(K_{i}\right)$ be the second largest singular value of $K_{i}$ as an operator on $\ell^{2}\left(\pi_{i}\right)$. Then, we have

$$
d_{2}\left(K_{0, n}(x, \cdot), \mu_{n}\right) \leq \mu_{0}(x)^{-1 / 2} \prod_{1}^{n}\left(1-c^{-4}\left(1-\sigma_{1}\left(K_{i}\right)^{2}\right)\right)^{1 / 2}
$$

In addition,

$$
\left|\frac{K_{0, n}(x, y)}{\mu_{n}(y)}-1\right| \leq c^{1 / 2}\left(\mu_{0}(x) \mu_{0}(y)\right)^{-1 / 2} \prod_{1}^{n}\left(1-c^{-4}\left(1-\sigma_{1}\left(K_{i}\right)^{2}\right)\right)^{1 / 2}
$$

Proof. Recall that the hypothesis that $\mathscr{Q}$ is $c$-stable implies $\pi_{i} / \mu_{i} \in\left[1 / c^{2}, c^{2}\right]$. Consider again the operator $P_{i}$ of Remark 3.3 and its kernel

$$
P_{i}(x, y)=\frac{1}{\mu_{i}(x)} \sum_{z} \mu_{i-1}(z) K_{i}(z, x) K_{i}(z, y)
$$

By assumption

$$
\mu_{i}(x) P_{i}(x, y) \geq c^{-2} \pi_{i}(x)\left[\frac{1}{\pi_{i}(x)} \sum_{z} \pi_{i}(z) K_{i}(z, x) K_{i}(z, y)\right]
$$

where the term in brackets on the right-hand side is the kernel of $K_{i}^{*} K_{i}$ where $K_{i}: \ell^{2}\left(\pi_{i}\right) \rightarrow \ell^{2}\left(\pi_{i}\right)$. As $\mu_{i}(x) \leq c^{2} \pi_{i}(x)$, a simple eigenvalue comparison argument yields

$$
1-\sigma_{1}\left(K_{i}, \mu_{i-1}\right)^{2} \geq \frac{1}{c^{4}}\left(1-\sigma_{1}\left(K_{i}\right)^{2}\right)
$$

Together with Theorem 3.2, this gives the desired result.
The following result is an immediate corollary of Theorem4.11. It gives a partial answer to Problem 1.1 stated in the introduction based on the notion of $c$-stability.

Corollary 4.12. Fix $c \in(1, \infty)$ and $\lambda \in(0,1)$. Let $\mathscr{Q}$ be a family of irreducible aperiodic Markov kernels on a finite set $V$. Assume that $\mathscr{Q}$ is c-stable with respect to some positive probability measure $\mu_{0}$ and set $\mu_{0}^{*}=\min _{x}\left\{\mu_{0}(x)\right\}$. For any $K$ in $\mathscr{Q}$, let $\pi_{K}$ be its invariant measure and $\sigma_{1}(K)$ be the singular value of $K$ on $\ell^{2}\left(\pi_{K}\right)$. Assume that, $\forall K \in \mathscr{Q}, \sigma_{1}(K) \leq 1-\lambda$. Then, for any $\epsilon>0$, the relative-sup $\epsilon$-merging time of $\mathscr{Q}$ is bounded above by

$$
\frac{2 c^{4}}{\lambda(2-\lambda)} \log \left(\frac{c^{1 / 2}}{\epsilon \mu_{0}^{*}}\right)
$$

Remark 4.13. The kernels in Remark 2.5 are two reversible irreducible aperiodic kernels $K_{1}$, $K_{2}$ on the 2-point space so that the sequence obtained by alternating $K_{1}, K_{2}$ is not merging in relative-sup distance. While these two kernels satisfy $\max \left\{\sigma_{1}\left(K_{1}\right), \sigma_{2}\left(K_{2}\right)\right\}<1, \mathscr{Q}=\left\{K_{1}, K_{2}\right\}$ fails to be $c$-stable for any $c>0$. The family of kernels

$$
\mathscr{Q}=\left\{M_{p}=\left(\begin{array}{ll}
p & 1-p \\
p & 1-p
\end{array}\right), p \in(0,1)\right\}
$$

has relative-sup merging time bounded by 1 but is not $c$-stable for any $c \geq 1$. To see that $c$-stability fails for $\mathscr{Q}$, note that we may choose a sequence $\left(K_{n}\right)_{1}^{\infty}$ such that $K_{n}=M_{p_{n}}$ where $p_{n} \rightarrow 0$. This shows that the $c$-stability hypothesis is not a necessary hypothesis for the conclusion to hold for certain $\mathscr{Q}$.

The following proposition describes a relation of merging in total variation to merging in the relativemax distance under $c$-stability. Note that we already noticed that without the hypothesis of $c$-stability the properties listed below are not equivalent.

Proposition 4.14. Let $V$ be a state space equipped with a finite family $\mathscr{Q}$ of irreducible Markov kernels. Assume that $\mathscr{Q}$ is $c$-stable and that either of the following conditions hold for each given $K \in \mathscr{Q}$ :
(i) $K$ is reversible with respect to some positive probability measure $\pi>0$.
(ii) There exists $\epsilon>0$ such that $K$ satisfies $K(x, x)>\epsilon$ for all $x$.

Then the following properties are equivalent:

1. Each $K \in \mathscr{Q}$ is irreducible aperiodic (this is automatic under (ii)).
2. $\mathscr{Q}$ is merging in total variation.
3. $\mathscr{Q}$ is merging in relative-sup.

Proof. Clearly the third listed property implies the second which implies the first. We simply need to show that the first property implies the third. Let $\left(K_{n}\right)_{1}^{\infty}$ be a sequence with $K_{n} \in \mathscr{Q}$ for all $n \geq 1$. Let $\pi_{n}$ be the invariant measure for $K_{n}$ and $\sigma_{1}\left(K_{n}\right)$ be its second largest singular value as an operator on $\ell^{2}\left(\pi_{n}\right)$.
Either of the conditions (i)-(ii) above implies that $\sigma_{1}\left(K_{n}\right)<1$. Indeed, if (i) holds, $K_{n}=K_{n}^{*}$ and $\sigma_{1}\left(K_{n}\right)=\max \left\{\beta_{1}\left(K_{n}\right),-\beta_{|V|-1}\left(K_{n}\right)\right\}$ where $\beta_{1}\left(K_{n}\right)$ and $\beta_{|V|-1}\left(K_{n}\right)$ are the second largest and smallest eigenvalues of $K_{n}$ respectively. It is well-known, for a reversible kernel $K_{n}$, the fact that $K_{n}$ is irreducible aperiodic is equivalent to

$$
\max \left\{\beta_{1}\left(K_{n}\right),-\beta_{|V|-1}\left(K_{n}\right)\right\}<1 .
$$

If (ii) holds, Lemma 2.5 of [8] tells us that

$$
\sigma_{1}\left(K_{n}\right) \leq 1-\epsilon\left(1-\beta_{1}\left(\tilde{K}_{n}\right)\right)
$$

where $\tilde{K_{n}}=1 / 2\left(K_{n}+K_{n}^{*}\right)$. If $K_{n}$ is irreducible aperiodic, so is $\tilde{K}_{n}$ and it follows that $\beta_{1}\left(\tilde{K}_{n}\right)<1$. Hence $\sigma_{1}\left(K_{n}\right)<1$. Since $\mathscr{Q}$ is a finite family, the $\sigma_{1}\left(K_{n}\right)$ can be bounded uniformly away from 1 . Theorem 4.11 now yields that $\mathscr{Q}$ is merging in relative-sup.

### 4.2 End-point perturbations for random walk on a stick

This section provides the first non-trivial example of $c$-stability.

Let $p, q, r \geq 0$ be fixed with $p+q+r=1, p \geq q$ and $\min \{q, r\}>0$. On $V_{N}=\{0, \ldots, N\}$, set

$$
Q(x, y)= \begin{cases}p & \text { if } y=x+1 \text { and } x \neq N  \tag{2}\\ 1-p & \text { if } y=x \text { and } x=0 \\ q & \text { if } y=x-1 \text { and } x \neq 0 \\ 1-q & \text { if } y=x \text { and } x=N \\ r & \text { if } y=x \text { and } x \neq 0, N\end{cases}
$$

and let $v$ be the associated reversible probability measure given by

$$
v(x)=c_{N}(p / q)^{x-N}, c_{N}=\frac{1-(q / p)}{1-(q / p)^{N+1}} \text { if } p \neq q
$$

and $v \equiv 1 /(N+1)$ if $p=q$.
Fix $\epsilon \in(0,1)$ and let $\mathscr{Q}(p, q, r, \epsilon)$ be the set of all birth and death kernels $Q_{a, b}$ on $V_{N}=\{0, \ldots, N\}$ of the form

$$
Q_{a, b}(x, y)= \begin{cases}Q(x, y) & \text { if } x \neq 0, N \text { or }|x-y| \geq 2  \tag{3}\\ a & \text { if } x=0 \text { and } y=1 \\ 1-a & \text { if } x=y=0 \\ b & \text { if } x=N \text { and } y=N-1 \\ 1-b & \text { if } x=y=N,\end{cases}
$$

with

$$
p \leq a \leq 1-\epsilon, \quad q \leq b \leq 1-\epsilon
$$

Proposition 4.15. For any $\epsilon \in(0,1 / 2)$ and $\epsilon \leq p, q, r \leq 1-2 \epsilon$, the set $\mathscr{Q}(p, q, r, \epsilon)$ is $c$-stable with respect to the measure $v$ with $c=2+1 / \epsilon$.

This example is interesting in that it seems quite difficult to handle by inspection and algebra. Proving $c$-stability involves keeping track of huge amounts of cancellations, which appears to be rather difficult. We will use an extremely strong coupling property to obtain the result.

Proof. Consider a sequence $\left(Q_{k}\right)_{1}^{\infty}$ such that $Q_{k}=Q_{a_{k}, b_{k}} \in \mathscr{Q}(p, q, r, \epsilon)$. We construct a coupling $\left(W_{t}^{1}, W_{t}^{2}\right)_{0}^{\infty}$ such that marginally $W_{t}^{1}$ is driven by $Q$ and $W_{t}^{2}$ is driven by $\left(Q_{k}\right)_{1}^{\infty}$.
For all $t \geq 0$, let $W_{t}^{1}$ be driven by $Q$. Set $W_{0}^{1}=W_{0}^{2}$ and construct $W_{t}^{2}$ with the property that

$$
\forall t \geq 0,\left|W_{t}^{2}-W_{t}^{1}\right| \leq 1,
$$

inductively as follows.
Case $1 W_{t}^{1}, W_{t}^{2} \in[1, N-1]$. Then

$$
W_{t+1}^{2}= \begin{cases}W_{t}^{2}+1 & \text { if } W_{t+1}^{1}=W_{t}^{1}+1 \\ W_{t}^{2} & \text { if } W_{t+1}^{1}=W_{t}^{1} \\ W_{t}^{2}-1 & \text { if } W_{t+1}^{1}=W_{t}^{1}-1\end{cases}
$$

Note that in this case $\left|W_{t+1}^{1}-W_{t+1}^{2}\right|=\left|W_{t}^{1}-W_{t}^{2}\right|$.

Case $2 W_{t}^{1}=W_{t}^{2} \in\{0, N\}$. Pick $W_{t+1}^{2}$ according to $Q_{t}\left(W_{t}^{2}, \cdot\right)$. Since $W_{t}^{1}$ and $W_{t}^{2}$ are at an end-point then it follows that $\left|W_{t+1}^{1}-W_{t+1}^{2}\right| \leq 1$.
Case 3(a) $W_{t}^{1}=1$ and $W_{t}^{2}=0$. Then

$$
W_{t+1}^{2}= \begin{cases}1 & \text { if } W_{t+1}^{1}=2  \tag{4}\\ W_{t}^{2}+Z_{t} & \text { otherwise }\end{cases}
$$

where $Z_{t}$ is the random variable with distribution (recall that $a_{t}>p$ )

$$
\mathbb{P}\left(Z_{t}=1\right)=\frac{a_{t+1}-p}{1-p} \text { and } \mathbb{P}\left(Z_{t}=0\right)=\frac{1-a_{t+1}}{1-p}
$$

Case 3(b) $W_{t}^{1}=0$ and $W_{t}^{2}=1$. Then

$$
W_{t+1}^{2}= \begin{cases}2 & \text { if } W_{t+1}^{1}=1 \\ W_{t}^{2}+Y_{t} & \text { otherwise }\end{cases}
$$

where $Y_{t}$ is a random variable with distribution

$$
\mathbb{P}\left(Y_{t}=-1\right)=\frac{q}{1-p} \text { and } \mathbb{P}\left(Y_{t}=0\right)=\frac{r}{1-p}
$$

Case 4(a) $W_{t}^{1}=N-1$ and $W_{t}^{2}=N$. Then

$$
W_{t+1}^{2}= \begin{cases}N-1 & \text { if } W_{t+1}^{1}=N-2 \\ W_{t}^{2}+\widetilde{Z}_{t} & \text { otherwise }\end{cases}
$$

where $\widetilde{Z}_{t}$ is a random variable with distribution

$$
\mathbb{P}\left(\widetilde{Z}_{t}=-1\right)=\frac{b_{t+1}-q}{1-q} \text { and } \mathbb{P}\left(\widetilde{Z}_{t}=0\right)=\frac{1-b_{t+1}}{1-q}
$$

Case 4(b) $W_{t}^{1}=N$ and $W_{t}^{2}=N-1$. Then

$$
W_{t+1}^{2}= \begin{cases}N-2 & \text { if } W_{t+1}^{1}=N-1 \\ W_{t}^{2}+\widetilde{Y}_{t} & \text { otherwise }\end{cases}
$$

where $\widetilde{Y}_{t}$ has distribution

$$
\mathbb{P}\left(\widetilde{Y}_{t}=1\right)=\frac{p}{1-q} \text { and } \mathbb{P}\left(Y_{t}=0\right)=\frac{r}{1-q} .
$$

One easily checks that, for all $t>0$, given $W_{0}^{2}, \ldots, W_{t-1}^{2}, W_{t}^{2}=x, W_{t+1}^{2}$ is distributed according to $Q_{t+1}(x, \cdot)$ and that $\left|W_{t}^{2}-W_{t}^{1}\right| \leq 1$.

Armed with this coupling, we now prove the stated stability property. For $x \in V_{N}$, set $A_{x}=\left\{z \in V_{N}\right.$ : $|z-x| \leq 1\}$. We have

$$
W_{t}^{2} \in A_{W_{t}^{1}}, W_{t}^{1} \in A_{W_{t}^{2}} .
$$

If $W_{0}^{1}=W_{0}^{2}$ have initial distribution $v$ then $W_{t}^{1}$ has distribution $v Q^{t}=v$ and $W_{t}^{2}$ has distribution $v_{t}=v K_{0, t}$. Moreover

$$
\begin{aligned}
v(x) & =\mathbb{P}_{v}\left(W_{t}^{1}=x\right) \leq \mathbb{P}\left(W_{t}^{2} \in A_{x}\right)=v_{t}\left(A_{x}\right), \\
v_{t}(x) & =\mathbb{P}_{v}\left(W_{t}^{2}=x\right) \leq \mathbb{P}\left(W_{t}^{1} \in A_{x}\right)=v\left(A_{x}\right) .
\end{aligned}
$$

The second inequality and the explicit formula for $v$ gives

$$
v_{t}(x) \leq((q / p)+1+(p / q)) v(x) \leq\left(2+\epsilon^{-1}\right) v(x)
$$

Since $K_{t}(y, z)=Q_{a_{t}, b_{t}}(y, z) \geq \epsilon$ for all $z$ and $y \in A_{z}$, we also have

$$
v_{t}(x)=v_{t-1} K_{t}(x) \geq \epsilon v_{t-1}\left(A_{x}\right) \geq \epsilon v(x)
$$

Hence

$$
\forall t \geq 0, \quad \epsilon \leq \frac{v_{t}(x)}{v(x)} \leq\left(2+\epsilon^{-1}\right)
$$

Having proved Proposition 4.15, Theorem 4.11, together with well-known results concerning the $p, r, q$ simple random walk on the stick, yields the following result. The details are left to the reader.

Theorem 4.16. Fix $\epsilon \in(0,1 / 2)$ and $\epsilon \leq p, r, q \leq 1-2 \epsilon$.

1. Assume that $p / q \geq 1+\epsilon$. Then there is a constant $D(\epsilon)$ such that the family $\mathscr{Q}(p, q, r, \epsilon)$ has a total variation $\eta$-merging time bounded above by

$$
D(\epsilon)\left(N+\log _{+} 1 / \eta\right)
$$

Furthermore, for any sequence $K_{i} \in \mathscr{Q}(p, r, q, \epsilon)$, we have

$$
n \geq D(\epsilon)\left(N+\log _{+} 1 / \eta\right) \Longrightarrow \max _{x, y, z}\left\{\left|\frac{K_{0, n}(x, z)}{K_{0, n}(y, z)}-1\right|\right\} \leq \eta .
$$

2. Assume that $p=q$. Then there is a constant $D(\epsilon)$ such that the family $\mathscr{Q}(p, q, r, \epsilon)$ has a total variation $\eta$-merging time bounded above by

$$
D(\epsilon) N^{2}\left(\log N+\log _{+} 1 / \eta\right)
$$

Furthermore, for any sequence $K_{i} \in \mathscr{Q}(p, r, q, \epsilon)$, we have

$$
n \geq D(\epsilon) N^{2}\left(\log N+\log _{+} 1 / \eta\right) \Longrightarrow \max _{x, y, z}\left\{\left|\frac{K_{0, n}(x, z)}{K_{0, n}(y, z)}-1\right|\right\} \leq \eta
$$

Remark 4.17. In case 2 , i.e., when $p=q$, the result stated above can be improved by using the Nash inequality techniques developed in [25]. This leads to bounds on the merging times of order $N^{2}$ instead $N^{2} \log N$. Using singular values, we can get a hint that this is the case by considering the average $\ell^{2}$ distance and the first inequality in Theorem 3.2. Indeed, in the case $p=q$, comparison with the simple random walk on the stick yields control not only of the top singular value, but of most singular values. Namely, if $\left(K_{i}\right)_{1}^{\infty}$ is a sequence in $\mathscr{Q}(p, p, r, \epsilon), p, r \in[\epsilon, 1-2 \epsilon]$ and $\mu_{0}=v \equiv 1 /(N+1), \mu_{n}=v K_{0, n}$, then the $j$-th singular value $\sigma_{j}\left(K_{i}, \mu_{i-1}\right)$ is bounded by

$$
\sigma_{j}\left(K_{i}, \mu_{i-1}\right) \leq 1-C(\epsilon)^{-1}\left(\frac{j}{N}\right)^{2}
$$

Using this in the first inequality stated in Theorem 3.2 (together with stability) yields

$$
\frac{1}{(N+1)^{2}} \sum_{x, y}\left|\frac{K_{0, n}(x, y)}{\mu_{n}(y)}-1\right|^{2} \leq \eta \quad \text { if } \quad n \geq D(\epsilon) N^{2}\left(1+\log _{+}(1 / \eta)\right)
$$

## 5 Stability of some inhomogeneous birth and death chains

Recall that a necessary condition for a family $\mathscr{Q}$ of irreducible aperiodic Markov kernels to be $c$-stable is that, for any pair of kernels in $\mathscr{Q}$, the associated stationary measures $\pi, \pi^{\prime}$ satisfy $c^{-2} \leq \pi / \pi^{\prime} \leq c^{2}$. In less precise terms, all the stationary measures must have a similar behavior which we refer to as the stationary measure behavior of the family.
The goal of this section is to provide examples of $c$-stable families of Markov chains that allow for a great variety of stationary measure behaviors. Because we lack techniques to study c-stability, providing such examples is both important and not immediate. The examples presented in this section are sets of "perturbations" of birth and death chains having a center of symmetry. Except for this symmetry, the stationary measure of the birth and death chain that serves as the basis for the family is arbitrary. Hence, this produces examples with a wide variety of behaviors.

### 5.1 Middle edge perturbation for birth and death chains with symmetry

For $N \geq 1$, a general birth a death chain on $[-N, N]$ is described by

$$
Q(x, y)= \begin{cases}p_{x} & \text { if } y=x+1 \\ q_{x} & \text { if } y=x-1 \\ r_{x} & \text { if } y=x \text { and } y \neq-N, N \\ 0 & \text { otherwise }\end{cases}
$$

with $p_{N}=q_{-N}=0$ and $1=p_{x}+q_{x}+r_{x}$ for all $x \in[-N, N]$. We consider the case when for all $x \in[-N, N]$

$$
\begin{equation*}
p_{x}=q_{-x} \text { and } r_{x}=r_{-x} \tag{1}
\end{equation*}
$$

This immediately implies that $q_{0}=p_{0}$. The kernel $Q$ has reversible stationary distribution,

$$
v(x)=c \prod_{y=-N+1}^{x} \frac{p_{y-1}}{q_{y}}
$$

where $c$ is the appropriate normalizing constant. Moreover, one checks that

$$
v(-x)=v(x), x \in[-N, N] .
$$

For $\epsilon \in \mathbb{R}$, let $\Delta_{\epsilon}$ be the (non-Markovian) kernel defined by

$$
\Delta_{\epsilon}(x, y)= \begin{cases}\epsilon & \text { if }(x, y)=(0,1)  \tag{2}\\ -\epsilon & \text { if }(x, y)=(0,-1) \\ 0 & \text { otherwise }\end{cases}
$$

For $\epsilon \in\left(-q_{0}, q_{0}\right)$, the perturbation $Q_{\epsilon}=Q+\Delta_{\epsilon}$ of $Q$ is a Markov kernel and has stationary distribution

$$
v_{\epsilon}(x)=\left\{\begin{array}{lll}
c_{\epsilon} \prod_{y=-N+1}^{z} \frac{p_{y-1}}{q_{y}} \frac{q_{0}-\epsilon}{q_{0}-\epsilon} & \text { if } z<0  \tag{3}\\
c_{\epsilon} \prod_{y=-N+1}^{0} \frac{p_{y-1}}{q_{y}} \frac{q_{0}}{q_{0}-\epsilon} & \text { if } z=0 \\
c_{\epsilon} \prod_{y=-N+1}^{z} \frac{p_{y-1}}{q_{y}} \frac{q_{0}+\epsilon}{q_{0}-\epsilon} & \text { if } z>0
\end{array}\right.
$$

where $c_{\epsilon}$ is a normalizing constant. Using the facts the $\sum v_{\epsilon}(x)=1$ and (1) it follows that

$$
\frac{q_{0}}{q_{0}-\epsilon} c_{\epsilon}=c
$$

This implies that

$$
v_{\epsilon}(x)= \begin{cases}v(z)-\frac{\epsilon v(z)}{q_{0}} & \text { if } z<0 \\ v(0) & \text { if } z=0 \\ v(z)+\frac{\epsilon v(z)}{q_{0}} & \text { if } z>0\end{cases}
$$

Definition 5.1. Fix $\epsilon \in\left[0, q_{0}\right)$ and set $\mathscr{Q}_{N}(Q, \epsilon)=\left\{Q_{\delta}: \delta \in[-\epsilon, \epsilon]\right\}$.
Definition 5.2. Fix $\epsilon \in\left[0, q_{0}\right)$. Let $\mathscr{S}_{N}(\nu, \epsilon)$ be the set of probability measures $\mu$ on $[-N, N]$ satisfying the following two properties:
(1) for $x \in[-N, N]$, there exist constants $a_{\mu, x}$ such that $a_{\mu, x}=a_{\mu,-x}$ and

$$
\mu(x)= \begin{cases}v(x)+a_{\mu, x} & \text { if } x>0 \\ v(x)-a_{\mu, x} & \text { if } x<0 \\ v(0) & \text { if } x=0\end{cases}
$$

(2) for all $x \in[0, N]$,

$$
v_{\epsilon}(x) \geq \mu(x) \geq v_{-\epsilon}(x) \text { and } v_{\epsilon}(-x) \leq \mu(-x) \leq v_{-\epsilon}(-x)
$$

where $v_{\epsilon}$ and $v_{-\epsilon}$ are defined in (3).
Theorem 5.3. Fix $\epsilon \in\left[0, q_{0}\right)$. Let $\mu \in \mathscr{S}_{N}(v, \epsilon)$. Then for any $\delta \in[-\epsilon, \epsilon]$ we have $\mu Q_{\delta} \subseteq \mathscr{S}_{N}(v, \epsilon)$.

Proof. Let $\mu \in \mathscr{S}_{N}(v, \epsilon)$.
(1) Set $a_{0}=0$, for any $x \in[1, N-1]$ we have that

$$
\begin{aligned}
\mu Q(x) & =p_{x-1} \mu(x-1)+r_{x} \mu(x)+q_{x+1} \mu(x+1) \\
& =v(x)+p_{x-1} a_{x-1}+r_{x} a_{x}+q_{x+1} a_{x+1}
\end{aligned}
$$

and

$$
\begin{aligned}
\mu Q(-x) & =p_{-x-1} \mu(-x-1)+r_{-x} \mu(-x)+q_{-x+1} \mu(-x+1) \\
& =v(-x)-p_{-x-1} a_{-x-1}-r_{-x} a_{-x}-q_{-x+1} a_{-x+1} \\
& =v(-x)-\left(p_{x-1} a_{x-1}+r_{x} a_{x}+q_{x+1} a_{x+1}\right) .
\end{aligned}
$$

At the end-points $-N$ and $N$ we get that

$$
\begin{aligned}
\mu Q(N) & =\mu(N)\left(1-q_{N}\right)+\mu(N-1) p_{N-1} \\
& =v(N)+a_{N}\left(1-q_{N}\right)+a_{N-1} p_{N-1}
\end{aligned}
$$

and

$$
\begin{aligned}
\mu Q(-N) & =\mu(-N)\left(1-p_{-N}\right)+\mu(-N+1) q_{-N+1} \\
& =v(-N)-a_{-N}\left(1-p_{-N}\right)-a_{-N+1} q_{-N+1} \\
& =v(N)-\left(a_{N}\left(1-q_{N}\right)+a_{N-1} p_{N-1}\right) .
\end{aligned}
$$

Using similar arguments, it is easy to verify that $\mu Q(0)=v(0)$.
To check that $\mu Q_{\delta}$ satisfies (1) of Definition 5.2 we note that

$$
\mu \Delta_{\delta}(x)= \begin{cases}\delta \mu(0) & \text { if } x=1 \\ -\delta \mu(0) & \text { if } x=-1 \\ 0 & \text { otherwise }\end{cases}
$$

The desired result now follows from the fact that for any $x \in[-N, N]$

$$
\mu Q_{\delta}(x)=\mu Q(x)+\mu \Delta_{\delta}(x) .
$$

(2) For any $\delta \in[-\epsilon, \epsilon]$ we have that

$$
Q_{\delta}=Q_{\epsilon}-\Delta_{\epsilon}+\Delta_{\delta}=Q_{\epsilon}-\Delta_{\epsilon-\delta} .
$$

It follows that $v_{\epsilon} Q_{\delta}=v_{\epsilon}-v_{\epsilon} \Delta_{\epsilon-\delta}$. We get that

$$
v_{\epsilon} Q_{\delta}(x)= \begin{cases}v_{\epsilon}(1)-(\epsilon-\delta) v_{\epsilon}(0) & \text { if } x=1 \\ v_{\epsilon}(-1)+(\epsilon-\delta) v_{\epsilon}(0) & \text { if } x=-1 \\ v_{\epsilon}(x) & \text { otherwise }\end{cases}
$$

and

$$
v_{-\epsilon} Q_{\delta}(x)= \begin{cases}v_{-\epsilon}(1)+(\epsilon+\delta) v_{-\epsilon}(0) & \text { if } x=1 \\ v_{-\epsilon}(-1)-(\epsilon+\delta) v_{-\epsilon}(0) & \text { if } x=-1 \\ v_{-\epsilon}(x) & \text { otherwise }\end{cases}
$$

Since $\delta \in[-\epsilon, \epsilon]$, we have that for $x \in[0, N]$

$$
\begin{equation*}
v_{\epsilon} Q_{\delta}(x) \leq v_{\epsilon}(x) \text { and } v_{-\epsilon} Q_{\delta}(x) \geq v_{-\epsilon}(x) \tag{4}
\end{equation*}
$$

and also that,

$$
\begin{equation*}
v_{\epsilon} Q_{\delta}(-x) \geq v_{\epsilon}(-x) \text { and } v_{-\epsilon} Q_{\delta}(-x) \leq v_{-\epsilon}(-x) . \tag{5}
\end{equation*}
$$

By property (2) of $\mu$ being in $\mathscr{S}_{N}(v, \epsilon)$ we get that for any $x \in[1, N]$

$$
v_{\epsilon} Q_{\delta}(x) \geq \mu Q_{\delta}(x) \geq v_{-\epsilon} Q_{\delta}(x) \text { and } v_{\epsilon} Q_{\delta}(-x) \leq \mu Q_{\delta}(-x) \leq v_{-\epsilon} Q_{\delta}(-x)
$$

Equations (5) and (4) imply that for $x \in[1, N]$

$$
v_{\epsilon}(x) \geq \mu Q_{\delta}(x) \geq v_{-\epsilon}(x) \text { and } v_{\epsilon}(-x) \leq \mu Q_{\delta}(-x) \leq v_{-\epsilon}(-x)
$$

The inequalities above, along with the first part of the proof give the desired result.
Theorem 5.4. Fix $\epsilon \in\left[0, q_{0}\right)$. The set $\mathscr{Q}_{N}(Q, \epsilon)$ is $\frac{q_{0}+\epsilon}{q_{0}-\epsilon}$-stable with respect to any measure $\mu_{0} \in$ $\mathscr{S}_{N}(\epsilon, v)$.

Proof. Let $\mu_{0} \in \mathscr{S}_{N}(v, \epsilon)$, and set $\mu_{n}=\mu_{0} K_{0, n}$. By Theorem5.3it follows that for any $n \geq 0$ and any $x \in[0, N]$

$$
v_{\epsilon}(x) \geq \mu_{n}(x) \geq v_{-\epsilon}(x) \text { and } v_{\epsilon}(-x) \leq \mu_{n}(-x) \leq v_{-\epsilon}(-x)
$$

So we have that for any $x \in[-N, N]$

$$
\min _{z} \frac{v_{\epsilon}(z)}{v(z)} \leq \frac{\mu_{n}(x)}{v(x)} \leq \max _{z} \frac{v_{\epsilon}(z)}{v(z)} .
$$

Recall that

$$
c_{\epsilon}\left(\frac{q_{0}}{q_{0}-\epsilon}\right)=c .
$$

It follows that

$$
\max _{z} \frac{v_{\epsilon}(z)}{v(z)}=\frac{c_{\epsilon}}{c}\left(\frac{q_{0}+\epsilon}{q_{0}-\epsilon}\right)=\frac{q_{0}+\epsilon}{q_{0}}, \min _{z} \frac{v_{\epsilon}(z)}{v(z)}=\frac{c_{\epsilon}}{c}=\frac{q_{0}-\epsilon}{q_{0}} .
$$

We get

$$
\frac{q_{0}-\epsilon}{q_{0}} \leq \frac{\mu_{n}(x)}{v(x)} \leq \frac{q_{0}+\epsilon}{q_{0}}
$$

which implies,

$$
\frac{q_{0}-\epsilon}{q_{0}+\epsilon} \leq \frac{\mu_{n}(x)}{\mu_{0}(x)} \leq \frac{q_{0}+\epsilon}{q_{0}-\epsilon} .
$$

### 5.2 Example: the binomial chain

We now illustrate the above construction on a classical example, the (centered) binomial distribution $\pi(x)=2^{-2 N}\binom{2 N}{N+x}$ on $V_{N}=\{-N, \ldots, N\}$. The birth and death chain $Q$ given by

$$
Q(x, x+1)=\frac{N-x}{2 N+1}, Q(x, x-1)=\frac{N+x}{2 N+1}, Q(x, x)=\frac{1}{2 N+1}
$$

admits the binomial distribution $\pi$ as reversible measure. It is obviously symmetric with respect to 0 . Its second largest singular value (=eigenvalue) is $1-2 /(2 N+1)$. By Theorem 5.4, the set $\mathscr{Q}_{N}(\epsilon)=\mathscr{Q}_{N}(Q, \epsilon)$ with $\epsilon \in\left[0, q_{0}\right)$ is $\left(q_{0}+\epsilon\right) /\left(q_{0}-\epsilon\right)$-stable. Here, $q_{0}=N /(2 N+1)$. Hence we can apply Theorem 4.11 which yields a constant $A$ (independent of $N$ ) such that, for any sequence $\left(K_{i}\right)_{1}^{\infty}$ with $K_{i} \in \mathscr{Q}_{N}\left(q_{0} / 2\right)$,

$$
\begin{equation*}
\max _{x, y, z}\left\{\left|\frac{K_{0, n}(x, z)}{K_{0, n}(y, z)}-1\right|\right\} \leq \eta \text { if } n \geq \operatorname{AN}(N+\log 1 / \eta) \tag{6}
\end{equation*}
$$

This is a good example to point out that the present singular value technique is most precise when applied to bound the average $\ell^{2}$-distance

$$
\left(\sum_{x, y}\left|\frac{K_{0, n}(x, y)}{\mu_{n}(y)}-1\right|^{2} \mu_{n}(y) \mu_{0}(x)\right)^{1 / 2}
$$

(here $\mu_{0}=\pi, \mu_{n}=\pi K_{0, n}$ which, by $c$-stability, is comparable to $\pi$ ). Indeed, to bound this quantity, Theorem 3.2 allows us to use information on all singular values, not just the second largest. The singular values of $Q$ not equal to 1 are the numbers $|2 N+1-2 i| /(2 N+1)$ with multiplicity $\binom{2 N}{i}+\binom{2 N}{2 N+1-i}, i=1, \ldots, N$ (this follows from the classical fact that the eigenvalues are $(2 N+1-2 i) /(2 N+1)$ with multiplicity $\left.\binom{2 N}{i}, i=0, \ldots, 2 N\right)$. The technique behind the proof of Theorem 4.11 yields

$$
\sum_{x, y}\left|\frac{K_{0, n}(x, y)}{\mu_{n}(y)}-1\right|^{2} \mu_{n}(y) \mu_{0}(x) \leq \eta^{2}
$$

for $n \geq A N(\log N+\log 1 / \eta)$. This indicates merging after order $N \log N$ steps whereas the bound (6) requires $N^{2}$ steps. Singular values alone do not yield a bound of order $N \log N$ for the $\ell^{2}$ distance from a fixed starting point or for the relative-sup merging time. In [25], such an improved upper bound is obtained by using a logarithmic Sobolev inequality. Figure 1 in the introduction illustrates the merging in time of order $N \log N$ of a time inhomogeneous chain of this type driven by a sequence $\left(K_{i}\right)_{1}^{\infty}$ with $K_{i} \in\left\{Q_{\delta_{1}}, Q_{\delta_{2}}\right\} \subset \mathscr{Q}_{N}\left(Q, \delta_{1}\right)$ with

$$
\delta_{1}=\frac{N}{2(2 N+1)} \text { and } \delta_{2}=-\frac{N}{4(2 N+1)} .
$$

In Figure 1, $N=30$.

## 6 Two-point inhomogeneous Markov chains

This final section examines time inhomogeneous Markov chains on the two-point space. We characterize total variation merging and discuss stability and relative-sup merging.

### 6.1 Parametrization

Let $V=\{0,1\}$ be the two-point space. Let $0 \leq p \leq 1$, and set

$$
M_{p}(x, y)= \begin{cases}p & \text { if } y=0  \tag{1}\\ 1-p & \text { if } y=1\end{cases}
$$

Obviously, this chain has stationary measure

$$
v_{p}(z)= \begin{cases}p & \text { if } x=0 \\ 1-p & \text { if } x=1\end{cases}
$$

In fact, for any probability measure $\mu, \mu M_{p}=v_{p}$. Let $I$ denote the $2 \times 2$ identity matrix and consider the family of kernels

$$
\mathscr{M}_{p}=\left\{K[\alpha, p]: K[\alpha, p]=\left(\frac{1}{1+\alpha}\right)\left(\alpha I+M_{p}\right): \alpha \in[-\min \{p, 1-p\}, \infty]\right\} .
$$

By convention we have that $I=K[\infty, p]$ for all $0 \leq p \leq 1$. Any kernel in $\mathscr{M}_{p}$ has invariant measure $v_{p}$ and $\mathscr{M}_{p}$ is exactly the set of all Markov kernels on $V$ with invariant measure $v_{p}$. Indeed, if $q_{1}, q_{2} \in[0,1]$ and

$$
K=\left(\begin{array}{ll}
q_{1} & 1-q_{1} \\
q_{2} & 1-q_{2}
\end{array}\right)
$$

then solving the equation $(1+\alpha) K=\alpha I+M_{p}$ yields

$$
\alpha=\frac{q_{1}-q_{2}}{1+q_{2}-q_{1}} \text { and } p=\frac{q_{2}}{1+q_{2}-q_{1}} .
$$

Note that $K[\alpha, p]$ has no holding in at least one point in $V$ when $\alpha=-\min \{p, 1-p\}$. Also, the only non irreducible kernels are I and those with $\min \{p, 1-p\}=0$ whereas the only irreducible periodic kernel is $K[-1 / 2,1 / 2]$. For later purpose, we note that the nontrivial eigenvalue $\beta_{1}(K[\alpha, p])$ of $K[\alpha, p]$ is given by

$$
\begin{equation*}
\beta_{1}(K[\alpha, p])=\frac{\alpha}{1+\alpha} . \tag{2}
\end{equation*}
$$

### 6.2 Total variation merging

Let $\left(K_{i}\right)_{1}^{\infty}$ with $K_{i}=K\left[\alpha_{i}, p_{i}\right], p_{i} \in[0,1], \alpha_{i} \in\left[-\min \left\{p_{i}, 1-p_{i}\right\}, \infty\right) \subset[-1 / 2, \infty)$. The following statement identifies $K_{0, n}$ using the ( $\alpha, p$ )-parametrization.
Lemma 6.1.

$$
K_{0, n}=\left(\frac{1}{1+\alpha_{0, n}}\right)\left(\alpha_{0, n} I+M_{p_{0, n}}\right)=K\left[\alpha_{0, n}, p_{0, n}\right]
$$

where

$$
\begin{equation*}
\alpha_{0, n}=\frac{\prod_{i=1}^{n} \alpha_{i}}{\prod_{i=1}^{n}\left(1+\alpha_{i}\right)-\prod_{i=1}^{n} \alpha_{i}} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{0, n}=\frac{\sum_{i=1}^{n}\left(\prod_{j=1}^{i-1}\left(1+\alpha_{j}\right)\right)\left(\prod_{j=i+1}^{n} \alpha_{j}\right) p_{i}}{\prod_{i=1}^{n}\left(1+\alpha_{i}\right)-\prod_{i=1}^{n} \alpha_{i}} \tag{4}
\end{equation*}
$$

Proof. This can be shown by induction. Note that $K_{0,2}=K_{1} K_{2}$ is equal to

$$
\frac{1}{1+\alpha_{0,2}}\left(\alpha_{0,2} I+M_{p_{0,2}}\right)
$$

with

$$
\alpha_{0,2}=\frac{\alpha_{1} \alpha_{2}}{1+\alpha_{1}+\alpha_{2}}, \quad p_{0,2}=\frac{\alpha_{2} p_{1}+\left(1+\alpha_{1}\right) p_{2}}{1+\alpha_{1}+\alpha_{2}}
$$

Using the two step formula above for $K_{0, n+1}=K_{0, n} K_{n+1}$, we have

$$
\begin{equation*}
\alpha_{0, n+1}=\frac{\alpha_{0, n} \alpha_{n+1}}{1+\alpha_{0, n}+\alpha_{n+1}} \text { and } p_{0, n+1}=\frac{\alpha_{n+1} p_{0, n}+\left(1+\alpha_{0, n}\right) p_{n+1}}{1+\alpha_{0, n}+\alpha_{n+1}} \tag{5}
\end{equation*}
$$

To see that $\alpha_{0, n+1}$ and $p_{0, n+1}$ can be written in the forms of (3) and (4), we use the induction hypothesis along with the equality

$$
1+\alpha_{0, n}+\alpha_{n+1}=\frac{\prod_{i=1}^{n+1}\left(1+\alpha_{i}\right)-\prod_{i=1}^{n+1} \alpha_{i}}{\prod_{i=1}^{n}\left(1+\alpha_{i}\right)-\prod_{i=1}^{n} \alpha_{i}}
$$

To study the merging properties of $\left(K_{i}\right)_{1}^{\infty}$, observe that, for any two initial probability measures $\mu_{0}$ and $v_{0}$ on $V$, we have

$$
\begin{align*}
\mu_{n}-v_{n} & =\mu_{0} K_{0, n}-v_{0} K_{0, n} \\
& =\left(\frac{1}{1+\alpha_{0, n}}\right)\left(\alpha_{0, n}\left(\mu_{0}-v_{0}\right) I+\left(\mu_{0}-v_{0}\right) M_{p_{0, n}}\right) \\
& =\left(\frac{\alpha_{0, n}}{1+\alpha_{0, n}}\right)\left(\mu_{0}-v_{0}\right)=\left(\prod_{i=1}^{n} \frac{\alpha_{i}}{1+\alpha_{i}}\right)\left(\mu_{0}-v_{0}\right) \tag{6}
\end{align*}
$$

This, together with elementary considerations, yields the following proposition.
Proposition 6.2. The sequence $\left(K_{i}\right)_{1}^{\infty}$ is not merging in total variation if and only if the following three conditions hold:

1. For all $i, \alpha_{i} \neq 0$;
2. $\sum_{i: \alpha_{i}<0}\left(1+2 \alpha_{i}\right)<\infty$;
3. $\sum_{i: \alpha_{i}>0}\left(1+\alpha_{i}\right)^{-1}<\infty$.

Remark 6.3. The meaning of this proposition is that, in order to avoid merging we must prevent $\alpha_{i}=0$ (i.e., $K_{i}=M_{p_{i}}$ ) for some $i$ and have $K_{i}$ approaching either $I$ (no moves) or $K[-1 / 2,1 / 2]$ (periodic chain) at fast enough rates. For instance, for $i=1,2, \ldots$, take

$$
K_{2 i+1}=\left(\begin{array}{cc}
1-i^{-2} & i^{-2} \\
(2 i)^{-2} & 1-(2 i)^{-2}
\end{array}\right), \quad K_{2 i}=\left(\begin{array}{cc}
i^{-2} & 1-i^{-2} \\
1-(3 i)^{-2} & (3 i)^{-2}
\end{array}\right)
$$

Then $\alpha_{2 i+1}=(4 / 5) i^{2}-1 \rightarrow \infty$ and $\alpha_{2 i}=-\left(1-10 i^{-2} / 9\right) /\left(2-10 i^{-2} / 9\right) \rightarrow-1 / 2$ and there is no merging.

Proposition 6.4. Let $\mathscr{Q}=\left\{K\left[\alpha_{1}, p_{1}\right], \ldots, K\left[\alpha_{m}, p_{m}\right]\right\}$ be a finite family of irreducible Markov kernels on $V=\{0,1\}$. This family is merging in total variation if and only if $K[-1 / 2,1 / 2] \notin \mathscr{Q}$, that is $\left(\alpha_{i}, p_{i}\right) \neq(-1 / 2,1 / 2), i=1, \ldots, m$.

Proof. Recall that, by definition, $\mathscr{Q}$ is merging if any sequence made of kernels from $\mathscr{Q}$ is merging. If $K[-1 / 2,1 / 2] \notin \mathscr{Q}$ then for any infinite sequence from $\mathscr{Q}$ either condition 2 or condition 3 of Proposition 6.2 is violated and we have merging.

Remark 6.5. The family $\mathscr{Q}$ considered in Proposition 6.4 may not be merging in relative-sup distance even when $K[-1 / 2,1 / 2] \notin \mathscr{Q}$. Indeed, Remark 6.9 gives an example of kernels $K\left[\alpha_{i}, p_{i}\right], K\left[\alpha_{j}, p_{j}\right] \neq K[-1 / 2,1 / 2]$ such that the product $K\left[\alpha_{i}, p_{i}\right] K\left[\alpha_{j}, p_{j}\right]$ has an absorbing state at 0 and 1 is not absorbing. For any measure $\mu_{0}>0$, the sequence $\left(K_{n}\right)_{1}^{\infty}$, with $K_{n}=K\left[\alpha_{i}, p_{i}\right]$ if $n$ is odd and $K_{n}=K\left[\alpha_{j}, p_{j}\right]$ otherwise, satisfies

$$
\lim _{n \rightarrow \infty} \mu_{2 n}(1)=0
$$

Remark 6.6. Consider a sequence $\left(K_{i}\right)_{1}^{\infty}$ of Markov kernels on the two-point space such that (1) is satisfied. Write $K_{i}=K\left[\alpha_{i}, p_{i}\right]$. Because the kernels are reversible, (1) and formula (2) yield

$$
\left|\alpha_{i}\right| /\left(1+\alpha_{i}\right) \leq \beta<1 .
$$

This implies that the $\alpha_{i}$ 's stay uniformly away from $-1 / 2$ and $+\infty$. By Proposition 6.2 and (6) we get

$$
\left\|K_{0, n}(0, \cdot)-K_{0, n}(1, \cdot)\right\|_{\mathrm{TV}} \leq \beta^{n} .
$$

### 6.3 Stability

The study of stability on the 2-point space turns out to be quite interesting. We prove the following result which readily follows from the more precise statement in Proposition 6.10 below.

Theorem 6.7. Fix $0<\epsilon \leq \eta \leq 1 / 2$. Let $\mathscr{Q}(\epsilon, \eta)$ be the set of all Markov kernels $K[\alpha, p]$ on $\{0,1\}$ with

$$
p \in[\eta, 1-\eta] \text { and } \alpha \in[-\min (p, 1-p)+\epsilon, \infty) .
$$

Then $\mathscr{Q}(\epsilon, \eta)$ is $\left(\epsilon^{2} \eta\right)^{-1}$-stable with respect to any measure $\mu_{0}$ with $\mu_{0}(0) \in[\eta, 1-\eta]$.
The special case in the following proposition is easy but important for the treatment of the general case in Theorem 6.7.

Proposition 6.8. Fix $\eta \in(0,1 / 2)$ and let

$$
\mathscr{Q}(+, \eta)=\{K[\alpha, p]: \alpha \geq 0, p \in[\eta, 1-\eta]\} .
$$

Then $\mathscr{Q}(+, \eta)$ is $\eta^{-1}$-stable with respect to any measure $\mu_{0}$ with $\mu_{0}(0) \in[\eta, 1-\eta]$.
Proof. The crucial point is that when all $\alpha_{i}$ are non-negative then $p_{0, n}$ is a convex combination of the $p_{i}, 1 \leq i \leq n$. Hence $p_{0, n} \in[\eta, 1-\eta]$ and $\mu_{n}(0) \in[\eta, 1-\eta]$. This gives the stated result.

When the $\alpha_{i}$ are not all positive it is still possible to show $c$-stability but the proof is bit subtle. This illustrates in this simple case the intrinsic difficulties related to the notion of stability.
Remark 6.9. Consider the product $K\left[\alpha_{1}, p_{1}\right] K\left[\alpha_{2}, p_{2}\right]=K\left[\alpha_{0,2}, p_{0,2}\right]$ when $p_{1} \neq p_{2}, \min \left(p_{1}, 1-\right.$ $\left.p_{1}\right)=1-p_{1}, \min \left(p_{2}, 1-p_{2}\right)=p_{2}, \alpha_{1}=-\left(1-p_{1}\right)$ and $\alpha_{2}=-p_{2}$. Then

$$
p_{0,2}=\frac{\alpha_{2} p_{1}+\left(1+\alpha_{1}\right) p_{2}}{1+\alpha_{1}+\alpha_{2}}=\frac{-p_{2} p_{1}+p_{1} p_{2}}{p_{2}-p_{1}}=0 .
$$

Proposition 6.10. Let $K_{i}=K\left[\alpha_{i}, p_{i}\right], i=1,2, \ldots$, be a sequence of Markov kernels on $\{0,1\}$ with $K_{i} \in \mathscr{Q}(\epsilon, \eta)$. Then $p_{0, n} \in\left[\epsilon^{2} \eta, 1-\epsilon^{2} \eta\right]$ for all $n \geq 1$.

In order to prove this proposition, we need the following technical lemma.
Lemma 6.11. Fix $0 \leq \epsilon \leq \eta \leq 1 / 2$. Let $K_{1}=K\left[\alpha_{1}, p_{1}\right]$ and $K_{2}=K\left[\alpha_{2}, p_{2}\right]$ be two Markov kernels on $\{0,1\}$. Assume that $p_{i} \in[\eta, 1-\eta], i=1,2$.
(1) If $\alpha_{1} \geq 0$ and $\alpha_{2} \geq 0$ then $p_{0,2} \in[\eta, 1-\eta]$.
(2) If $\alpha_{1} \in\left[-\min \left(p_{1}, 1-p_{1}\right)+\epsilon, 0\right]$ and $\alpha_{2} \geq 0$ then

$$
\alpha_{0,2} \in\left[-\min \left(p_{0,2}, 1-p_{0,2}\right)+\epsilon, 0\right] \text { and } p_{0,2} \in[\eta, 1-\eta] .
$$

(3) If $\alpha_{1} \in\left[-\min \left(p_{1}, 1-p_{1}\right)+\epsilon, \infty\right)$ and $\alpha_{2} \in\left[-\min \left(p_{2}, 1-p_{2}\right)+\epsilon, 0\right]$ then $p_{0,2} \in[\epsilon \eta, 1-\epsilon \eta]$.

Proof. (1) The fact that $p_{0,2} \in[\eta, 1-\eta]$ follows since $p_{0,2}$ is a convex combination of $p_{1}$ and $p_{2}$ and $\alpha_{0,2} \geq 0$ follows by Lemma 6.1.
(2) Since $1+\alpha_{1} \geq 0$ then $p_{0,2}$ is a convex combination of $p_{1}$ and $p_{2}$ so we get $p_{0,2} \in[\eta, 1-\eta]$. To see that $\alpha_{0,2} \in\left[0,-\min \left(p_{0,2}, 1-p_{0,2}\right)+\epsilon\right]$, Lemma 6.1 implies that we just need to check the following two inequalities:
(a) $\left|\alpha_{1} \alpha_{2}\right| \leq p_{1} \alpha_{2}+\left(1+\alpha_{1}\right) p_{2}-\epsilon\left(1+\alpha_{1}+\alpha_{2}\right)$. This inequality follows from

$$
\begin{aligned}
p_{1} \alpha_{2}+(1+ & \left.\alpha_{1}\right) p_{2}-\epsilon\left(1+\alpha_{1}+\alpha_{2}\right)+\alpha_{1} \alpha_{2} \\
& =\alpha_{2}\left(p_{1}+\alpha_{1}\right)+\left(1+\alpha_{1}\right) p_{2}-\epsilon\left(1+\alpha_{1}+\alpha_{2}\right) \\
& \geq \epsilon \alpha_{2}+\left(1+\alpha_{1}\right) p_{2}-\epsilon\left(1+\alpha_{1}+\alpha_{2}\right) \\
& =\left(1+\alpha_{1}\right)\left(p_{2}-\epsilon\right) \geq\left(1+\alpha_{1}\right)(\eta-\epsilon) \geq 0 .
\end{aligned}
$$

(b) $\left|\alpha_{1} \alpha_{2}\right| \leq q_{1} \alpha_{2}+\left(1+\alpha_{1}\right) q_{2}-\epsilon\left(1+\alpha_{1}+\alpha_{2}\right)$ where $q_{i}=1-p_{i}$. This inequality follows from the same calculations as in part (a) and the facts that $q_{i} \in[\eta, 1-\eta]$ and $\alpha_{i} \geq-q_{i}+\epsilon$.
(3) Write

$$
\begin{equation*}
p_{0,2}=\frac{\alpha_{2} p_{1}+\left(1+\alpha_{1}\right) p_{2}}{1+\alpha_{1}+\alpha_{2}}=p_{2}-\left|\alpha_{2}\right| \frac{\left(p_{1}-p_{2}\right)}{1+\alpha_{1}+\alpha_{2}} \tag{7}
\end{equation*}
$$

and observe that

$$
\left|\frac{p_{1}-p_{2}}{1+\alpha_{1}+\alpha_{2}}\right|=\frac{\left|p_{1}-p_{2}\right|}{1+\alpha_{1}+\alpha_{2}} \leq \frac{\left|p_{1}-p_{2}\right|}{\left|p_{1}-p_{2}\right|+2 \epsilon}
$$

The last inequality follows from $1+\alpha_{1}+\alpha_{2} \geq p_{1}-p_{2}+2 \epsilon$ and $1+\alpha_{1}+\alpha_{2} \geq p_{2}-p_{1}+2 \epsilon$. Note that $x /(x+2 \epsilon)$ is an increasing function for $x \geq 0$, since $\left|p_{1}-p_{2}\right| \leq 1$ we get that

$$
\left|\frac{p_{1}-p_{2}}{1+\alpha_{1}+\alpha_{2}}\right| \leq \frac{1}{1+2 \epsilon} \leq 1-\epsilon .
$$

If $p_{1} \leq p_{2}$ then (7) implies $p_{0,2} \geq p_{2} \geq \eta \geq \epsilon \eta$. With $q_{2}=1-p_{2}$, we get

$$
p_{0,2} \leq 1-q_{2}+q_{2} \frac{p_{2}-p_{1}}{1+\alpha_{1}+\alpha_{2}} \leq 1-q_{2}+q_{2}(1-\epsilon) \leq 1-\epsilon q_{2} \leq 1-\epsilon \eta .
$$

If $p_{2} \leq p_{1}$ then (7) implies $p_{0,2} \leq p_{2} \leq 1-\eta \leq 1-\epsilon \eta$. For the lower bound we note that

$$
p_{0,2} \geq p_{2}-p_{2} \frac{p_{1}-p_{2}}{1+\alpha_{1}+\alpha_{2}} \geq p_{2}-p_{2}(1-\epsilon) \geq \epsilon p_{2} \geq \epsilon \eta .
$$

Proof of Proposition 6.10. To introduce convenient notation, if $K[\alpha, p] \in \mathscr{M}_{p}$ we say that $\alpha=\alpha(K)$ and $p=p(K)$. Let $\left(K_{i}\right)_{1}^{\infty}$ be the sequence of kernels considered in Proposition 6.10. Fix $n \geq 1$, and let $\left\{i_{j}\right\}_{j=1}^{m}$ be the set of numbers $1 \leq i_{j} \leq n$ such that $\alpha\left(K_{i_{j}}\right)<0$. Set $i_{0}=0$ and consider the kernels

$$
Q_{j}=K_{i_{j}, i_{j+1}-1} \text { for } 0 \leq j \leq m
$$

Note that for any $j \in[1, m]$ and $l \in\left[i_{j}, i_{j+1}-1\right]$ we have that $\alpha\left(K_{l}\right) \geq 0$ and $p\left(K_{l}\right) \in[\eta, 1-\eta]$. Note that either $Q_{j}=I$ or by Lemma 6.11 we have that $\alpha\left(Q_{j}\right) \geq 0$ and $p\left(Q_{j}\right) \in[\eta, 1-\eta]$. Now we write,

$$
K_{0, n}=Q_{0} K_{i_{1}} Q_{1} \ldots K_{i_{j}} Q_{j} \ldots K_{i_{m}} Q_{m} .
$$

For any $j \in[1, m]$, consider the kernel $M_{j}=K_{i_{j}} Q_{j}$. Since

$$
\alpha\left(K_{j}\right) \in\left[-\min \left(p_{i}, 1-p_{i}\right)+\epsilon, 0\right] \text { and } \alpha\left(Q_{j}\right) \geq 0 \text { or } Q_{j}=I,
$$

it follows by Lemma 6.11 that

$$
\begin{equation*}
\alpha\left(M_{j}\right) \in\left[-\min \left(p\left(M_{j}\right), 1-p\left(M_{j}\right)\right)+\epsilon, 0\right] \text { and } p\left(M_{j}\right) \in[\eta, 1-\eta] . \tag{8}
\end{equation*}
$$

So now we write

$$
K_{0, n}=Q_{0} M_{1} M_{2} \ldots M_{m} .
$$

Consider the kernels $\widetilde{M}_{i}=M_{2 i-1} M_{2 i}$. It follows by Lemma 6.11 and (8) that $\alpha\left(\widetilde{M}_{i}\right) \geq 0$ and $p\left(\widetilde{M}_{j}\right) \in$ $[\epsilon \eta, 1-\epsilon \eta]$. Let $B=Q_{0} \widetilde{M_{1}}$. Since $Q_{0}=I$ or $\alpha\left(Q_{0}\right) \geq 0$ and $p\left(Q_{0}\right) \in[\eta, 1-\eta]$ by Lemma 6.11 we have that $\alpha(B) \geq 0$ and $p(B) \in[\epsilon \eta, 1-\epsilon \eta]$. If $m=2 k$ then we write

$$
K_{0, n}=B \widetilde{M}_{2} \ldots \widetilde{M}_{k}
$$

For any $K \in\left\{B, \widetilde{M}_{2}, \ldots, \widetilde{M}_{k}\right\}$ we have that $\alpha(K) \geq 0$ and $p(K) \in[\epsilon \eta, 1-\epsilon \eta]$, so by Lemma 6.11 we get $\alpha\left(K_{0, n}\right) \geq 0$ and $p\left(K_{0, n}\right) \in[\epsilon \eta, 1-\epsilon \eta]$.
If $m=2 k+1$ the we write

$$
K_{0, n}=B \widetilde{M}_{2} \ldots \widetilde{M}_{k} M_{m}=M^{\prime} M_{m}
$$

where $M^{\prime}=B \widetilde{M}_{2} \ldots \widetilde{M}_{k}$. By the same arguments as above we have $\alpha\left(M^{\prime}\right) \geq 0$ and $p\left(M^{\prime}\right) \in[\epsilon \eta, 1-$ $\epsilon \eta$ ]. Lemma 6.11 and ( 8 ) we get that

$$
p\left(K_{0, n}\right) \in\left[\epsilon^{2} \eta, 1-\epsilon^{2} \eta\right]
$$

as desired.

### 6.4 Stability and relative-sup merging

Given a sequence $K_{i}=K\left[\alpha_{i}, p_{i}\right]$ of Markov kernel on the two-point space, Lemma 6.1 indicates that relative-sup merging is equivalent to

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|\sum_{i=1}^{n} \prod_{j=1}^{i-1}\left(1+\frac{1}{\alpha_{j}}\right) \frac{p_{i}}{\alpha_{i}}\right|=\infty \text { and } \lim _{n \rightarrow \infty}\left|\sum_{i=1}^{n} \prod_{j=1}^{i-1}\left(1+\frac{1}{\alpha_{j}}\right) \frac{1-p_{i}}{\alpha_{i}}\right|=\infty . \tag{9}
\end{equation*}
$$

Indeed, with the convention that these expressions are $\infty$ if $\alpha_{i}=0$ for some $i \leq n$, this is the same as saying that

$$
\max \left\{\frac{\left|\alpha_{0, n}\right|}{p_{0, n}}, \frac{\left|\alpha_{0, n}\right|}{1-p_{0, n}}\right\} \rightarrow 0 .
$$

It does not appear easy to decide when (9) holds. Hence, even on the two-point space, $c$-stability is useful when studying relative-sup merging. This is illustrated by the results obtained below. The reader should note that this section falls short of providing statement analogous to the clean definitive result - Proposition 6.2 - obtained for merging in total variation.

Theorem 6.12. Fix $0<\epsilon<\eta \leq 1 / 2$. The set $\widetilde{\mathscr{Q}}(\epsilon, \eta)$ of all Markov kernels $K[\alpha, p]$ on $\{0,1\}$ with

$$
p \in[\eta, 1-\eta] \text { and } \alpha \in\left[-\min (p, 1-p)+\epsilon, \epsilon^{-1}\right) .
$$

is merging in relative-sup distance.
Proof. Fix $0<\epsilon<\eta \leq 1 / 2$. The assumptions above imply that the $\alpha_{1}$ 's are bounded uniformly away from both $-1 / 2$ and $+\infty$. Proposition 6.2 implies that $\widetilde{\mathscr{Q}}(\epsilon, \eta)$ is merging in total variation. Proposition 4.14 and Theorem 6.7 now yield the desired result.

Next, we address the case of sequences drawn from a finite family of kernels. We will need the following two simple results.

Lemma 6.13. Let $\mathscr{Q}=\left\{K\left[\alpha_{1}, p_{1}\right], \ldots, K\left[\alpha_{m}, p_{m}\right]\right\}$ be a finite set of irreducible Markov kernels on $V=\{0,1\}$. Then $\mathscr{Q}$ is $c$-stable with respect to a positive probability measure $\mu_{0}$ for some $c \in[1, \infty)$ if and only if

$$
\widetilde{\mathscr{Q}}=\left\{\widetilde{K}=K K^{\prime}: K, K^{\prime} \in \mathscr{Q}\right\}
$$

is $\widetilde{c}$-stable with respect to $\mu_{0}$ for some $\widetilde{c} \in[1, \infty)$.
Proof. Obviously, $c$-stability of $\mathscr{Q}$ implies $c$-stability of $\widetilde{\mathscr{Q}}$. In the other direction, fix a sequence $\left(K_{i}\right)_{1}^{\infty}$ from kernels in $\mathscr{Q}$ and consider the sequence $\left(\widetilde{K}_{i}\right)_{1}^{\infty}$ with $\widetilde{K}_{i}=K_{2 i-1} K_{2 i} \in \widetilde{\mathscr{Q}}$. By hypothesis, this sequence is $\widetilde{c}$-stable with respect $\mu_{0}$. Because the $K_{i}^{\prime} s$ are irreducible and drawn from a finite set of kernels, this implies that the sequence $\left(K_{i}\right)_{1}^{\infty}$ is $c$-stable with respect to $\mu_{0}$ for some $c \in[1, \infty)$.

Lemma 6.14. Let $K=K[\alpha, p], K^{\prime}=K\left[\alpha^{\prime}, p^{\prime}\right]$ be two irreducible Markov kernels on $V=\{0,1\}$ and set $K K^{\prime}=\widetilde{K}$. Then one of the following three alternatives is satisfied:

1. $\widetilde{K}=I$, which happens if and only if $K=K^{\prime}=K[-1 / 2,1 / 2]$.
2. $\widetilde{K}$ has a unique absorbing state, which happens if and only if $K \neq K^{\prime}$ and either $\alpha=-p, \alpha^{\prime}=$ $-\left(1-p^{\prime}\right)$ or $\alpha=-(1-p), \alpha^{\prime}=-p^{\prime}$.
3. $\widetilde{K}=K[\widetilde{\alpha}, \widetilde{p}]$ is irreducible with $\widetilde{p} \in(0,1)$ and $\widetilde{\alpha}>-\min \{\widetilde{p}, 1-\widetilde{p}\}$.

Proof. The condition $\widetilde{p} \in(0,1)$ and $\widetilde{\alpha}>-\min \{\widetilde{p}, 1-\widetilde{p}\}$ is equivalent to saying that $\widetilde{K}$ has only strictly positive entries. Since $K, K^{\prime} \neq I, \widetilde{K}=I$ can only occur when $K=K^{\prime}=K[-1 / 2,1 / 2]$. Further, $\widetilde{K}(0,1)>0$ unless $K(0,1)=K^{\prime}(1,0)=1$. Similarly, $\widetilde{K}(1,0)>0$ unless $K(1,0)=K^{\prime}(0,1)=1$. This implies condition 2 . If $\widetilde{K}$ does not have absorbing states then condition 3 must hold.

Theorem 6.15. Let $\mathscr{Q}=\left\{K\left[\alpha_{1}, p_{1}\right], \ldots, K\left[\alpha_{m}, p_{m}\right]\right\}$ be a finite set of irreducible Markov kernels on $V=\{0,1\}$. This finite set is $c$-stable if and only if there are no pairs of distinct indices $i, j \in\{1, \ldots, m\}$ such that

$$
\begin{equation*}
\alpha_{i}=-p_{i} \text { and } \alpha_{j}=-\left(1-p_{j}\right) . \tag{10}
\end{equation*}
$$

Note that the set $\mathscr{Q}$ in Theorem 6.15 might very well contained the kernel $K[-1 / 2,1 / 2]$. Note also that (10) implies that $\max \left\{p_{i}, 1-p_{j}\right\} \leq 1 / 2$.

Proof of Theorem 6.15. The fact that there are no pairs of distinct $i, j \in\{1, \ldots, m\}$ such that for $K\left[\alpha_{i}, p_{i}\right], K\left[\alpha_{j}, p_{j}\right] \in \mathscr{Q}$ condition (10) is satisfied is necessary for $c$-stability. Indeed, if there is such a pair, consider the sequence $\left(K_{n}\right)_{1}^{\infty}$ with $K_{n}=K\left[\alpha_{i}, p_{i}\right]$ if $n$ is odd and $K_{n}=K\left[\alpha_{j}, p_{j}\right]$ otherwise. Note that $K_{0,2 n}=Q^{n}$ where $Q=K\left[\alpha_{i}, p_{i}\right] K\left[\alpha_{j}, p_{j}\right]$. Equation (5) yields $Q=K[\tilde{\alpha}, \tilde{p}]$ with

$$
\tilde{\alpha}=\frac{p_{i}\left(1-p_{j}\right)}{p_{j}-p_{i}} \text { and } \tilde{p}=1 .
$$

Since $Q$ has a unique absorbing state at 0 , for any $\mu_{0}>0$ we have that

$$
\lim _{n \rightarrow \infty} \mu_{2 n}(1)=\lim _{n \rightarrow \infty} \mu_{0} K_{0,2 n}(1)=\lim _{n \rightarrow \infty} \mu_{0} Q^{n}(1)=0 .
$$

Hence, the family $\mathscr{Q}$ cannot by $c$-stable according to Definition 4.2 .
Assume now that there are no pairs of distinct $i, j \in\{1, \ldots, m\}$ such that (10) is satisfied. By Lemma 6.13, to prove stability with respect to the uniform measure (or any positive probability), it suffices to prove the stability of $\tilde{\mathscr{Q}}=\left\{K_{i} K_{j}: K_{i}, K_{j} \in \mathscr{Q}\right\}$. By Lemma 6.14 the kernels in $\widetilde{\mathscr{Q}}$ are either equal to $I$ or are in the set $Q(\epsilon, \eta)$ of Theorem 6.7. Hence, Theorem 6.7 yields the $c$-stability of $\tilde{\mathscr{Q}}$.

Corollary 6.16. Let $\mathscr{Q}=\left\{K\left[\alpha_{1}, p_{1}\right], \ldots, K\left[\alpha_{m}, p_{m}\right]\right\}$ be a finite set of irreducible Markov kernels on $V=\{0,1\} . \mathscr{Q}$ is merging in the relative-sup distance if and only if the following two conditions are satisfied.
(1) $K[-1 / 2,1 / 2] \notin \mathscr{Q}$.
(2) There are no pairs of distinct indicies $i, j, \in\{1, \ldots, m\}$ satisfying (10).

Proof. Assume that $K[-1 / 2,1 / 2] \in \mathscr{Q}$ and consider the sequence $\left(K_{n}\right)_{1}^{\infty}$ with $K_{n}=K[-1 / 2,1 / 2]$ for all $n \geq 1$. For any $n \geq 1, K[-1 / 2,1 / 2]^{n}$ is the either the identity or $K[-1 / 2,1 / 2]$ depending on the parity of $n$. This chain clearly does not merge in the relative-sup distance according to Definition 2.4.

Assume that condition 2 above is not satisfied and there exists a pair of distinct indicies $i, j$ such that (10) holds. By the proof of Theorem 6.15 we get that the kernel $Q=K\left[\alpha_{i}, p_{i}\right] K\left[\alpha_{j}, p_{j}\right]$ has an absorbing state at 0 . Consider the sequence $\left(K_{n}\right)_{1}^{\infty}$ where $K_{n}=K\left[\alpha_{i}, p_{i}\right]$ if $n$ is odd and $K_{n}=$ $K\left[\alpha_{j}, p_{j}\right]$ otherwise. It follows that the family $\mathscr{Q}$ is not merging in relative-sup distance since, for any $n \geq 1, Q^{n}(1,1)>0$ and

$$
\max _{x, y, z}\left\{\left|\frac{K_{0,2 n}(x, z)}{K_{0,2 n}(y, z)}-1\right|\right\}=\max _{x, y, z}\left\{\left|\frac{Q^{n}(x, z)}{Q^{n}(y, z)}-1\right|\right\}=\left|\frac{Q^{n}(1,1)}{Q^{n}(0,1)}-1\right|=\infty .
$$

If a family $\mathscr{Q}$ satisfies both conditions 1 and 2 above, Propositions 4.14 and 6.4 along with Theorem 6.15 yield the desired relative-sup merging.

Remark 6.17 (Solution of Problem 1.1(2) on the 2-point space). In Problem 1.1, we make three main hypotheses:

- (H1) All reversible measure $\pi_{i}$ are comparable (with comparison constant $c \geq 1$ ). In the case of the 2 -point space, this means there exists $\eta(c) \in(0,1 / 2)$ such that $p \in[\eta(c), 1-\eta(c)]$.
- (H2) Inequality (1) holds. Because all the kernels involved are reversible, this implies that the second largest eigenvalue in modulus, $\sigma_{1}\left(K_{i}, \pi_{i}\right)=\sigma_{1}\left(K_{i}\right)$, satisfies $\sigma_{1}\left(K_{i}\right) \leq \beta$. Formula (2) shows that $\beta_{1}(K[\alpha, p])=|\alpha| /(1+\alpha)$. So, on the 2-point space, (1) yields $\alpha \in\left[-\frac{1}{2}+\epsilon, \epsilon^{-1}\right]$ for some $\epsilon \in(0,1)$.
- (H3) Uniform holding, i.e., $\min _{x}\{K(x, x)\} \geq c^{-1}$. One the 2-point space,

$$
\min _{x}\{K[\alpha, p](x, x)\}=\frac{\alpha+\min (p, 1-p)}{1+\alpha} .
$$

Hence, we get that $\alpha \geq-\min (p, 1-p)+(2 c)^{-1}$.
The discussion above shows that the hypotheses (H1)-(H2)-(H3) imply that each $K_{i}$ in $\left(K_{i}\right)_{1}^{\infty}$ belongs to the set $\mathscr{Q}\left(\eta(c),(2 c)^{-1}\right)$ of Theorem 6.7 which provides the stability of the family in question. Thus Theorem 6.7 and 4.12 yield the desired relative-sup merging property.
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