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Abstract. The main purpose of the present paper is to show that a class of dynamical
zeta functions associated with the so-called two-dimensional open billiard without eclipse have
meromorphic extensions to the half-plane consisting of all complex numbers whose real parts
are greater than a certain negative number. As an application, we verify that the zeta function
for the length spectrum of the corresponding billiard table has the same property.

1. Introduction. Let Q1,Q2, . . . ,QJ , J ≥ 3, be a finite number of bounded do-
mains in Euclidean 2-spaceR2 with boundaries∂Q1, ∂Q2, . . . , ∂QJ , each of which is called
a scatterer. Throughout the paper, we assume that these scatterers are located without having
eclipses. Precisely, the following Ikawa conditions (H.1) and (H.2) are satisfied (see Figure 1;
see also [7]).

(H.1) (Dispersing) For eachj , the boundary∂Qj of the domainQj is a strictly
convex simply closed curve of classC3.

(H.2) (No eclipse) For any triplet of distinct indices(j1, j2, j3), we have

conv(Qj1 ∪Qj2) ∩Qj3 = ∅ ,
where conv(A) denotes the convex hull of the setA. Consider the exterior of these scatterers
Q = R2 \ ⋃J

j=1Qj . Clearly,∂Q = ⋃J
j=1 ∂Qj . Forq ∈ ∂Q, n(q) denotes the inward unit

normal of∂Q at q. Let us consider the billiard flowSt onQ, that is, the Euclidean geodesic
flow on the manifoldQ obeying the law of reflections at the boundary (cf. [3], [4] and [18]).

LetSR2 = R2×S1 denote the unit tangent bundle ofR2 andπ : SR2 → R2; (q, v) �→ q

the natural projection. The state spaceM of the billiard flow is given by

M = π−1(Q) ∪ (π−1(∂Q)/∼) ,
where the equivalence relation∼ onπ−1(∂Q)means that(q, v) ∼ (p,w) if and only ifq = p

andw = v − 2〈v, n(q)〉n(q). Namely, the state of incidence and the state of reflection are
identified. Therefore, by selecting the states ofreflection as representatives, we may identify
π−1(∂Q)/∼ with

M+ = {x = (q, v); q ∈ ∂Q, 〈v, n(q)〉 ≥ 0} .
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FIGURE 1.

As shown in [9], the non-wandering setΩ ⊂ M of the flowSt coincides with the set
of initial statesx for which π(Stx) ∈ ∂Q for infinitely many t > 0 and infinitely many
t < 0 as well. Moreover, it has a sort of hyperbolic structure quite similar to the basic sets
for Axiom A flows. Thus, we can investigate the dynamical properties ofSt by constructing a
suspension flow over an appropriate discrete dynamical system. To be more precise, consider
the setΩ+ = M+ ∩ Ω . The first collision timet+ : Ω+ → R and the first collision map
T : Ω+ → Ω+ are defined by

t+(x) = inf{t > 0 ; Stx ∈ Ω+} , T x = St
+(x)x .

Then the billiard flow restricted toΩ can be represented by the suspension flow over the
discrete dynamical system(Ω+, T ) with ceiling functiont+. Usually, the first collision map
T is called the billiard map.

Given a functionV : Ω+ → C, we introduce a formal functionζV (s) of complex
variables, which is called the zeta function forT with potential functionV , as follows:

ζV (s) = exp

( ∞∑
n=1

1

n

∑
x:T nx=x

exp

(
− s

n−1∑
i=0

V (T ix)

))
,

where
∑
x:T nx=x means the sum taken over all pointsx ∈ Ω+ such thatT nx = x.

The main result in this paper is the following.

THEOREM 1.1. Assume that the potential function V on Ω+ satisfies the following
three conditions:

(A.1) V is Lipschitz continuous with respect to the Euclidean metric restricted to Ω+.
(A.2) V is eventually positive, i.e., there exists a positive integer n0 such that

n−1∑
i=0

V (T ix) > 0
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for any x ∈ Ω+ and n ≥ n0;
(A.3) for each x ∈ Ω+, V is constant along the local stable curve of x.

Then there are positive constants αV and βV satisfying the following.
(a) The series in the definition of ζV is absolutely convergent in the half-plane

Res > αV and ζV defines an analytic function without zero.
(b) ζV has a meromorphic extension without zero in a domain containing the closed

half-plane Res ≥ αV . In particular, s = αV is a simple pole.
(c) Moreover, ζV has a meromorphic extension without zero in the half-plane

Res > −βV .

Since we can construct a Hölder continuous conjugacy between the dynamical system
(Ω+, T ) and the mixing subshift of finite type(Σ, σ) (see [9] and [12]), assumptions (A.1)
and (A.2) enable us to apply the general theory of thermodynamic formalism for mixing
subshifts of finite type (see [2], [14] and [17]) to(Ω+, T ), where

Σ = {w = (wn)n∈Z ∈ {1,2, . . . , J }Z ;wn = wn+1 for anyn ∈ Z} .
Thus, we see that the validity of Assertions (a) and (b) with numberαV is characterized by the
equationP(−αV V ) = 0, whereP(U) denotes the so-called topological pressure of a function
U . Therefore, the substantial part of Theorem 1.1 is Assertion (c) for which assumption (A.3)
plays a crucial role in the proof. We note that the general theory is not strong enough to
derive Assertion (c) even if we additionally assume assumption (A.3) onV . This is because
the symbolic dynamics(Σ, σ) do not inherit the information on the regularity of the invariant
foliation of (Ω+, T ) constructed in [12]. So we have to introduce a new idea to investigate
(Ω+, T ) directly (see Remark 7.2 for the details). It should be remarked that many functions
V satisfy the assumptions in Theorem 1.1. For instance, given any positive valued Lipschitz
continuous functionF onΩ+, we obtain a desired functionV by taking a kind of average
along each local stable curve (see Section 6).

Theorem 1.1 plays a significant role in the study of distribution of the length spectrum of
the billiard tableQ. In this case, the zeta function which is our main concern isζt+ , because
it plays the same role as the Riemann zeta function for the distribution of the prime numbers.
For example, we have the Euler product formula

ζt+(s) =
∏
τ

(1 − exp(−sl(τ )))−1 ,

where
∏
τ means the product taken over all prime closed orbits of the billiard flow, andl(τ )

denotes the Euclidean length of the orbit. It is plausible that the special value ofζt+ at the
origin yields an invariant of the billiard tableQ, for example, it must have the information
on the number of scatterers. However, unless Theorem 1.1 is established forζt+ , one cannot
considerζt+(0) at all. Sincet+ satisfies (A.1) and (A.2) but not (A.3), some modification is
necessary to apply Theorem 1.1 tot+. A well-known technique in thermodynamic formalism
allows us to obtain a functiong onΩ+ cohomologous tot+ satisfying (A.3). Clearly,ζt+ =
ζg holds. In this procedure, however, the regularity of the resulting function is no better than
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that of the original function, and is possibly much worse in general. Fortunately, we can verify
that the corresponding functiong to t+ can be constructed so that it also satisfies both (A.1)
and (A.2). Indeed, we can show the following.

THEOREM 1.2. There exists a function g satisfying Assumptions (A.1), (A.2) and
(A.3) such that it is cohomologous to the function t+, i.e., there exists a real-valued con-
tinuous function h on Ω+ such that g(x) = t+(x)+ h(T x)− h(x) holds for any x ∈ Ω+.

Note that even ift+ is positive, the functiong cohomologous tot+ is not necessarily
positive. We only see that it is eventually positive. Thus, we prove Theorem 1.1 under the
Assumption of eventual positivity rather than positivity. Consequently, as a corollary to The-
orem 1.2 we obtain the following.

THEOREM 1.3. Assertions (a), (b)and (c) in Theorem 1.1 are valid forζt+ .

Finally, we note that the present paper consists of the unpublished results obtained in [11]
and the second half of [10]. One finds that the first half of [10] is devoted to the construction
of theK-stable foliation for the billiard mapT and the second half to Theorem 1.1 above.
Theorems 1.2 and 1.3 are proved in [11]. In order to make these results more comprehensive,
we reorganize [10] and [11] to obtain [12] and the present paper.

The present paper is organized as follows. In Section 2, we recall some basic definitions
and fundamental results for the billiard map. In Section 3 we explain how to reduce our
problem ofT to that of a one-dimensional expanding map. In Section 4 we introduce a family
of transfer operators that plays a principal role in our argument. Section 5 is devoted to the
proof of Theorem 1.1. In Section 6, by a sort of averaging, we construct a function satisfying
the Assumptions in Theorem 1.1. Finally, we prove Theorems 1.2 and 1.3 in Section 7.

2. Preliminaries. In this section we summarize the basic facts and results in the pre-
vious work [12] without proof. As mentioned in Section 1, the original forms of all of the
results and their proofs in this section can also be found in the first half of [10].

We consider the billiard flowSt on the exteriorQ of scatterers satisfying the Ikawa
conditions (H.1) and (H.2). The state spaceM of St is regarded as

M = π−1Q ∪M+ ,

whereπ : R2 × S1 → R2 is the natural projection andM+ is the totality of the states of
reflection

M+ = {x = (q, v) ; q ∈ ∂Q, 〈v, n(q)〉 ≥ 0} .
We introduce a convenient local coordinates system toπ−1∂Q. Choose a base pointq(j)
for eachj = 1,2, . . . , J , and define the following quantities forx = (q, v) ∈ π−1∂Q (see
Figure 2):

• w0(x) = j if q ∈ ∂Qj ;
• r(x) is the arclength fromq(w0(x)) to q measured counterclockwise along the curve

∂Qj ;
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FIGURE 2.

• ϕ(x) is the angle between the vectorv and the inward unit normaln(q) measured
counterclockwise fromn(q) to v.
The coordinates above will be called the(r, ϕ)-coordinates. Forj = 1,2, . . . , J , set

M+
j = {x ∈ M+ ;w0(x) = j } ,

each of which will be called a connected component ofM+. Note that the change of the base
point q(j) causes only the translation along ther-coordinate and preserves theϕ-coordinate.
In other words,M+

j can be obtained fromR × [−π/2, π/2] by identifying the points(r, ϕ)
with (r + l(∂Qj ), ϕ), wherel(∂Qj ) denotes the perimeter of the simple closed curve∂Qj .
Therefore, we often regardM+

j as the fundamental domain[0, l(∂Qj )) × [−π/2, π/2]. In
addition, we often use the(r, ϕ)-coordinates without specifying base points and often drop
the first coordinatej when working on a fixed connected componentM+

j . We also abuse the
notationx = (q, v) = (r, ϕ) if there is no possibility of confusion. Under this convention, the
totality of reflection statesM+ is expressed as

M+ = {x ∈ π−1∂Q ; −π/2 ≤ ϕ(x) ≤ π/2} .
Next, we define the first and the last collision times for the billiard flow atx ∈ M+ as

follows: {
t+(x) = inf{t > 0 ; Stx ∈ M+} ,
t−(x) = sup{t < 0 ; Stx ∈ M+} ,

wheret+(x) (resp.t−(x)) is regarded as+∞ (resp.−∞) if the set in question above is empty.
Set

D1 = {x ∈ M+ ; t+(x) < ∞} , D−1 = {x ∈ M+ ; t−(x) > −∞} .
We define the first and the last collision mapsT : D1 → M+ andT −1 : D−1 → M+ by{

T x = St
+(x)x if x ∈ D1 ,

T −1x = St
−(x)x if x ∈ D−1 ,

respectively. The first collision map is usually called the billiard ball map forSt .
T (resp.T −1) turns out to be aC2-diffeomorphism from intD1 (resp. intD−1) onto intD−1
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(resp. intD1). For each positive integern, we defineDn, D−n, T n andT −n inductively by

Dn+1 = {x ∈ Dn; t+(T nx) < ∞} , T n+1x = T (T nx) for x ∈ Dn+1 ,

D−(n+1) = {x ∈ D−n; t−(T −nx) > −∞} , T −(n+1)x = T −1(T −nx) for x ∈ D−(n+1) .

AlthoughT n andT −n are independently defined in the context above, it is clear thatT −n =
(T n)−1 holds for anyn ≥ 1. The non-wandering setΩ is given by

Ω = {x ∈ M;π(Stx) ∈ ∂Q holds for infinitely manyt > 0 andt < 0} .
The setΩ+ = Ω ∩M+ is expressed asΩ+ = ⋂

n∈Z Dn andT is clearly invertible onΩ+,
whereD0 is regarded asM+ for the sake of convenience. We see that the flowSt restricted
toΩ can be represented as a suspension flow with base transformation(Ω+, T ) and ceiling
functiont+. More precisely, set

Ω+,t+ = {(x, s) ; x ∈ Ω+,0 ≤ s ≤ t+(x)}/∼ ,
where ‘∼’ means that(x, t+(x)) is identified with(T x,0). We can define a flowT t

t+ so that

T t
t+(x, s) = (x, s + t)

holds for (s, x) with 0 ≤ s + t ≤ t+(x). Then the flows(Ω, St ) and (Ω+,t+, T t
t+) are

conjugate each other in such a way that the corresponding periodic orbits have the same
periods.

Forx ∈ M+, we put

wi(x) = w0(T
ix) if T i is defined.

For integersk and l with −∞ ≤ k ≤ l ≤ ∞, a sequence{wi}li=k is called the itinerary
of x ∈ M+ from timek to time l if wi = wi(x) holds for eachi ∈ Z ∩ [k, l]. The number
l−k+1, possibly∞, is called the length of the itinerary. Ifk = −∞ andl = ∞, the sequence
{wi(x)}∞i=−∞ is simply called the itinerary ofx and is denoted byw(x). On the other hand,
for non-negative integern, a sequence{wi}ni=0 ∈ {1,2, . . . , J }n+1 is called admissible or an
admissible word if there existsξ ∈ Σ such thatξi = wi holds for eachi ∈ Z ∩ [0, n]. The
numbern+ 1 is called the length of the word. The totality of admissible words with lengthn

is denoted byWn.
In [10] and [12] (see also [9]) it is shown that the map

w(·) : Ω+ → Σ , x �→ w(x)

is a topological conjugacy between the topological dynamical systems(Ω+, T ) and the shift
(Σ, σ).

We reduce our problem to a one-dimensional expanding map in Section 3. To this end we
need more investigations. For each(w0, w1, . . . , wn) and(w−n,w−(n−1), . . . , w0) in Wn+1,
set

Dn(w0w1 · · ·wn) = {x ∈ M+ ;wi(x) = wi for i = 0,1, . . . , n} and

D−n(w−nw−(n−1) · · ·w0) = {x ∈ M+ ;wi(x) = wi for i = 0,−1, . . . ,−n} .
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The definition domainsDn of T n andD−n of T −n are expressed as

Dn =
⋃

w∈Wn+1

Dn(w) (disjoint union) and

D−n =
⋃

w∈Wn+1

D−n(w) (disjoint union).

Put

kmax = max{k(q); q ∈ ∂Q}, kmin = min{k(q); q ∈ ∂Q} ,
tmin = min{dist(Qj1 ,Qj2) ; j1 = j2} ,

Kmax = kmax + 1

tmin
, θ = 1

1 + tminkmin
,

wherek(x) = k(q) denotes the curvature of∂Q atq with x = (q, v).
We introduce the notion of increasing curves and decreasing curves. A curveγ in M+,

expressed asr = r(ϕ), α ≤ ϕ ≤ β, is said to be increasing (resp. decreasing) ifr(·) is
increasing (resp. decreasing) as a function ofϕ. When a curve is expressed asϕ = ϕ(r), a ≤
r ≤ b, we also say it is increasing or decreasing according to whetherϕ(·) is increasing or
decreasing as a function ofr. Increasing curves and decreasing curves are occasionally called
monotone curves for convenience. For a curveγ in M+, Θ(γ ) denotes the variation ofϕ-
coordinate alongγ . Clearly, if γ is a monotone curve which is expressed asr = r(ϕ), α ≤
ϕ ≤ β (resp.ϕ = ϕ(r), a ≤ r ≤ b), thenΘ(γ ) is given by

Θ(γ ) = β − α (resp.Θ(γ ) = |ϕ(b)− ϕ(a)|) .(2.1)

An increasing (resp. decreasing) curve is calledK-increasing (resp.K-decreasing) if

1

Kmax
≤ r(ψ)− r(ϕ)

ψ − ϕ
≤ 1

kmin

(
resp.− 1

kmin
≤ r(ψ)− r(ϕ)

ψ − ϕ
≤ − 1

Kmax

)

holds for anyϕ andψ with α ≤ ϕ < ψ ≤ β.
We employ the following notation. Forx = (q, v) = (r, ϕ), ki, ri , ϕi , ci , t

+
i and

t−i , denotek(T ix), r(T ix), ϕ(T ix), c(T ix), t+(T ix) andt−(T ix), respectively, wherec =
c(x) = cosϕ.

We summarize the useful formulas in the following.

LEMMA 2.1. Let γ be a curve of class C1 which is expressed as {(j, r, ϕ); ϕ =
ϕ(r), a ≤ r ≤ b}, where ϕ(·) is a C1 function in r . Assume that T and T −1 are defined on γ .
If the images γ1 = T γ and γ−1 = T −1γ are expressed as {(j1, r1, ϕ1); ϕ1 = ϕ1(r1), a1 ≤
r1 ≤ b1} and {(j−1, r−1, ϕ−1); ϕ−1 = ϕ−1(r−1), a−1 ≤ r−1 ≤ b−1}, where ϕ1(·) and ϕ−1(·)
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are C1 functions in r1 and r−1, respectively, then we have the formulas:
dϕ1

dr1
= k1 + c

c1

c

1

t+

c
+ 1

dϕ

dr
+ k

,
dϕ−1

dr−1
= −k−1 + c−1

c

1

t−

c
+ 1

dϕ

dr
− k

,

dr1

dr
= − c

c1

(
1 + t+(dϕ/dr + k)

c

)
,

dr−1

dr
= − c

c−1

(
1 + t−(dϕ/dr − k)

c

)
,

dϕ1

dϕ
= −k1

c

c1

dr

dϕ
−

(
1 + t+k

c1

)(
1 + k

dr

dϕ

)
,

dϕ−1

dϕ
= k−1

c

c−1

dr

dϕ
−

(
1 − t−k

c−1

)(
1 − k

dr

dϕ

)
,

dt+

dr
= sinϕ1

dr1

dr
− sinϕ ,

dt−

dr
= sinϕ−1

dr−1

dr
− sinϕ .

These formulas have meaning even when dϕ/dr = 0 and we obtain similar formulas if the
role of the r-coordinate and that of the ϕ-coordinate are exchanged in the representations of
curves γ , γ1 and γ−1.

Combining Lemma 2.1 with the fact that the boundary∂Q is of classC3, we can easily
show the following lemma.

LEMMA 2.2. Let γ be a C2 curve inM+ which is expressed as {(r, ϕ); ϕ = ϕ(r), a <

r < b}. Assume that γ is increasing (resp. decreasing) and T (resp. T −1) is defined on γ .
Then T γ (resp. T −1γ ) turns out to be a C2 curve which is expressed as {(r1, ϕ1); ϕ1 =
ϕ1(r1), a1 < r1 < b1} (resp. {(r−1, ϕ−1); ϕ−1 = ϕ−1(r−1), a−1 < r−1 < b−1}) satisfying

kmin ≤ dϕ1

dr1
≤ Kmax

(
resp. −Kmax ≤ dϕ−1

dr−1
≤ −kmin

)
.

In addition, we have

Θ(T γ ) ≥ θ−1Θ(γ ) (resp. Θ(T −1γ ) ≥ θ−1Θ(γ )) ,

where Θ(γ ) denotes the variation of ϕ-coordinate along γ (see (2.1)).

We make further investigations of the structure of the definition domainDn (resp.D−n)
of T n (resp.T −n). Forj = 1,2, . . . , J , define

S+
j = {x ∈ M+ ;w0(x) = j, ϕ(x) = π/2}, S−

j = {x ∈ M+ ;w0(x) = j, ϕ(x) = −π/2}
and put

S+ =
J⋃
j=1

S+
j , S− =

J⋃
j=1

S−
j and S = S− ∪ S+ .

If (i, j) is admissible, we can show thatD1(ij) is a closed domain inM+
i enclosed by four

curvesT −1S+
j , ϕ = −π/2, T −1S−

j , andϕ = π/2. Similarly,D−1(ij) is a closed domain

in M+
j enclosed by four curvesT S−

i , ϕ = −π/2, T S+
i , andϕ = π/2. Since cosϕ1 = 0
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FIGURE 3.

(resp. cosϕ−1 = 0) holds onT −1S (resp.T S), T −1S+
j andT −1S−

j (resp.T S−
i andT S+

i ) are
K-decreasing curves (resp.K-increasing curves) expressed by the equation of the form

dϕ

dr
= −k − cosϕ

t+

(
resp.

dϕ

dr
= k − cosϕ

t−

)
.

We call such a closed domain enclosed by a pair of increasing curves and a pair of decreasing
curves a quadrilateral. Combining these facts with Lemma 2.2, we can show inductively the
following.

LEMMA 2.3 (see Figure 3). Assume that Q is the exterior domain of the scatterers
satisfying Conditions (H.1)and (H.2). Letw0w1 · · ·wn andw−nw−(n−1) · · ·w0 be admissible
words of length n+ 1 for a positive integer n. Then we have the following.

(1) The set Dn(w0w1 · · ·wn) (resp. D−n(w−nw−(n−1) · · ·w0)) is a quadrilateral en-
closed by a pair of K-decreasing curves (resp. K-increasing curves) and ϕ = ±π/2.

(2) T n (resp. T −n) is a homeomorphism from Dn(w0w1 · · ·wn) onto D−n(w0w1 · · ·
wn) (resp. D−n(w0w1 · · ·wn) onto Dn(w0w1 · · ·wn)) and a diffeomorphism of class C2

from intDn(w0w1 · · ·wn) onto intD−n(w0w1 · · ·wn) (resp. from intD−n(w0w1 · · ·
wn) onto intDn(w0w1 · · ·wn)).

(3) The Hausdorff distance with respect to (r, ϕ)-coordinates between two K-de-
creasing curves (resp. K-increasing curves) lying in the boundary of Dn(w0 · · ·wn) (resp.
D−n(w−n · · ·w0)) is not greater than C1θ

n for some positive number C1 depending only on
the domain Q.

(4) Each K-decreasing curve lying along the boundary of Dn(w0 · · ·wn) intersects
eachK-increasing curve lying along the boundary of D−n(w−n · · ·w0). Moreover, the diam-
eter of the set D−n(w−n · · ·w0) ∩ Dn(w0 · · ·wn) is not greater than C2θ

n for some positive
number C2 depending only on the domainQ.

Now we recall the itinerary problem studied in [9]. By the itinerary problem we mean
the problem finding a pointx ∈ Ω+ which satisfies the equation

w(x) = w
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for a sequencew in Σ given beforehand. In virtue of Theorem 2.4 below, the itinerary prob-
lem has a unique solution. Thus, we denote byx(w) the point having the given itineraryw.
For w, w′ ∈ Σ, put dθ(w,w′) = θn, where n = min{i ≥ 0 ;w−i = w′−i or
wi = w′

i}. Thendθ is a metric onΣ which introduces the same topology as that induced
by the product topology of{1, 2, . . . , J }Z. In virtue of Lemma 2.3, we can show thedθ -
Lipschitz well-posedness of the itinerary problem as follows.

THEOREM 2.4. For any sequence w ∈ Σ, there exists a unique x ∈ Ω+ such that
w(x) = w. Moreover, there exists a positive constant C3 depending only on the domain Q
such that

|r(x(w))− r(x(w′))| ≤ C3dθ (w,w
′) , |ϕ(x(w))− ϕ(x(w′))| ≤ C3dθ(w,w

′)

hold for any w, w′ ∈ Σ .

It is an easy consequence of Theorem 2.4 thatw(·) : Ω+ → Σ gives a topological
conjugacy between(Ω+, T ) and(Σ, σ).

Next we summarize the facts on the structure of the local stable curve and the local
unstable curve forx ∈ Ω+ as Theorem 2.5.

THEOREM 2.5. Given x ∈ Ω+, let

γ s(x) = {y ∈ M+ ;wn(y) = wn(x) for any n ≥ 0} ,
(resp. γ u(x) = {y ∈ M+ ; wn(y) = wn(x) for any n ≤ 0}) .

Then γ s(x) (resp. γ u(x)) yields a K-decreasing curve (resp. K-increasing curve) of class
C2 except for the endpoints, and satisfies

γ s(x) =
∞⋂
n=1

Dn(w0(x), . . . , wn(x)) ,

(
resp. γ u(x) =

∞⋂
n=1

D−n(w−n(x), . . . , w0(x))

)
.

In the rest of this section we give the existence theorem of aK-stable foliation for the
billiard map(Ω+, T ). From Lemma 2.3 and Theorem 2.5 we can easily notice the existence
of a horseshoe-like structure. In particular, we have seen that the setΓ = ⋃

x∈Ω+ γ s(x)
forms an invariant laminationL with the following properties.

(L.1) Each leaf ofL is aK-decreasing curve of classC2.
(L.2) Each leaf is a local stable curve for some pointx ∈ Ω+.
(L.3) For any pointx ∈ Γ the leafL(x) containingx satisfiesTL(x) ⊂ L(T x).
The main theorem in the first half of [10] asserts that the invariant lamination can be

extended to a Lipschitz continuous invariant foliation supported on the setD1. Precisely we
have the following.

THEOREM 2.6 (see [12]). With the same notation as above, we can construct a folia-
tion F supported on the set D1 satisfying the following.
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(F .1) Each leaf of F is a K-decreasing curve.
(F .2) For any x ∈ Ω+, the leaf F(x) containing x coincides with the local stable

curve γ s(x).
(F .3) For any point x ∈ D2, TF(x) ⊂ F(T x) holds.
(F .4) F is a Lipschitz continuous foliation on D1 with respect to the Euclidean dis-

tance in the (r, ϕ)-coordinates.

We call the foliation in Theorem 2.6 aK-stable foliation for(Ω+, T ).

REMARK 2.7. (1) In this paper, a foliation is said to be Lipschitz continuous if it
has a bi-Lipschitz continuous foliation chart. Precisely, we have the following. For each
(i, j) ∈ W2, we identifyD1(ij) with a quadrilateral in the(r, ϕ)-plane which is enclosed by
twoK-decreasing curves and two linesϕ = π/2 andϕ = −π/2. Then there exist numbers
a = a(ij) andb = b(ij) with a < b and a bijection

Φ = Φij : [a, b] × [−π/2, π/2] → D1(ij)

with the following properties.
(i) Φ is Lipschitz continuous with respect to the usual Euclidean distance on[a, b]×

[−π/2, π/2] and that on the(r, ϕ)-plane.
(ii) Φ−1 is Lipschitz continuous with respect to the Euclidean distance on the(r, ϕ)-

plane and that on[a, b] × [−π/2, π/2].
(iii) For eachr ∈ [a, b],Φ maps{r} × [−π/2, π/2] homeomorphically to a leaf ofF .
(2) It will be convenient if we can extendF to a Lipschitz continuous foliation on the

whole ofM+. We can obtain such an extension in the following way.
If E is a quadrilateral in the(r, ϕ)-plane enclosed by twoK-decreasing curvesγ0 and

γ1 and two linesϕ = −π/2 andϕ = π/2, then we can construct a Lipschitz continuous
foliation onE whose leaves areK-decreasing in the following way. We may assume thatγi

is expressed asr = ri(ϕ) with ϕ ∈ [−π/2, π/2] for i = 0, 1. If we define the curvesγt ,
t ∈ [0,1], expressed byr = rt (ϕ) = (1 − t)r0(ϕ)+ tr1(ϕ), then they yield the leaves of the
desired foliation.

Recall that for eachj , M+
j can be obtained fromR × [−π/2, π/2] by identifying

the points(r, ϕ) with (r + l(∂Qj ), ϕ), wherel(∂Qj ) denotes the perimeter of the simple
closed curve∂Qj . Therefore, we can regardM+

j as the fundamental domain[0, l(∂Qj )) ×
[−π/2, π/2]. Thus, it is easy to see from the argument above that we can fill upM+

j \
(
⋃
i =j D1(j i)) byK-decreasing curves so that the resulting foliation can be a Lipschitz con-

tinuous extension ofF onM+.
In what follows, theK-stable foliationF means the foliation obtained by such an exten-

sion procedure, and theK-stable foliationF is assumed to be the foliation supported on the
whole ofM+ whose restriction toD1 satisfies the Assertions in Theorem 2.6 unless otherwise
stated.
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3. Reduction to a one-dimensional expanding map. In this section we introduce a
one-dimensional expanding map and reduce the analysis of our zeta functions to that of the
zeta functions associated with the one-dimensional map.

First, for eachj = 1, 2, . . . , J , choose a pointx(j) ∈ Ω+ with w0(x(j)) = j and set
γ (j) = γ u(x(j)). γ (j) is aK-increasing curve joiningS+

j andS−
j passing through each of

D1(j i) with i = j . It is easy to see that we can choose a base pointq(j) so thatγ (j) and
(J − 1) domainsD1(j i), i = j , can be identified with a curve and domains in a(r, ϕ)-plane
Pj , in terms of the corresponding(r, ϕ)-coordinates. From now on we also fix such a choice
of base points. Unless otherwise stated, we employ such an identification in what follows.
This enables us to carry out our investigation as ifγ (j) andD1(j i) with i = j are lying
in the (r, ϕ)-planePj . Recall thatD1 ∩ M+

j = ⋃
i:i =j D1(j i). Let D(j) be the minimal

quadrilateral inM+
j among all quadrilaterals containingD1 ∩M+

j such that two of their four
sides are parallel to ther-axis. Note that one of the other sides ofD(j) is necessarily the
right-hand side ofD1(jk) which is located in the right end ofD(j), and the other is the left-
hand side ofD1(j l) which is located in the left end ofD(j) for somek andl (see Figure 4).
As mentioned in Remark 2.7, we consider theK-stable foliation supported on the whole of
M+. For any subsetA of M+, we denote the foliation restricted to the setA by F ∩ A.
SetD = ⋃J

j=1D(j). Let γ̄ andγ̂ be increasing curves inM+
j such that any leaf ofF that

intersectsγ̄ also intersectŝγ . Then we can define a mapΠγ̄,γ̂ : γ̄ ∩ F → γ̂ ∩ F so that
Πγ̄ ,γ̂ x is the unique point in̂γ ∩ F(x). Πγ̄,γ̂ is called the holonomy map (or the canonical
projection) fromγ̄ to γ̂ along the leaf ofF . Note thatΠγ̄ ,γ̂ depends on the choice ofF but
Πγ̄ ,γ̂ |γ̄∩Ω+ does not.

In the sequel, we use the following notation. Forx, y in the same connected component
of M+, l(x, y) denotes the Euclidean length between the pointsx andy with respect to the
(r, ϕ)-coordinates. For positive numbersa, b andc with c > 1, we writea ∈ [c−1, c]b if
c−1b ≤ a ≤ cb holds.

The following fact will be used frequently in what follows.

FIGURE 4. This illustrates the case whenJ = 3 andj = 1.D(1) is the quadrilateral with a black border.
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LEMMA 3.1. Let F be the K-stable foliation as above. For j ∈ W1, consider two
increasing curves γ̄ and γ̂ in M+

j such that any leaf of F that intersects γ̄ also intersects γ̂ .
Then there exists a positive numberC4 > 1depending only onQ such that l(Πγ̄ ,γ̂ x,Πγ̄ ,γ̂ y) ∈
[C−1

4 , C4]l(x, y) holds for any x, y ∈ γ̄ . In particular, both γ̄ and γ̂ areK-increasing, there

exists C5 > 1 such that for any segments δ̄ ⊂ γ̄ , we haveΘ(Πγ̄ ,γ̂ δ̄) ∈ [C−1
5 , C5]Θ(δ̄), where

Θ(γ ) denotes the variation of ϕ-coordinate along the curve γ (see (2.1)).

PROOF. The second Assertion is an easy consequence of the first. Thus, we just prove
the first Assertion. Without loss of generality, we may assume thatr(x) ≤ r(y).

First we consider the special case whenγ̂ is a curve parallel to ther-axis and passing
throughx. This meansx = Πγ̄ ,γ̂ x. Let z be the point where the line passing throughy
which is perpendicular tôγ intersectsγ̂ . Note thatx ≤ z < Πγ̄ ,γ̂ y. Since the leafF(y) is
K-decreasing, we easily see that

l(x, y) ≤ |r(x)− r(y)| + |ϕ(x)− ϕ(y)|
≤ (1 +Kmax)|r(Πγ̄ ,γ̂ y)− r(x)| = (1 +Kmax)l(Πγ̄ ,γ̂ x,Πγ̄ ,γ̂ y) .

On the other hand, ifr(y) − r(x) > (1/2)(r(Πγ̄ ,γ̂ y) − r(x)), we have l(x, y) >

(1/2)(r(Πγ̄ ,γ̂ y) − r(x)) and if r(y) − r(x) ≤ (1/2)(r(Πγ̄ ,γ̂ y) − r(x)), we havel(x, y) ≥
ϕ(y)−ϕ(x) ≥ kmin(r(y)−r(z)) ≥ kmin(1/2)(r(Πγ̄ ,γ̂ y)−r(x)), sinceF(y) isK-decreasing.
Anyway, we have

l(x, y) ≥ min(1, kmin)

2
l(Πγ̄ ,γ̂ x,Πγ̄ ,γ̂ y) .

Therefore, we have proved the Assertion in this case.
Next we consider the case when bothγ̄ andγ̂ are parallel to ther-axis. In virtue of the

Lipschitz continuity, we see that there exists a constantC ≥ 1 depending only on the domain
Q such that

r(y)− r(x) ∈ [C−1, C](r(Πγ̄ ,γ̂ y)− r(Πγ̄ ,γ̂ x)) .

Sincel(x, y) = r(y)− r(x) andl(Πγ̄ ,γ̂ x,Πγ̄ ,γ̂ y) = r(Πγ̄ ,γ̂ y)− r(Πγ̄ ,γ̂ x) in this case, we
have

l(x, y) ∈ [C−1, C]l(Πγ̄ ,γ̂ x,Πγ̄ ,γ̂ y) .
Combining the results in both cases, we arrive at the desired Assertion. �

For eachj = 1, 2, . . . , J , letZ(j) beγ (j)∩D(j). In other words,Z(j) is the minimal
curve segment ofγ (j) containingγ (j) ∩ (

⋃
i =j D1(j i)). Next, for each admissible word

w0w1 · · ·wn, n ≥ 1, we define a curve segmentZ(w0w1 · · ·wn) as follows. Choose any
y ∈ Ω+ satisfyingw−n(y)w−(n−1)(y) · · ·w0(y) = w0w1 · · ·wn. Then the curve segment
Πγu(T −ny),γ (w0)T

−nΠγ (wn),γ u(y)Z(wn) in Z(w0) is independent of the choice of such ay in
virtue of Condition (F .3). Now we set

Z(w0w1 · · ·wn) = Πγu(T −ny),γ (w0)T
−nΠγ (wn),γ u(y)Z(wn) .

By definition, it is obvious that

Πγu(T ix),γ (wi)T
iZ(w0w1 · · ·wn) = Z(wi · · ·wn)
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holds for anyi = 0, 1, . . . , n and anyx ∈ Z(w0w1 · · ·wn), whereγ u(y) denotes the local
unstable curve containingy.

Taking this fact into consideration, we define a one-dimensional local mapS onX =⋃J
j=1Z(j) by

Sx = Πγu(T x),γ (w1)T x if x ∈ Z(w0) ∩ D1(w0w1) .

It is clear that ifx ∈ Z(w0) ∩ Dn(w0w1 · · ·wn), thenSnx can be defined as well asT nx can
and

Snx = Πγu(T nx),γ (wn)T
nx

holds. Now we notice that the holonomy mapΠγu(T x),γ (w1(x)) in the above is determined by
the information ofx only. Therefore, even if we simply writeSx = ΠT x, one can easily
recognize thatΠ meansΠγu(T x),γ (w1(x)) from the context.

For each non-negative integern, put

Pn = {Z(w);w ∈ Wn+1} and Xn =
⋃
Z∈Pn

Z .

Obviously,X0 = X. Forn ≥ 1,Xn is the definition domain ofSn, andPn can be considered
as a partition of the definition domain ofSn. ForZ ∈ Pn, we denoteT n|Z andSn|Z by T nZ
andSnZ , respectively. The inverse ofT nZ : Z → T nZZ and that ofSnZ : Z → SnZZ are denoted
by T −n

Z andS−n
Z , respectively.

We can verify that the mapsT nZ are quite similar to those studied in [8] and [15].

LEMMA 3.2. For any n ≥ 1 and for any Z ∈ Pn, let r = r(ϕ) and rn = rn(ϕn(ϕ)),
α ≤ ϕ ≤ β, be the representations of Z and T nZZ as K-increasing curves, respectively. Then
we have the following.

(1) (C2-regular) ϕn can be extended to a C2 function in some open interval in the
ϕ-axis containing [α, β].

(2) (Uniformly expanding)

inf
Z∈Pn

inf
x∈Z

∣∣∣∣dϕndϕ (ϕ(x))
∣∣∣∣ ≥ θ−n

holds.
(3) (Finite distortion (Rényi condition).) There exists a positive number C6 depend-

ing only onQ such that

sup
Z∈Pn

sup
x∈Z

∣∣∣∣d2ϕn

dϕ2
(ϕ(x))

∣∣∣∣
∣∣∣∣
(
dϕn

dϕ
(ϕ(x))

)2∣∣∣∣
−1

< C6 .

(4) There is a positive number C7 > 1 depending only on Q such that∣∣∣∣
(
dϕn

dϕ
(ϕ(x))

)−1∣∣∣∣ ∈ [C−1
7 , C7]Θ(Z)

holds for any x ∈ Z.



ZETA FUNCTIONS FOR TWO-DIMENSIONAL BILLIARDS 181

PROOF. Since it is easy to see that−π/2 < α < β < π/2, Assertion (1) follows from
Theorem 2.5. Assertion (2) is an easy consequence of Lemma 2.2.

Next we denote byR(n) the left-hand side of Assertion (3). In virtue of Lemma 2.2 and
Theorem 2.5, we can easily see by the chain rule thatR(n) ≤ R(1) + θR(n − 1) holds for
eachn ≥ 2. Therefore, Assertion (3) is valid.

Finally, we prove Assertion (4). Since

Πγu(x),γ (w0(x))(γ
u(x) ∩ D(w0(x))) = Z(w0(x))

holds for anyx ∈ Ω+, Lemma 3.1 implies that

Θ(γ u(x) ∩ D(w0(x))) ∈ [C−1
5 , C5]Θ(Z(w0(x))) .

Thus, we have

∆ = inf
x∈Ω+Θ(γ

u(x) ∩ D(w0(x))) > 0 .

In addition, we have

∆ ≤ Θ(T nZZ) =
∫ β

α

∣∣∣∣dϕndϕ
∣∣∣∣dϕ ≤ sup

x∈Z

∣∣∣∣dϕndϕ (ϕ(x))
∣∣∣∣Θ(Z) ,

sinceΘ(Z) = β − α.
On the other hand, we have

π ≥ Θ(T nZZ) =
∫ β

α

∣∣∣∣dϕndϕ
∣∣∣∣dϕ ≥ inf

x∈Z

∣∣∣∣dϕndϕ (ϕ(x))
∣∣∣∣Θ(Z) .

Hence, we obtain the result in Assertion (4) by choosingC7 = max{π,∆−1}. �

The following lemma plays a crucial role in extending our zeta function meromorphically
to the domain containing the half-plane Res ≥ 0.

LEMMA 3.3. There exist numbers κ ∈ (0,1) and C8 > 0 depending only on Q such
that ∑

Z∈Pn
Θ(Z) ≤ C8κ

n .

PROOF. Consider an admissible wordw0w1 · · ·wn of lengthn + 1. The totality of the
elements inPn+1 contained inZ(w0w1 · · ·wn) ∈ Pn is {Z(w0w1 · · ·wnj)}j =wn . We com-
pareΘ(Z(w0w1 · · ·wn)) with

∑
j =wn Θ(Z(w0w1 · · ·wnj)). To this end, first we compare

Θ(T nZ(w0w1 · · ·wn)) with
∑
j =wn Θ(T

nZ(w0w1 · · ·wnj)). From the definition of
Z(w0w1 · · ·wn), T nZ(w0w1 · · ·wn) is the minimal segment ofγ u(T nx) containingγ u(T nx)
∩ (⋃i =wn(x)D1(wn(x)j)), wherex is a point inZ(w0w1 · · ·wn). In particular, we have

Πγu(T nx),γ (wn)T
nZ(w0w1 · · ·wn) = Z(wn) and

Πγu(T nx),γ (wn)T
nZ(w0w1 · · ·wnj) = Z(w0j) .
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Therefore, in virtue of the Lipschitz continuity of the foliationF in Theorem 2.6, we find a
numberκ0 ∈ (0,1) depending only onQ such that∑

j =wn
Θ(T nZ(w0w1 · · ·wnj)) ≤ κ0Θ(T

nZ(w0w1 · · ·wn)) .

Now, letting Z(w0w1 · · ·wn) be expressed asr = r(ϕ) and applying Assertion (4) in
Lemma 3.2 to it, we have

Θ(A)

Θ(B)
∈ [C−2

7 , C2
7]Θ(T

nA)

Θ(T nB)

for any measurable setsA,B ⊂ Z(w0w1 · · ·wn). Apply this inequality to the case when
A = Z(w0w1 · · ·wn) \ ⋃

j =w0
Z(w0w1 · · ·wnj) andB = Z(w0w1 · · ·wn), we have

Θ(A)

Θ(B)
≥ C−2

7 (1 − κ0) .

Hence, we have∑
j =jn Θ(Z(w0w1 · · ·wnj))
Θ(Z(w0w1 · · ·wn)) = 1 − Θ(A)

Θ(B)
≤ 1 − C−2

7 (1 − κ0) .

Settingκ = 1 − C−2
7 (1 − κ0), we have∑

Z∈Pn+1

Θ(Z) =
∑
Z′∈Pn

∑
Z∈Pn+1,:Z⊂Z′

Θ(Z) ≤ κ
∑
Z′∈Pn

Θ(Z′) .

Hence, we can reach the desired inequality withC8 = Jπ . �

Now we introduce the one-dimensional mapσ on the parameter space ofϕ. Each local
unstable curveγ u has an expressionr = r(ϕ), −π/2 ≤ ϕ ≤ π/2, as aK-increasing curve.
Thus, we employ theϕ-coordinate as a natural parameter (a local coordinate) forγ u. In
terms of such a parametrization,γ u is identified with the intervalI (γ u) (= [−π/2, π/2]).
Therefore, it will be convenient to reduce our investigation of the mapS to that of a map of
the interval.

For eachj = 1, 2, . . . , J , let I (j) be the subinterval ofI (γ (j)) = I (γ u(x(j))) corre-
sponding toZ(j). Define a mapΦ : ⋃J

j=1 γ (j) → ⊔J
j=1 I (γ (j)) by

Φ(x) = ϕ(x) if x = (w0(x), r(x), ϕ(x)) ∈ γ (j) ,(3.1)

where
⊔

means the direct sum of sets. For anyx, y ∈ γ (j), l(x, y) denotes the Euclidean
distance with respect to the(r, ϕ)-coordinates as before. Then we have

|Φ(x)−Φ(y)| ≤ l(x, y) ≤ C9|Φ(x)−Φ(y)|(3.2)

with C9 =
√

1 + k−2
min, sinceγ (j) isK-increasing.

Recall thatX = ⋃J
j=1Z(j). PutY = ⊔J

j=1 I (j) = Φ(X). Then we can define a

local mapσ : Y → Φ(
⋃J
j=1 γ (j)) = ⊔J

j=1 I (γ (j)) so thatσ(Φx) = Φ(Sx) holds for any
x ∈ X. It is easy to see thatσn is defined atΦ(x) if and only if Sn is defined atx. Clearly,

σn(Φx) = Φ(Snx)(3.3)
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is valid if σnx is defined. Note thatI (j) = ΦZ(j) for j = 1, 2, . . . , J . For a positive integer
n, set

I (w) = ΦZ(w) for w ∈ Wn+1 and Qn = {I (w);w ∈ Wn+1} .
Obviously,σ , I (j), I (w) andQn play the roles ofS, Z(j), Z(w) andPn, respectively. In
particular,Qn is a partition of the definition domainYn = ΦXn of σn. As in the case ofSn,
for eachI ∈ Qn, σnI denotesσn|I and its inverse(σnI )

−1 : σnI I → I is denoted byσ−n
I .

Before studying the function onY which plays the role ofV on X, we introduce the
following metricsdX anddY toX andY = ΦX. Forx ∈ γ (i) andy ∈ γ (j), set

dX(x, y) =
{
l(x, y) if i = j

1 if i = j
, dY (Φx,Φy) =

{
|Φx − Φy| if i = j

1 if i = j
.

Let Lip(X) and Lip(Y ) be the totality of complex-valued Lipschitz continuous functions with
respect to the metricdX anddY , respectively. For functionsf ∈ Lip(X) andg ∈ Lip(Y ), we
set

‖f ‖X,∞ = sup
x∈X

|f (x)| , ‖g‖Y,∞ = sup
ϕ∈Y

|g(ϕ)| ,

[f ]X,j = sup
x =y

|f (x)− f (y)|
l(x, y)

, [g]Y,j = sup
ϕ =ψ

|g(ϕ)− g(ψ)|
|ϕ − ψ| ,

[f ]X = max
1≤j≤J[f ]X,j , [g]Y = max

1≤j≤J[g]Y,j ,
‖f ‖X = ‖f ‖X,∞ + [f ]X , ‖g‖Y = ‖g‖Y,∞ + [g]Y .

Then Lip(X) and Lip(Y ) become Banach spaces with norm‖ · ‖X and‖ · ‖Y , respectively. In
virtue of the inequality (3.2), Lip(Y ) � g �→ g ◦Φ ∈ Lip(X) gives an isomorphism with

‖g ◦Φ‖X ≤ ‖g‖Y ≤ C9‖g ◦Φ‖X ,(3.4)

whereC9 is the same constant as in (3.2).
Now we define the functionU ∈ Lip(Y ) corresponding to the given functionV onΩ+

satisfying Assumptions (A.1), (A.2) and (A.3). First we note that on the setΩ+, the Lipschitz
continuity with respect to the Euclidean distance in the usual coordinates(q, v) is equivalent
to that with respect to the Euclidean distance in the(r, ϕ)-coordinates. This follows from the
fact that for someϕ0 ∈ (0, π/2) cosϕ ≥ cosϕ0 holds for anyx = (r, ϕ) ∈ Ω+ in virtue of
Condition (H.2). Thus, we carry out our argument using the Euclidean distance induced by the
(r, ϕ)-coordinates in the sequel. Consider the restrictionV |Ω+∩X . In virtue of Kirszbraun’s
theorem (see [6, p. 201]), we obtain a Lipschitz continuous extension with the same Lipschitz
constantV̄ of V onX with respect todX. Define a functionU : Y → R by U = V̄ ◦ Φ−1.
Then we have the following lemma.

LEMMA 3.4. U is an element in Lip(Y ) with [U ]Y ≤ [V ]X and is eventually positive
with respect to σ in the following sense. There exist positive constants a = a(U) and b =
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b(U) such that

n−1∑
i=0

U(σ iϕ) ≥ an− b(3.5)

holds for any n ≥ 1 and ϕ ∈ Y whenever σn−1ϕ is defined.

PROOF. The first Assertion is an easy consequence of the definition. We verify the
second Assertion. For anyx in Z ∈ Pn and anyy in Z ∩Ω+, we obtain

|V̄ (x)− V̄ (y)| ≤ [V ]Xl(x, y) ≤ [V ]XC9|Φ(x)−Φ(y)| ≤ [V ]XC9πθ
n,

in virtue of the inequality (3.2) and Assertion (2) of Lemma 3.2. Thus, we conclude that

n−1∑
i=0

V̄ (Snx) ≥
n−1∑
i=0

V̄ (Sny)−
∣∣∣∣
n−1∑
i=0

V̄ (Six)−
n−1∑
i=0

V̄ (Siy)

∣∣∣∣
≥
n−1∑
i=0

V̄ (Sny)− C9π

1 − θ
[V ]X =

n−1∑
i=0

V (T ny)− C9π

1 − θ
[V ]X .

Note that we have used Assumption (A.3) onV in the last equality. Now it is immediate that
the second Assertion follows from the eventual positivity (A.2) onV . �

Finally, we verify that the zeta functionζV (s) can be expressed in terms ofσ andU .
Recall thatζV (s) is formally defined by

ζV (s) = exp

( ∞∑
n=1

1

n

∑
x:T nx=x

exp

(
− s

n−1∑
k=0

V (T kx)

))
.

Let x ∈ X be a point whereT n is defined and letϕ = Φx. Then by the definition ofSn, σn

and the identity (3.3) we have

U(σnϕ) = V̄ (Snx) = V̄ (ΠT nx) .

In addition, ifx ∈ Ω+, we have

V̄ (ΠT nx) = V (ΠT nx) = V (T nx) ,

in virtue of Assumption (A.3) onV . Moreover,T nx = x, Snx = x andσnϕ = ϕ are mutually
equivalent by definition. Thus, we arrive at the identity

∑
x:T nx=x

exp

(
− s

n−1∑
i=0

V (T ix)

)
=

∑
ϕ:σnx=x

exp

(
− s

n−1∑
i=0

U(σ iϕ)

)

for eachn. Hence, we have

ζV (s) = ζU(s) = exp

( ∞∑
n=1

1

n

∑
ϕ:σnϕ=ϕ

exp

(
− s

n−1∑
i=0

U(σ iϕ)

))
.
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4. Transfer operators. In this section, we keep the notationI (j), Qn, Y andσ from
the previous section. Since we work only on the spaceY and Lip(Y ), we write[·], ‖ · ‖∞, ‖ · ‖
instead of[·]Y , ‖ · ‖Y,∞, ‖ · ‖Y and so on.

First we introduce a family of transfer operators associated to the one-dimensional dy-
namical systemσ . Let U andf be functions defined onY . We defineL(s) = LU(s) with
s ∈ C by

L(s)f (ϕ) =
∑

I∈Q1:σI I=I (j)
e−sU(σ

−1
I ϕ)f (σ−1

I ϕ)

if ϕ ∈ I (j). It is clear that ifU is continuous, thenL(s) becomes a bounded linear operator
on the Banach space of all continuous functionsC(Y ) endowed with supremum norm for each
s. We can easily see thatL(s)n is given by

L(s)nf (ϕ) =
∑

I∈Qn:σnI I=I (j)
exp

(
− s

n−1∑
i=0

U(σ iσ−n
I ϕ)

)
f (σ−n

I ϕ)

if ϕ ∈ I (j). For later convenience, we set

G(s)(ϕ) = exp(−sU(ϕ)) ,

Gn(s)(ϕ) = G(s)(ϕ)G(s)(σϕ) · · · · ·G(s)(σn−1ϕ) = exp

(
− s

n−1∑
i=0

U(σ iϕ)

)
.

(4.1)

Then we can write

L(s)nf (ϕ) =
∑

I∈Qn:σnI I=I (j)
Gn(s)(σ

−n
I ϕ)f (σ−n

I ϕ)(4.2)

if ϕ ∈ I (j).
For each elementI ∈ Qn, we choose aϕI ∈ I . For a functionf onY , we define a family

of operatorsKn(s) with s ∈ C by

Kn(s)f =
∑
I∈Qn

f (ϕI )L(s)
nχI ,(4.3)

whereχA denotes the indicator function of the setA as usual.
In the rest of the section, we consider an eventually positive functionU ∈ Lip(Y ) satis-

fying the inequality (3.5). Fors ∈ C, put

ρ(s) = ρU (s) =
{

exp((−Res)a) if Res ≥ 0 ,

‖G(s)‖∞ = ‖ exp((−Res)U)‖∞ if Res < 0 ,
(4.4)

wherea = a(U) is the constant appearing in (3.5). If we slightly modify arguments in [1],
we can show the following.

LEMMA 4.1. Assume that U is an eventually positive function in Lip(Y ). Then L(s)
defines an analytic family of bounded operators on the Banach space Lip(Y ) satisfying the
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inequality

‖L(s)n −Kn(s)‖ ≤ C(s)(ρ(s)κ)n(4.5)

for some positive number C(s) depending only on s, U and Q. In particular, C(s) can be
chosen to be continuous on s.

Lemma 4.1 follows from Lemmas 4.2 and 4.3 below. For the sake of simplicity, we drop
the letters in the sequel. So we writeL = L(s),Kn = Kn(s),Gn = Gn(s), ρ = ρ(s) and so
on.

LEMMA 4.2. Assume thatU is an eventually positive function in Lip(Y ) as above. For
any I ∈ Qn with σnI I = I (j), we have

sup
ϕ∈I (j)

|Gn(σ−n
I ϕ)| ≤ eb|s|ρn and [Gn(σ−n

I ·)]j ≤ ρne(3b+[U ]π)|s||s|[U ] C5

1 − θ
,

where C5 and b = b(U) are the constants appeared in Lemma 3.1 and the inequality (3.5),
respectively.

PROOF. If Res ≥ 0, we have

|Gn(ϕ)| = exp

(
(−Res)

n−1∑
i=0

U(σ iϕ)

)
≤ exp((−Res)(an− b)) ≤ ρneb|s| .

On the other hand, if Res < 0, clearly we have

|Gn(ϕ)| ≤ ρn ≤ ρneb|s| .

Thus, we obtain the first Assertion.
To see the second Assertion, first we show

[G] ≤ ρe(b+[U ]π)|s||s|[U ] .
This is shown as follows. Ifϕ, ψ ∈ I (j) for somej , we have

|e−sU(ϕ) − e−sU(ψ)| ≤ |e−sU(ϕ)|e|s||U(ϕ)−U(ψ)|||s||U(ϕ)− U(ψ)|
≤ ρeb|s|+[U ]π |s||s|[U ]|ϕ − ψ| .

Here we used an inequality|ez − ew| ≤ |ez|e|w−z||z− w|.
Now we have

|Gn(σ−n
I ϕ)−Gn(σ

−n
I ψ)|

=
n−1∑
i=0

Gi(σ
−n
I ϕ)(G(σ iσ−n

I ϕ)−G(σ iσ−n
I ψ))Gn−(i+1)(σ

i+1σ−n
I ψ)

≤ ρn−1e2b|s|[G]
n−1∑
i=0

|σ iσ−n
I ϕ − σ iσ−n

I ψ|
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≤ ρne(3b+[U ]π)|s||s|[U ]
n−1∑
i=0

|σ iσ−n
I ϕ − σ iσ−n

I ψ|

≤ ρne(3b+[U ]π)|s||s|[U ]C5

n−1∑
i=0

θn−i |ϕ − ψ|

≤ ρne(3b+[U ]π)|s||s|[U ] C5

1 − θ
|ϕ − ψ| .

Here the first inequality follows from the first Assertion of the lemma. The second inequality
is a consequence of the inequality on[G]. Lemma 3.1 and the inequality (2) in Lemma 3.2
are used to obtain the third inequality. Hence, we have the second Assertion of the lemma.�

From Lemma 4.2, it is easy to see thatL(s) is an analytic family of bounded linear
operators on Lip(Y ). If I ∈ Qn, we haveLnχI = χI(j)Gn(σ

−n
I ·) for somej = 1, 2, . . . , J .

Thus, from Lemma 4.2, we have

‖LnχI‖∞ ≤ ρneb|s| and [LnχI ] ≤ ρne(3b+[U ]π)|s||s|[U ] C5

1 − θ
.

Therefore,LnχI ∈ Lip(Y ) for eachI ∈ Qn. Consequently,Kn is an operator on Lip(Y ) of
finite rank.

To estimate the norm ofLn −Kn, we need the following.

LEMMA 4.3. Assume that U is an eventually positive function in Lip(Y ) as above.
Then we have ∑

I∈Qn

‖Ln((f − f (ϕI ))χI )‖∞ ≤ C8e
b|s|ρnκn[f ]

and ∑
I∈Qn

[Ln((f − f (ϕI ))χI )] ≤
(
e(3b+[U ]π)|s||s|[U ]

1 − θ
+ C7e

b|s|
)
C5C8ρ

nκn[f ] ,

where C5, C7 and C8 are the same as before.

PROOF. By definition we have

Ln((f − f (ϕI ))χI ) = χI(j)Gn(σ
−n
I ·)(f (σ−n

I ·)− f (ϕI ))

if σnI I = I (j). By Lemma 4.2, we have

‖Ln((f − f (ϕI ))χI )‖∞ ≤ ρneb|s|[f ]|I | ,(4.6)

where|I | denote the one-dimensional Lebesgue measure of the setI . On the other hand, for
anyϕ andψ in I (j)

Ln((f − f (ϕI ))χI )(ϕ)− Ln((f − f (ϕI ))χI )(ψ)

= (Gn(σ
−n
I ϕ)−Gn(σ

−n
I ψ))(f (σ−n

I ϕ)− f (ϕI ))+Gn(σ
−n
I ϕ)(f (σ−n

I ϕ)− f (σ−n
I ψ))

= A+ B ,
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whereA andB denote, respectively, the first and the second terms in the second line in the
above. By Lemma 4.2 we obtain

|A| ≤ ρne(3b+[U ]π)|s||s|[U ] C5

1 − θ
||ϕ − ψ|[f ]|I | .(4.7)

Next, using Lemmas 3.2(4) and 4.2, we have

|B| ≤ ρneb|s|[f ]|ΦT −n
Z Π−1Φ−1ϕ −ΦT −n

Z Π−1Φ−1ψ|

≤ ρneb|s|[f ]C5 sup
x∈Z

∣∣∣∣
(
dϕn

dϕ
(ϕ(x))

)−1∣∣∣∣|ϕ − ψ| ≤ ρneb|s|[f ]C5C7|I ||ϕ − ψ| ,
(4.8)

whereZ = Φ−1I . Combining (4.6) with Lemma 3.3, we obtain the first inequality in the
lemma. Combining (4.7), (4.8) and Lemma 4.2, we see the second inequality. �

It is clear that the inequality (4.5) follows from Lemma 4.3. Now the proof of Lemma
4.1 is completed.

In the rest of this section, we prove another inequality that plays an important role in the
meromorphic continuation of our zeta functions.

For eachI ∈ Qn, we selectψI ∈ I . DefineYI by

YI =
{
LnχI −G(ψI )L

n−1χσI , if n ≥ 2 ,

LχI , if n = 1 .
(4.9)

It is easily verified that

LnχI =
n−1∑
i=0

Gi(ψI )Yσ iI(4.10)

holds.

LEMMA 4.4. Assume that U is a non-negative valued function in Lip(Y ). Then
{YI ; I ∈ Qn} satisfies the following inequalities∑

I∈Qn

‖YI‖∞ ≤ |s|[U ]e(2b+[U ]π)|s|C5C8ρ
nκn

and ∑
I∈Qn

[YI ] ≤ e(3b+[U ]π)|s||s|[U ]
(
C7 + e(b+[U ]π)|s||s|[U ]

1 − θ

)
C5C8ρ

nκn .

PROOF. Note that

YI (ϕ) =
{
(G(σ−n

I ϕ)−G(ψI ))Gn−1(σ
−(n−1)
σ I ϕ), if n ≥ 2 ,

G(σ−1
I ϕ), if n = 1 ,

if ϕ ∈ σnI I by definition. Therefore, we have‖YI‖∞ ≤ ρeb|s| if n = 1, and

‖YI‖∞ ≤ [G]C5|I |ρn−1eb|s| ≤ ρn|s|[U ]e(2b+[U ]π)|s|C5|I |
if n ≥ 2. Here we used the inequality[G] ≤ ρe(b+[U ]π)|s||s|[U ] and the first inequality in
Lemma 4.2. This yields the first inequality.
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Next, if n ≥ 2, we have

YI (ϕ)− YI (ψ) ≤ (G(σ−n
I ϕ)−G(σ−n

I ψ))Gn−1(σ
−(n−1)
σ I ϕ)

+ (G(σ−n
I ψ)−G(ψI ))(Gn−1(σ

−(n−1)
σ I ϕ)−Gn−1(σ

−(n−1)
σ I ϕ))

= A+ B

for anyϕ andψ in σnI I , whereA andB denote the first and the second terms in the above
inequality, respectively. Thus, we have

|A| ≤ [G]|σ−n
I ϕ − σ−n

I ψ|ρn−1eb|s|

≤ ρe(b+[U ]π)|s||s|[U ]ρn−1eb|s|C5C7|I ||ϕ − ψ|
= e(2b+[U ]π)|s||s|[U ]ρnC5C7|I ||ϕ − ψ|

by Lemmas 3.1 and 3.2(4) in the same way as in (4.8). In addition,

|B| ≤ [G]|I |ρn−1e(3b+[U ]π)|s||s|[U ] C5

1 − θ
|ϕ − ψ|

≤ ρne(4b+2[U ]π)|s|(|s|[U ])2 C5

1 − θ
|I ||ϕ − ψ|

in virtue of Lemma 4.2. Therefore, we reach the inequality

[YI ] ≤ e(3b+[U ]π)|s||s|[U ]
(
C7 + e(b+[U ]π)|s||s|[U ]

1 − θ

)
C5ρ

n|I |

if n ≥ 2. The estimate forn = 1 is just same as that forI above. Consequently, we obtain the
second inequality. �

5. Meromorphic extensions of zeta functions. The purpose of this section is to
prove our main result Theorem 1.1. In virtue of the reduction made in Section 3, it suffices to
prove the following.

THEOREM 5.1. Let σ : Y → ⊔J
j=1 I (γ (j)) be the same as in Section 3 and let U be

an function in Lip(Y ) which is eventually positive in the sense of (3.5). Consider the formally
defined zeta function

ζU(s) = exp

( ∞∑
n=1

1

n

∑
ϕ:σnϕ=ϕ

exp

(
− s

n−1∑
i=0

U(σ iϕ)

))
.

Then there are positive constants αU and βU satisfying the following.
(a) The series in the definition of ζU is absolutely convergent in the half-plane

Res > αU and defines an analytic function without zero.
(b) ζU has a meromorphic extension without zero in a domain containing the closed

half-plane Res ≥ αU . In particular, s = αU is a simple pole.
(c) Moreover, ζU has a meromorphic extension without zero in the half-plane

Res > −βU .
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As noticed just after the statement of Theorem 1.1, Assertions (a) and (b) are conse-
quences of the general theory of thermodynamic formalism. In particular, the positivity of
αU follows from the condition thatU is eventually positive. Therefore, we may assume their
validity and we devote ourselves to the proof of Assertion (c).

For eachI ∈ Qn, we takeϕI so thatϕI is a unique fixed point ofσnI on I if σnI I ⊃ I .
Then we can easily see that

∑
ϕ:σnϕ=ϕ

exp

(
− s

n−1∑
i=0

U(σ iϕ)

)
=

∑
I∈Qn

(L(s)nχI )(ϕI ) ,(5.1)

whereL(s) = LU(s) is the transfer operator defined in Section 4. Assume for a while that
s0 ∈ C satisfiesρ(s0)κ < 1. By Lemma 4.1 (see also [13]), for such ans0 ∈ C with ρ(s0)κ <
1, the transfer operatorL(s0) is quasicompact and the spectrum in|z| > ρ(s0)κ consists of
eigenvalues with finite multiplicity. Selectr > ρ(s0)κ such that there is no eigenvalue of
modulusr. From the general spectral theory for linear operators (see [5, Chapter VII]), there
exists an open discD(s0) ⊂ C centered ats0 such thatL(s) does not have eigenvalues of
modulusr for any s ∈ D(s0). Thus, we can define the following projections by using the
Dunford integral,

R(s, r) = 1

2π
√−1

∫
|z|=r

(zI − L(s))−1 dz ,

P (s, r) = I − R(s, r) = 1

2π
√−1

( ∫
|z|=r̄

−
∫

|z|=r

)
(zI − L(s))−1 dz ,

(5.2)

wherer̄ is any number greater than sups∈D(s0) ‖L(s)‖. In particular,P(s, r) andR(s, r) de-
pend analytically ons in D(s0). SinceP(s, r)L(s) = L(s)P (s, r) : Lip(Y ) → Lip(Y ) is an
operator of finite rank, the trace ofL(s)nP (s, r) is given by the spectral trace

trL(s)nP (s, r) =
∑
λ:|λ|>r

λn .

On the other hand, the determinant ofI − L(s)P (s, r) is given by

det(I − L(s)P (s, r)) =
∏

λ:|λ|>r
(1 − λ) .

In the above, the sum
∑
λ:|λ|>r and the product

∏
λ:|λ|>r are taken over all eigenvaluesλ of

L(s) with |λ| > r. If Res is large enough (precisely, Res > αU ), the spectral radius ofL(s)
is less than 1. Therefore, we have the formula

det(I − L(s)P (s, r)) = exp

(
−

∞∑
n=1

1

n
tr(L(s)nP (s, r))

)
for Res > αU .(5.3)

Note that the left-hand side of (5.3) is defined without assuming Res > αU and depends
analytically ons in a neighborhoodN(s0, r) ⊂ C of s0.
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Combining (5.1) with (5.3), we can write at least formally

ζU (s) det(I − L(s)P (s.r))

= exp

( ∞∑
n=1

1

n

( ∑
I∈Qn

(L(s)nχI )(ϕI )− tr(L(s)nP (s, r))

))
.(5.4)

Inspired by the above observation, we can prove the following lemma.

LEMMA 5.2. s0 and r are as above. Then there exist a neighborhood W(s0, r) ⊂ C
of s0 and a positive number C(s0, r) depending only on the domain Q, the function U and s0
such that ∣∣∣∣ ∑

I∈Qn

(L(s)nχI )(ϕI )− tr(L(s)nP (s, r))

∣∣∣∣ ≤ C(s0, r)r
n

holds for any s ∈ W(s0, r).
PROOF. We prove that there exist a neighborhoodW(s0, r) and positive numbers

C1(s0, r) andC2(s0, r) such that∣∣∣∣ ∑
I∈Qn

(P (s, r)L(s)nχI )(ϕI )− tr(L(s)nP (s, r))

∣∣∣∣ ≤ C1(s0, r)r
n(5.5)

and ∣∣∣∣ ∑
I∈Qn

(R(s, r)L(s)nχI )(ϕI )

∣∣∣∣ ≤ C2(s0, r)r
n(5.6)

hold.
We choose a neighborhoodW(s0, r) so that the following hold for anys ∈ W(s0, r):
(i) ‖L(s)‖ ≤ r̄;
(ii) |P(s, r)− P(s0, r)‖ < min(‖P(s, r)‖−1, ‖P(s0, r)‖−1);
(iii) the spectral radius ofR(s, r)L(s) is less thanr1 for some positive numberr1 < r

independent ofs ∈ W(s0, r).
From the general perturbation theory (see [5, Section VII-6]), dimP(s, r) Lip(Y ) =
dimP(s0, r) Lip(Y ), sayd = dimP(s0, r) Lip(Y ). We proceed with our argument by fix-
ing s ∈ W(s0, r). So we drop the letters andr and writeL, P , R, etc., instead ofL(s), P(s),
R(s), etc., for the sake of simplicity.

PROOF OF(5.5). First we notice that we can choose a basise1, . . . , ed of P Lip(Y )
and the elementŝe1, . . . , êd in Lip(Y )∗ such that

‖ei‖ = 1 , ‖êj‖ ≤ 2d and êi (ej ) = δij(5.7)

for 1 ≤ i, j ≤ d, whereδij denotes the Kronecker delta.
Indeed, we can choose a basise1, . . . , ed of P Lip(Y ) satisfying

‖ei‖ = 1 for i ≥ 1 and dist(ei+1, [e1, . . . , ei ]) ≥ 1 for 1 ≤ i ≤ d − 1
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in virtue of the finite-dimensional Riesz lemma, where[e1, . . . , ei ] denotes the linear subspace
spanned bye1, . . . , ei . If we take elementse′1, . . . , e′d in P Lip(Y )∗ satisfyinge′i (ej ) = δij ,
then it is not hard to see that‖e′i‖ ≤ 2d . Thus, in virtue of the Hahn-Banach theorem, we can
extend them to bounded linear functionals on Lip(Y ) without changing their norms.

We can write

trPLn =
d∑
i=1

êi (PL
nei) .(5.8)

On the other hand, sincePLnχI ∈ P Lip(Y ) for anyI ∈ Qn, we have

PLnχI =
d∑
i=1

êi (PL
nχI )ei .

Therefore, we have

PLnχI (ϕI ) =
d∑
i=1

êi (PL
n(ei(ϕI )χI )) .(5.9)

Then (5.8) and (5.9) imply that

∑
I∈Qn

(PLnχI )(ϕI )− tr(LnP ) =
d∑
i=1

∑
I∈Qn

êi(PL
n((ei(ϕI )− ei)χI )) .

In virtue of (5.7) and Lemma 4.3, we have

d∑
i=1

∑
I∈Qn

‖êi (PLn((ei(ϕI )− ei)χI ))‖ ≤ d2d‖P‖
∑
I∈Qn

‖Ln((ei(ϕI )− ei)χI )‖

≤ C3(s0)ρ
nκn ,

whereC3(s0) is a positive number depending only on the domainQ, the functionU and the
neighborhoodW(s0, r). �

PROOF OF(5.6). For eachj = 1, 2, . . . , J , chooseω(j) ∈ I (j) and defineψI by
σ−n
I ω(j) if σnI I = I (j). By definition we haveσ iψI = ψσiI for any I ∈ Qn and any
i = 1, 2, . . . , n− 1.

Using the identity (4.10), we can write∑
I∈Qn

RLnχI (ϕI )

=
∑
I∈Qn

n−1∑
i=0

Gi(ψI )RYσ iI (ϕI )

=
n−1∑
i=0

∑
I∈Qn

Gi(ψI )(RYσ iI (ϕI )− RYσiI (ψI ))+
n−1∑
i=0

∑
I∈Qn

Gi(ψI )RYσ iI (ψI )
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=
n−1∑
i=0

∑
I ′∈Qn−i

∑
I∈Qn:σ i I=I ′

Gi(ψI )(RYσ iI (ϕI )− RYσiI (ψI ))

+
n−1∑
i=0

∑
I ′∈Qn−i

∑
I∈Qn:σ i I=I ′

Gi(ψI )RYσ iI (ψI )

= A+ B ,

whereA andB denote the first and the second quantities in the last equality, respectively.
First, from Lemma 4.4, we have

|A| ≤
n−1∑
i=0

∑
I ′∈Qn−i

∑
I∈Qn:σ i I=I ′

ρi‖R‖[YI ′ ]|I |

≤ C4(s0)

n−1∑
i=0

ρi
∑

I ′∈Qn−i

[YI ′ ]κn

≤ C5(s0)ρ
nκn ,

(5.10)

whereC4(s0) andC5(s0) are positive numbers depending only onQ, U andW(s0, r).
Next, we see from the choice ofψI that

B =
n−1∑
i=0

∑
I ′∈Qn−i

(LnRYI ′)(ψI ′) .

Therefore, by Lemma 4.4 and the choice ofW(s0, r), we obtain

|B| ≤ C6(s0)r
n
1

n−1∑
i=0

∑
I ′∈Qn−i

‖RYI ′ ‖

≤ C7(s0)r
n
1

n−1∑
i=0

ρn−1κn−i

≤ C8(s0)r
n
1 ,

(5.11)

whereC6(s0),C7(s0) andC8(s0) are positive numbers depending only onQ,U andW(s0, r).
The desired inequality (5.6) follows from (5.10) and (5.11). �

Now we are in a position to prove Assertion (c) in Theorem 5.1.

PROOF OF THEOREM 5.1(c). LetU be the function satisfying the Assumptions in
Theorem 5.1.

Set

βU = − logκ

‖U‖∞
.
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Recall the definition (4.4) ofρ(s). If Res ≥ 0, obviously we haveρ(s) ≤ 1 and if 0> Res >
−βU , we have

ρ(s)κ ≤ exp(−(Res)‖U‖∞ + logκ) < exp(βU‖U‖∞ + logκ) = 1 .

Therefore, we haveρ(s)κ < 1 whenever Re s> −βU , consequently,L(s) : Lip(Y ) →
Lip(Y ) is quasicompact.

LetD0 denote the half-plane Res > −βU . In virtue of Lemma 5.2, we see the following.
For anys0 ∈ D0, and for anyr > ρ(s0)κ such that there is no eigenvalue of modulusr, we
can find a neighborhoodW(s0, r) of s0 such that

det(I − L(s)P (s, r))

and

ηr(s) = exp

( ∞∑
n=1

1

n

( ∑
I∈Qn

(L(s)nχI )(ϕI )− tr(L(s)nP (s, r))

))

are analytic functions ins ∈ W(s0, r). In particular,ηr does not have zero.
LetD be the maximal subdomain ofD0 with the following properties:ζU has a mero-

morphic extension such that for eachs0 ∈ D, it is given by

ηr(s) det(I − L(s)P (s, r))−1(5.12)

in the neighborhoodW(s0, r), wherer is any number greater thanρ(s0)κ such that there is
no eigenvalue ofL(s0) of modulusr.

Now we prove thatD coincides withD0. It is clear that this fact completes the proof. By
Assertion (a), the half-plane Res > αU is contained inD. Thus,D is not empty. From the
connectedness ofD0, it suffices to show thatD is open and closed inD0. ClearlyD is open.
So it remains to show the closedness.

Let sn be a sequence inD and sn → s0 ∈ D0 asn → ∞. Then we can findr >
ρ(s0)κ and a neighborhood ofs0 such thatηr(s) is analytic and has no zero inW(s0, r),
and det(I − L(s)P (s, r)) is analytic. Thus, the function defined by (5.12) is meromorphic in
W(s0, r) without zero. On the other hand, ifn is sufficiently large,sn is an interior point in
W(s0, r). For the samer, there is a neighborhoodW(sn, r) of sn in which ζU (s) is given by
(5.12). Therefore,D must containW(s0, r). Thus,D is closed inD0.

6. Construction of functions satisfying the Assumptions in Theorem 1.1. In this
section, we show that one can construct a functionV satisfying Assumptions (A.1) and (A.3),
starting with any Lipschitz continuous functionF onΩ+. We give two constructions. Both
of them are the same in principle, because we define the valueV (x) by taking a sort of
average of values ofF along the local stable curveγ s(x). These constructions guarantee that
if F is positive valued, then so isV . Therefore, starting with any positive-valued Lipschitz
continuous function onΩ+, we can obtain a function satisfying Assumptions (A.1), (A.2) and
(A.3) by such averaging methods.
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Since the Euclidean metric in the(q, v)-coordinates and that in the(r, ϕ)-coordinates are
equivalent on the setΩ+, we may assume thatF is Lipschitz continuous with respect to the
latter metric.

Let F be any positive-valued Lipschitz continuous function onΩ+. Note that the
Lipschitz continuity here means the Lipschitz continuity in the Euclidean distance with re-
spect to the(r, ϕ)-coordinates.

CONSTRUCTION 1. Assume that for each local stable curveγ s , a probability measure
µγ s supported onγ s ∩ Ω+ is assigned. Further we assume that the familyµ = {µγ s } is a
transverse measure for the unstable lamination forΩ+ in the following sense. Letγ andγ ′
be local stable curves contained in the same connected component ofM+. Then we have

µγ ′(Π(u)

γ,γ ′B) = µγ (B)

for any Borel subset ofγ , where the unstable lamination forΩ+ means that consisting of all
local unstable curves, andΠ(u)

γ,γ ′ denotes the holonomy map fromγ ∩Ω+ to γ ′ ∩Ω+ along
the local unstable lamination.

Define a functionVµ onΩ+ by

Vµ(x) =
∫
γ s (x)

F (y) µγ s(x)(dy) .(6.1)

ThenVµ satisfies Assumptions (A.1), (A.2) and (A.3).

CONSTRUCTION 2. We can extendF to a Lipschitz continuous function̄F onM+ in
virtue of Kirszbraun’s theorem. DefinêF by F̂ = max(F̄ ,minx∈Ω+ F(x)).

Note that any local stable curve is aK-decreasing curve expressed asr = r(ϕ), −π/2 ≤
ϕ ≤ π/2 andϕ = ϕ(r), a ≤ r ≤ b, wherea = r(π/2) andb = r(−π/2). For x ∈ Ω+,
defineV1(x) andV2(x) by

V1(x) =
∫
γ s(x)

F̂ dϕ =
∫ π/2

−π/2
F̂ (r(ϕ) , ϕ)dϕ = −

∫ b

a

F̂ (r, ϕ(r))
dϕ

dr
dr ,

V2(x) = −
∫
γ s (x)

F̂ dr =
∫ b

a

F̂ (r, ϕ(r))dr = −
∫ π/2

−π/2
F̂ (r(ϕ) , ϕ)

dr

dϕ
dϕ .

(6.2)

Clearly,Vµ, V1 andV2 satisfy Assumptions (A.3) in Theorem 1.1. In addition, ifF is
positive, then they are also positive valued and, hence, satisfy Assumption (A.2). So, in the
rest of this section we show the validity of (A.1).

In virtue of Kirszbraun’s theorem, we may assume thatF itself is Lipschitz continuous on
M+. We prove the Lipschitz continuity of the functionsVµ, V1 andV2 onΩ+ by substituting
F for F̄ in (6.1) and forF̂ in (6.2).

Let x andy be points inΩ+ contained in the same connected component ofM+. Let
γ s(x) andγ s(y) denote local stable curves ofx andy, respectively. We denote byΠ(u) :
γ s(x)∩Ω+ → γ s(y)∩Ω+ the holonomy map fromγ s(x) to γ s(y) along the local unstable
lamination. Assume thatγ s(x) is expressed asr = u(ϕ), −π/2 ≤ ϕ ≤ π/2, andϕ = τ (r),
a ≤ r ≤ b andγ s(y) is expressed asr = v(ϕ), −π/2 ≤ ϕ ≤ π/2, andϕ = ψ(r), c ≤ r ≤ d.
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Note that the inequalities

|u(ϕ)− v(ϕ)| ≤ C4l(x, y) and l(z,Π(u)z) ≤ C4l(x, y)(6.3)

are valid for anyϕ ∈ [−π/2, π/2] and for anyz ∈ γ s(x) ∩Ω+, whereC4 > 1 is the same
constant as in Lemma 3.1. Indeed, if the line segmentγ joining x andy is increasing, the first
inequality can be obtained by applying Lemma 3.1 toγ and any curve parallel to ther-axis
and the second inequality can be obtained by applying Lemma 3.1 toγ and the local unstable
curveγ u(z). If the line segmentγ is decreasing, we consider the line segmentγ ′ joining x =
(u(ϕ(x)), ϕ(x)) andy ′ = (v(ϕ(x)), ϕ(x)). If we useγ ′ instead ofγ , we can obtain (6.3) with
y replaced byy ′. On the other hand, it is clear thatl(x, y ′) = |u(ϕ(x))− v(ϕ(x))| ≤ l(x, y),
sinceγ s(y) is decreasing. Therefore, we obtain (6.3) even in the case whenγ is decreasing.

Now we have

|Vµ(x)− Vµ(y)| =
∣∣∣∣
∫
γ s(x)

F (z) µγ s(x)(dz)−
∫
γ s(y)

F (z) µγ s(y)(dz)

∣∣∣∣
=

∣∣∣∣
∫
γ s(x)

F (z) µγ s(x)(dz)−
∫
γ s(x)

F (Π(u)z) µγ s(x)(dz)

∣∣∣∣
≤

∫
γ s(x)

|F(z)− F(Π(u)z)|µγ s(x)(dz) ≤ C4 [F ]l(x, y) .

Here we used the fact thatµ is a transverse measure to obtain the second equality. The in-
equality in the above is clearly due to (6.3).

Next, from (6.3), we have

|V1(x)− V1(y)| =
∣∣∣∣
∫ π/2

−π/2
F(u(ϕ), ϕ)− F(v(ϕ), ϕ)dϕ

∣∣∣∣
≤

∫ π/2

−π/2
|F(u(ϕ), ϕ)− F(v(ϕ), ϕ)|dϕ ≤ C4[F ]πl(x, y) .

Finally, we show the Lipschitz continuity ofV2. Without loss of generality we may
assume thatr(x) < r(y). Consider the case whenr(y)− r(x) < π/Kmax holds. In this case
we can easily see thata < c < b < d holds sinceγ s(x) andγ s(y) areK-decreasing. Then
we have

|V2(x)− V2(y)|

=
∣∣∣∣
∫ b

a

F (r, τ (r))dr −
∫ d

c

F (r, ψ(r))dr

∣∣∣∣
≤

∫ c

a

|F(r, τ (r))|dr +
∫ b

c

|F(r, τ (r))− F(r,ψ(r))|dr +
∫ d

b

|F(r,ψ(r))|dr
= I + II + III .
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In virtue of (6.3), we obtain

I ≤ ‖F‖∞(c − a) ≤ ‖F‖∞(b − a) ≤ ‖F‖∞C4l(x, y) ,

III ≤ ‖F‖∞(d − b) ≤ ‖F‖∞(d − c) ≤ ‖F‖∞C4l(x, y) ,

and
II ≤ [F ](b − c) max

c≤r≤b |ϕ(r)− ψ(r)| ≤ [F ]πC4l(x, y) .

Next, consider the case whenr(y)− r(x) ≥ π/Kmax holds. Then we have

|V2(x)− V2(y)| ≤ ‖F‖∞(b − a + d − c) ≤ 2‖F‖∞(π/kmin)

≤ 2‖F‖∞
Kmax

kmin
(r(y)− r(x)) ≤ 2‖F‖∞

Kmax

kmin
l(x, y) .

Hence, we have verified (A.1) forVµ, V1 andV2.

7. Theorems 1.2 and 1.3. In this section, we prove Theorems 1.2 and 1.3. Once we
establish Theorem 1.2, it is easy to see the formal equationζt+ = ζg , and hence we obtain
Theorem 1.3 in virtue of Theorem 1.1. Following the usual way in thermodynamic formalism
(see [2], [12] and [14]), a candidate of such an functionh in Theorem 1.2 is given as follows.
For eachx ∈ D (see Section 3), the leafF(x) of F containingx intersectsγ (w0(x)) at exactly
one point, saŷx. We also call the mapD � x �→ x̂ ∈ ⋃J

j=1 γ (j) the holonomy map along
the leaf ofF and denote it byΠ . We defineh by

h(x) =
∞∑
i=0

(t+(T kx)− t+(T kΠx))

for anyx ∈ Ω+. By definition, we see thatg = t++h◦T −h satisfies Assumptions (A.1) and
(A.3). However, this construction ofh loses the Lipschitz continuity in general. Fortunately,
we are in a special situation. As shown later,h can be represented by

−
∫ r(x)

r(Πx)

sinϕ dr .

Combining this fact and the Lipschitz continuity of theK-stable foliation, we can verify
the Lipschitz continuity ofh. Thus, we can arrive at Theorem 1.2. Precisely, we prove the
following theorem whose statement is slightly stronger than Theorem 1.2.

THEOREM 7.1. Let F be the K-stable foliation. Then there exists a real-valued func-
tion g on M+ satisfying the following.

(g.1) g is Lipschitz continuous onM+ in the Euclidean metric with respect to the (r, ϕ)
coordinates.

(g.2) There exists a positive number C10 depending only on the domain Q such that if
x is in Dn, then ∣∣∣∣

n−1∑
k=0

t+(T kx)−
n−1∑
k=0

g(T kx)
∣∣∣∣ ≤ C10 .
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(g.3) g is constant along each leaf of F .
(g.4) g|Ω+ is cohomologous to t+|Ω+ , that is, there exists a real-valued continuous

function h on Ω+ such that g(x) = t+(x)+ h(T x)− h(x) holds for any x ∈ Ω+.

PROOF. LetΠ : D → ⋃J
j=1 γ (j) be the holonomy map along the leaf ofF as defined

above.
We first work on the setD2. Forx ∈ D2, we set

n(x) = sup{k ≥ 1 ; T k+1x is defined} .
Note that ifx ∈ Dn with n ≥ 2,T kF(x) ⊂ F(T kx) holds fork = 1, 2, . . . , n−1 in virtue of
the property (F .3). Letϕ = ϕ(r) andϕk = ϕk(rk) be the expressions ofF(x) andF(T kx),
respectively, wherer(x) denotes ther-coordinate ofx as usual. Note thatΠ is constant along
the leaf ofF . Thus, by using Lemma 2.1, we can differentiatet+(T kx) − t+(T kΠx) along
F(x) to obtain

d

dr
(t+(T k·)− t+(T kΠ ·))(x) = dt+

dr
(x)

= sinϕk+1
drk+1

dr
(r(x))− sinϕk

drk

dr
(r(x)) .

(7.1)

SinceF(x) is in Dn andT kF(x), k = 1, 2, . . . , n − 1, are allK-decreasing, there exists
C11 > 0 depending only onQ such that∣∣∣∣drkdr (r(x))

∣∣∣∣ ≤ C11θ
k(7.2)

for k = 1, . . . , n− 1. Defineu : D2 → R by

u(x) =
n(x)−1∑
k=0

(t+(T kx)− t+(T kΠx)) .

From (7.1) and (7.2),u(x) is convergent and of classC1 alongF(x) even if n(x) = ∞.
Moreover, we have

u(x) =




∫ r(x)

r(Πx)

sinϕn(x)
drn(x)

dr
dr −

∫ r(x)

r(Πx)

sinϕ dr if n(x) < ∞ ,

−
∫ r(x)

r(Πx)

sinϕ dr if n(x) = ∞ .

Put

v(x) = −
∫ r(x)

r(Πx)

sinϕ dr .

Then, from (7.2) we can find positive numbersC12 andC13 depending only onQ such that

|u(x)| ≤ C12 and |u(x)− v(x)| ≤ C13θ
n(x) .(7.3)
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Following the well-known method (see [2], [14] and [17]), it is natural to consider the
functiong1 : D2 → R defined by

g1(x) = t+(x)+ u(T x)− u(x) .

It is easy to see thatg1 satisfies (g.2), (g.3) and (g.4) onD2. However, we cannot expect the
Lipschitz continuity. So we need the following modification. Defineg2 : D2 → R by

g2(x) = t+(x)+ v(T x)− v(x) .

We claim that the following hold.
(g2.1) g2 is Lipschitz continuous onD2.
(g2.2) There exists a positive numberC14 depending only onQ such that for anyx ∈

D2 and for anyy, z ∈ F(x),

|g2(y)− g1(z)| ≤ C14θ
n(x)

is satisfied.
(g2.3) g2(x) = g1(x) for anyx ∈ ⋂∞

n=2 Dn.
Clearly, the second inequality in (7.3) implies both (g2.2) and (g2.3). Therefore, we

prove (g2.1). To prove (g2.1) it suffices to show the Lipschitz continuity ofv. Let x, y be
points in a connected componentD2(j0j1j2) of D2. Assume that the leavesF(x) andF(y)
are expressed asϕ = ϕ(r) andψ = ψ(r), respectively. Without loss of generality, we just
treat the case whenr(Πx) ≤ r(Πy) andr(x) ≤ r(y). The other cases are treated in the same
way. Further, we consider the following cases separately.

(I) The case whenr(Πx) ≤ r(x) ≤ r(Πy) ≤ r(y), r(x) ≤ r(Πx) ≤ r(y) ≤ r(Πy),
r(Πx) ≤ r(x) ≤ r(y) ≤ r(Πy) or r(x) ≤ r(Πx) ≤ r(Πy) ≤ r(y) occur.

Since the absolute value of the integrand is not greater than 1, we have in this case

|v(x)− v(y)| =
∣∣∣∣
∫ r(y)

r(Πy)

sinψ dr −
∫ r(x)

r(Πx)

sinϕ dr

∣∣∣∣
≤

∫ r(Πy)

r(Πx)

1dr +
∫ r(y)

r(x)

1dr = |r(x)− r(y)| + |r(Πx)− r(Πy)| .

In virtue of the Lipschitz continuity of the foliationF , we know that|r(Πx) − r(Πy)| ≤
C4l(x, y) holds (see the inequality of (6.3)). Clearly,|r(x) − r(y)| ≤ l(x, y). Thus, there
exists a positive numberC15 depending only onQ such that|v(x) − v(y)| ≤ C15l(x, y)

holds.
(II) The case whenr(x) ≤ r(y) ≤ r(Πx) ≤ r(Πy) or r(Πx) ≤ r(Πy) ≤ r(x) ≤

r(y) occur.
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We just consider the former case. Then we have

|v(x)− v(y)| =
∣∣∣∣
∫ r(y)

r(Πy)

sinψdr −
∫ r(x)

r(Πx)

sinϕdr

∣∣∣∣
≤

∫ r(y)

r(x)

1dr +
∣∣∣∣
∫ r(Πx)

r(y)

(sinψ − sinϕ)dr

∣∣∣∣ +
∫ r(Πy)

r(Πx)

1dr

≤ |r(x)− r(y)| +
∫ r(Πx)

r(y)

|sinψ − sinϕ|dr + |r(Πx)− r(Πy)| .
From the Lipschitz continuity ofF , we know that|ϕ(r) − ψ(r)| ≤ C4l(x, y) holds for
r ∈ [r(y), r(Πx)] (see the inequality (6.3)). Consequently, we can find a positive number
C16 depending only onQ such that|v(x)− v(y)| ≤ C16l(x, y) holds. Hence, (g2.1) follows.

Next, we extendg2 to a Lipschitz functiong3 onM+ by using Kirszbraun’s theorem.
We defineg by means of the averaging method appeared in Section 6. For anyx ∈ M+, let
r = r(ϕ), −π/2 ≤ ϕ ≤ π/2, be the representation of the leafF(x) as aK-decreasing curve.
We defineg by

g(x) = 1

π

∫ π/2

−π/2
g3(r(ϕ), ϕ)dϕ .

Then the Lipschitz continuity (g.1) is shown in the same way as in Construction 2 in Section 6.
Assertion (g.2) can be proved as follows. It suffices to consider the case whenn ≥ 2,

i.e.,x ∈ D2. Note thatn(T kx) = n(x) − k for k = 0, . . . , n(x) − 1. In virtue of (g2.2), we
obtain

|g(T kx)− g1(T
kx)| ≤ 1

π

∫ π/2

−π/2
|g3(rk(ϕk), ϕk)− g1(T

kx)|dϕk

= 1

π

∫ π/2

−π/2
|g2(rk(ϕk), ϕk)− g1(T

kx)|dϕk
≤ C14θ

n(x)−k

wheneverT kx ∈ D2, i.e.,k = 0, . . . , n(x)− 1, whererk = rk(ϕk) is the representation of the
leafF(T kx) as aK-decreasing curve. Combining this inequality and the fact thatg1 has the
desired property onD2, one can easily obtain (g.2).

(g.3) is trivial. Sinceg1 is constant along the leafF(x) andg1(x) = g2(x) = g3(x) for
anyx ∈ ⋂∞

n=2 Dn, (g.4) is true. �

Finally, we give the following remark.

REMARK 7.2. In order to see the advantage of our method, we consider the case
when we apply the well-known theory of thermodynamic formalism directly to the zeta func-
tion ζt+ . Recall that the mapw(·) : Ω+ → Σ assigning the itinerary to eachx ∈ Ω+
gives a topological conjugacy between the dynamical system(Ω+, T ) and the shift(Σ, σ)
(see Theorem 2.4). If we definef : Σ → R so thatf (w(x)) = t+(x) for x ∈ Ω+,
then f is dθ -Lipschitz continuous andζt+ = ζf . The general theory applied to theζf
(see [14] and [16]) tells us thatζt+(s) can be extended meromorphically to the domain
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FIGURE 5.

{s ∈ C ;P((−Res)t+)
√
θ < 1}, whereP((−Res)t+) = P((−Res)f ) is the topological

pressure. Therefore, we needP(0)
√
θ < 1 in order that the domain contains the half-plane

Re s ≥ 0. It is easy to see thatP(0) = log(J − 1), since it coincides with the topological
entropy of(Σ, σ). Thus,θ(J−1)2 < 1 is necessary to obtain the same result as Theorem 1.3.
On the other hand, we chooseθ so thatθ = (1+ kmintmin)

−1. Since we do not know whether
we can choose it smaller than it is, we keep on our discussion with this choice ofθ .

For example, consider a regularJ -gonP , each side of which has lengtht. Label the
vertices ofP , v1, . . . , vJ counterclockwise for our convenience. We assume that scatterers
Q1, . . . ,QJ are the discs with radius 1 centered atv1, . . . , vJ , respectively. It is easy to see
that no eclipse condition (H.2) is satisfied if and only ift sin(π/J ) > 2 (see Figure 5).

On the other hand,θ(J − 1)2 < 1 yieldst > J 2 − 2J in this case. However, we have

J 2 − 2J = (J − 2)J >

(
2/J

sin(2/J )

)
J = 2

sin(2/J )

if we apply the well-known inequality sinx > (2/π)x for (0 < x < π/2) to x = π/J . This
implies that we have a difficulty in obtaining the meromorphic extension ofζt+ to the domain
containing the half-plane Res ≥ 0 if 2/sin(π/J ) < t < J 2 − 2J .

In the above, we avoid such a difficulty by using the Lipschitz continuity of theK-stable
foliation as follows. We first show the length of the intersection of any local unstable curve
andDn decays with a rate not slower thanκn for some 0< κ < 1 (equivalently, the area of
Dn in the(r, ϕ)-coordinates decays with a rate not slower thanκn for some 0< κ < 1). Then
we construct a Lipschitz continuous functiong cohomologous tot+ and prove that the zeta
functionζg = ζt+ can be extended meromorphically to the domain{s ∈ C ; κρg (s) < 1}.
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