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Abstract—Recently, relaxed belief propagation and approximate mes
sage passing have been extended to apply to problems with geal
separable output channels rather than only to problems withadditive
Gaussian noise. We apply these to estimation of signals fromuantized
samples with minimum mean-squared error. This provides a renarkably
effective estimation technique in three settings: an oveesnpled dense
signal; an undersampled sparse signal; and any signal whemé quantizer
is not regular. The error performance can be accurately predcted and
tracked through the state evolution formalism. We use stateevolution
to optimize quantizers and discuss several empirical prop@es of the
optimal quantizers.

I. OVERVIEW

Estimation of a signal from quantized samples arises baim fr
the discretization in digital acquisition devices and thmmtization
performed for compression. An example in which treatingngua
zation with care is warranted is analog-to-digital conimrswhere
the advantage from oversampling is increased by replacimyen-
tional linear estimation with nonlinear estimation progezs [1]—
[3]. Sophisticated approaches are also helpful when uspagsiy
or compressibility to reconstruct an undersampled sighil6].

A rather general abstraction is to consider= Q(Az), where
xz € R™ is a signal of interestA € R™*™ is a linear mixing
matrix, and@ : R™ — R™ is a quantizer. We will limit our attention
here to scalar quantizers, meaning thats separable inten scalar
quantizersg; : R — )Y C R with Y countable.

Implementation of belief propagation (BP) for estimatioh e
continuous-valued quantity requires discretization ofsiies; this
is inexact and leads to high computational complexity. Tadha
guantization without any heuristic additive noise moded arith low
complexity, we use a recently-developed Gaussian-apmpateid BP
algorithm, calledrelaxed belief propagation [7], [8], which extends
earlier methods [9], [10] to nonlinear output channels.

Our first main contribution is to demonstrate that relaxed B

provides significantly-improved performance over tramitil methods
for estimating from quantized samples. Gaussian apprdiomsa
of BP have previously been shown to be effective in a range
applications; the extension to general output channels [B]] is
essential to our application.

Our second main contribution concerns the quantizer de®iiren
guantizer outputs are used as an input to a nonlinear esgtimalgo-
rithm, minimizing the mean-squared error (MSE) betweemntjaar
input and output is not necessarily equivalent to miningzine MSE
of the final reconstruction. We use the fact that the MSE utatge

random mixing matricesi can be predicted accurately from a set o

simple state evolution (SE) equations [8], [11]. Then, bydelmg
the quantizer as a part of the measurement channel, we use
SE formalism to optimize the quantizer to asymptoticallynimiize
distortions after the reconstruction by relaxed BP.

Il. SIMULATION EXAMPLE

Form A from i.i.d. Gaussian random variables, i.edq;
N(0,1/m); and assume i.i.d. Gaussian noise with variandée=
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Fig. 1. Performance comparison.

10~° perturbs measurements before gquantization. The signial
generated with i.i.d. elements from the Gauss-Bernoufiritiution

_ N (0,10), with probability 0.1;
X 0, with probability 0.9.

Figure 1 presents a comparison of reconstruction distwstiand
confirms (a) the advantage of relaxed BP estimation; and i) t
advantage of optimizing quantizers using the SE equatidine
quantization rate is varied from to 2 bits per component ok,
and for each quantization rate, we optimize quantizersterMSE
of the measurements (labeled “Uniform RBP”) and for MSE of the
reconstruction via relaxed BP (labeled “Optimal RBP”). The figure
also plots the MSE for linear MMSE estimation and lasso, both
assuming the uniform quantizer that minimizes MSE of thegue=
ments. Lasso performance was predicted by state evolutjoations
in [8], with the regularization parameter optimized. ReldBP offers

amatically better performance—more than 10 dB improvenag
ow rates. At higher rates, relaxed BP performance saturdte to
the Gaussian noise at the quantizer input. Furthermoranizing the
8yantizer for the relaxed BP reconstruction improves parémce by
more than 4 dB for many rates. See also [12].
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