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Abstract— In this work, classification of messages using 

Weka ID3 classifier is proposed. We use feature testing to 

generate ARFF files which act as input for the Weka ID3 to 

build the decision tree. The decision tree thus generated is used 

to predict the results. The results emerged from have quick 

response time in classifying the messages. Message Classifier, 

which aims to assign a Short Message Service (SMS) message to 

two categories based on its contents, is a fundamental task for 

building that allow individuals to construct classifiers that have 

relevance for a variety of domains.   
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I.  INTRODUCTION  

As the mobile phone market is rapidly expanding and the 

modern life is heavily dependent on cell phones, Short 

Message Service (SMS) has become one of the important 

media of communications. This media of communication has 

been considered as one of the fundamental and primitive way 

of connection for its cheapness, more convenient for advanced 

to novice users of cell phone, mobility, individualization and 

documentation. 

 SMS classifying technology has important 

significance to assist people in dealing with SMS messages. 

Although SMS classification can be performed with little or 

no effort by people, it still remains difficult for computers. 

Machine learning offers a promising approach to the design of 

algorithms for training computer programs to efficiently and 

accurately classify short text message data. 

II. PREVIOUS WORK  

A. Text Classification is the process of classifying 

documents into predefined classes based on its content. Text 

classification is important in many web applications like 

document indexing, document organization, spam filtering etc. 

[2]. In text classification, a text messages may partially match 

many categories. We need to find the best matching category 

for the text messages. 

A good text classifier is a classifier that efficiently 

categorizes large sets of text documents in a reasonable time 

frame and with an acceptable accuracy, and that provides 

classification rules that are human readable for possible fine-

tuning. If the training of the classifier is also quick, this could 

become in some application domains a good asset for the 

classifier. Many techniques and algorithms for automatic text 

categorization have been devised. 

 Classification is an important task in both data mining and 

machine learning communities, however, most of the learning 

approaches in text categorization are coming from machine 

learning research. A number of text classification techniques 

have been applied including, Naive Bayes [2,3] k-NN[4], 

Neural Network [5], centroid-based approaches [9,10], 

Decision Tree [12], SVM [13], Rocchio Classifier [7], 

Regression Models [11], Bayesian probabilistic approaches, 

inductive rule learning, and Online learning [14,15]. 

B. Limitations of Existing systems  

Naive-Bayes theorem can’t learn interactions between 

features. Term Frequency-Inverse Document Frequency(TF-

IDF) has several limitations. It computes document similarity 

directly in the word-count space, which may be slow for large 

vocabularies. It assumes that the counts of different words 

provide independent evidence of similarity. It makes no use of 

semantic similarities between words. Neural networks have 

been criticized for their poor interpretability. SVM is a binary 

classifier. To do a multi-class classification, pair-wise 

classifications can be used (one class against all others, for all 

classes). Computationally expensive, thus runs slow. 

III. ALGORITHM 

Very simply, ID3 builds a decision tree from a fixed set of 

examples. The resulting tree is used to classify future 

samples. The example has several attributes and belongs to a 

class (like yes or no). The leaf nodes of the decision tree 

contain the class name whereas a non-leaf node is a decision 

node. The decision node is an attribute test with each branch 

(to another decision tree) being a possible value of the 

attribute. ID3 uses information gain to help it decide which 

attribute goes into a decision node. The advantage of learning 

a decision tree is that a program, rather than a knowledge 

engineer, elicits knowledge from an expert. 

 ID3 is a non incremental algorithm, meaning it 

derives its classes from a fixed set of training instances. An 

incremental algorithm revises the current concept definition, 

if necessary, with a new sample. The classes created by ID3 

are inductive, that is, given a small set of training instances, 

the specific classes created by ID3 are expected to work for 

all future instances. The distribution of the unknowns must be 

the same as the test cases. Induction classes cannot be proven 

to work in every case since they may classify an infinite 

number of instances. ID3 uses information gain as its 

attribute selection measure. Let node N represent or hold the 

tuples of partition D. The attribute with the highest 

information gain is chosen as the splitting attribute for node 

N. This attribute minimizes the information needed to 

classify the tuples in the resulting partitions and reflects the 

least randomness or “impurity” in these partitions. The 

expected information needed to classify a tuple in D is given 

by 
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Info(D) = −∑pi log2 pi

m

i=1

 

Info(D) is also known as the entropy of D. Now, suppose 

the tuples in D are partitioned on some attribute A having v 

distinct values. These partitions would correspond to the 

branches grown from node N. The information needed (after 

the partitioning) to arrive at an exact classification is 

measured by 

InfoA(D) = −∑
|Dj|

|D|
×v

j=1 Info(Dj)  

InfoA(D) is the expected information required to classify a 

tuple from D based on the partitioning by A. The smaller the 

expected information (still) required, the greater the purity of 

the partitions. Information gain is defined as the difference 

between the original information requirement (i.e., based on 

just the proportion of classes) and the new requirement (i.e., 

obtained after partitioning on A).  

In other words, Gain(A) tells us how much would be 

gained by branching on A. It is the expected reduction in the 

information requirement caused by knowing the value of A. 

The attribute A with the highest information gain, Gain(A), is 

chosen as the splitting attribute at node N. This is equivalent 

to saying that it is intended to  partition on the attribute A that 

would do the “best classification,” so that the amount of 

information still required to finish classifying the tuples is 

minimal (i.e., minimum InfoA(D)). 

How does ID3 decide which attribute is the best? A 

statistical property, called information gain, is used. Gain 

measures how well a given attribute separates training 

examples into targeted classes. The one with the highest 

information (information being the most useful for 

classification) is selected. In order to define gain, we first 

borrow an idea from information theory called entropy. 

Entropy measures the amount of information in an attribute. 

Given a collection S of c outcomes 

Entropy(S) = S -p(I) log2 p(I) 
where p(I) is the proportion of S belonging to class I. S is 

over c.  

Note that S is not an attribute but the entire sample set. 

Algorithm: Generate decision tree. Generate a decision 

tree from the training tuples of data partition, D. 

Input:Data partition, D, which is a set of training tuples 

and their associated class labels; attribute list, the set of 

candidate attributes; 

Attribute selection method, a procedure to determine the 

splitting criterion that “best” partitions the data tuples into 

individual classes. This criterion consists of a splitting 

attribute and, possibly, either a split-point or splitting subset. 

Output: A decision tree. 

Method: 

(1) create a node N; 

(2) if tuples in D are all of the same class, C, then 

(3) return N as a leaf node labelled with the class C; 

(4) if attribute list is empty then 

(5) return N as a leaf node labelled with the majority class 

in D; // majority voting 

(6) apply Attribute selection method(D, attribute list) to 

find the “best” splitting criterion; 

(7) label node N with splitting criterion; 

(8) if splitting attribute is discrete-valued and 

Multi way splits allowed then // not restricted to binary 

trees 

(9) attribute list attribute list - splitting attribute; // remove 

splitting attribute 

(10) for each outcome j of splitting criterion 

// partition the tuples and grow sub trees for each partition 

(11) let Dj be the set of data tuples in D satisfying 

outcome j; // a partition 

(12) if Dj is empty then 

(13)  attach a leaf labelled with the majority class in D to 

node N; 

(14)  else attach the node returned by Generate decision 

tree(Dj, attribute list) to node N; 

endfor 

(15) return N;  

IV. IMPLEMENTATION 

 1. Data Set Collection and Preprocessing. 

 A dataset is a collection of data to be used for 

classification. In this work dataset consists of two different 

domain collections: Financial and Non-Financial. Data pre-

processing is an important step in the data mining process. If 

there is much irrelevant and redundant information present or 

noisy and unreliable data, then knowledge discovery during 

the training phase is more difficult. Data preparation and 

filtering steps can take considerable amount of processing 

time. Data pre-processing includes cleaning, normalization, 

transformation, feature extraction and selection, etc. The 

product of data pre-processing is the final training set and 

testing set. Here we have collected the messages and stored in 

excel sheet. We have divided the complete data set into train 

set and test set and tagged both the sets as ‘0’ or ‘1’ 

indicating non-financial and financial as part of the 

preprocessing. 

 

2. Feature Selection. 

In machine learning and statistics, feature selection, also 

known as variable selection, attribute selection or variable 

subset selection, is the process of selecting a subset of 

relevant features (variables, predictors) for use in model 

construction. Feature selection is itself useful, but it mostly 

acts as a filter, muting out features that aren’t useful in 

addition to your existing features. The objective of variable 

selection is three-fold: improving the prediction performance 

of the predictors, providing faster and more cost-effective 

predictors, and providing a better understanding of the 

underlying process that generated the data. 

There are three general classes of feature selection 

algorithms- Filter methods, Wrapper methods & Embedded 

methods. 

 The table in fig 4.1 contains the examples of features 

selected for our classification. 
Variable  Description 

Credited  Key word in  financial messages 

Currency Indicator Rs , INR , $ etc 

Account Number 3756XXXX125 , ***********768, etc 

Debited Keyword in financial messages 

Free Keyword in ads messages 

Credit Card No. 5768xxxxx1894, etc 

Bonus Keyword in ads keyword 

 

Fig 4.1: Table with examples of selected features 
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3. Feature Testing. 

This step is very important for creating ARFF files. We check 

for the existence of each feature for each message in the data 

set collected. The example for checking if the feature credited 

exists in the message or not. If it exists then it will return 

‘yes’ else ‘no’. Feature testing is mainly used to prediction in 

the test ARFF. 

 

4. Attribute-Relation File Format (ARFF). 

An ARFF (Attribute-Relation File Format) file is an ASCII 

text file that describes a list of instances sharing a set of 

attributes. ARFF files have two distinct sections- header  

followed by data. Sparse ARFF files are very similar to 

ARFF files, but data with value 0 are not be explicitly 

represented.  

 

5. Generating Train and Test ARFF files. 

Steps to generate Train ARFF - Add the header into ARFF 

File, read the excel sheet where Training Set is stored, 

perform Feature Test,  write the results of  feature test  into 

ARFF file. 

Steps to generate Test ARFF - Add the header into ARFF 

File, read the excel sheet where Test Set is stored, perform 

Feature Test, write the results of feature test into ARFF file 

 

 6. Message Classification  

Message classification process is shown in the Fig 4.2 below. 

The decision tree thus obtained for the financial example 

taken is shown in the Fig 4.3 

 
Fig 4.2 Message Classifier 

 

 
Fig 4.3 Decision Tree of Message Classifier 

 

V. CONCLUSION & FUTURE WORK 

The proposed system offers another approach to 

classification of Short Message Service(SMS) messages in 

addition to the existing systems. It provides an accurate, 

efficient method with real time analysis support. The proposed 

system creates understandable prediction rules from the 

training data. It also builds the tree fast and short. It only 

needs to test enough attributes until all data is classified. 

Finding leaf nodes enables test data to be pruned, reducing 

number of tests and whole dataset is searched to create tree. 

 Based on our findings the proposed system is capable 

of classifying an incoming message with great accuracy that 

can be extended for future use.The system uses tool with Free 

availability and Portability. Since it is implemented in the Java 

programming language it runs on almost any modern 

computing platforms like  Windows, Mac OS X and Linux. 

The results are also confirmed using weka GUI for accurate 

results. The features used for training is easy to understand 

and modifiable. Many classification algorithms limit the broad 

area of domains for validating text data. In proposed system, a 

classifier extends the number of domains to text data. At its 

simplest, system provides a quick and easy way to explore and 

analyze data. In addition the response time for classifying 

messages gets drastically reduced.  

 To be enhanced and implemented in real time in further 

classifying the financial messages into categories such as 

income, expense, informational and so on. To be enhanced 

and implemented in real time in estimating the expenses and 

current financial status of an individual over a specific period 

of time using the Short Message Service (SMS) messages the 

individual has received. To extend this classification to 

electronic-mail and online messaging services. 
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