
https://doi.org/10.1177/1474515120944014

European Journal of Cardiovascular Nursing
2020, Vol. 19(7) 646 –652
© The European Society of Cardiology 2020
Article reuse guidelines: 
sagepub.com/journals-permissions
DOI: 10.1177/1474515120944014
journals.sagepub.com/home/cnu

Learning objectives

•• Identifying the appropriate meta-analysis model to 
use for a given research question;

•• Understanding how to assess and explain observed 
heterogeneity properly in meta-analysis results.

The problem: heterogeneity is often 
poorly addressed in meta-analyses

The number of systematic reviews and meta-analyses 
submitted to nursing and allied health journals continues 
to grow. For instance, over the past 2 years six meta-
analyses have been published in the European Journal of 
Cardiovascular Nursing.1–6 Meta-analysis is a valuable 
tool for quantitatively synthesizing the results of a body of 
research. Meta-analysis methods permit calculation of an 
overall mean effect or relationship across a number of 
studies. Further, moderator analyses (e.g. subgroup analy-
ses, meta-regression) can permit comparative effective-
ness analyses to see, for example, if particular intervention 
types may be more effective than others, or whether inter-
ventions may be more effective for particular patient 
populations.7

Unfortunately, many meta-analysis papers submitted 
to journals contain common and avoidable methodologi-
cal flaws. In this article, we will discuss the most common 

of these errors, which center around misunderstandings 
regarding how to handle variation across observed study 
effects (statistical heterogeneity) in meta-analytic 
research.

Stated very simply, in a meta-analysis we calculate an 
effect size from each study for an outcome of interest, 
assign weights to those individual study effect sizes using 
an accepted meta-analysis model, and then calculate a 
mean overall effect size across all of the included studies. 
Statistical heterogeneity is the variation of individual 
study effect sizes.8 This can be due to differences in study 
participants, interventions, or outcomes (clinical hetero-
geneity) as well as variation in study designs or risks of 
bias (methodological heterogeneity).9 Heterogeneity is 
expected in any meta-analysis.10 There will always be 
some degree of clinical or methodological heterogeneity. 
Too much heterogeneity can be concerning, in that it 
could indicate that the studies are not similar enough to be 
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quantitatively synthesized. This could be the case, for 
instance, in a meta-analysis of trials examining the effi-
cacy of a new medication. When synthesizing the results 
of trials of a single drug, heterogeneity may be considered 
to be a negative – we could assume that there is a single 
true mean effect of the medication, because the typical 
intervention effect would be the same and the included 
studies would all have nearly identical designs. Thus, 
clinical and methodological heterogeneity would be 
assumed to be minimal, and differences between the 
included studies will likely be small and due to minor 
sample differences or measurement variation. Significant 
heterogeneity may indicate excessive sources of error 
around the effect size estimate (e.g. differences in meas-
urement methods, samples, outcome time points).11

In nursing research, we are often studying phenomena 
or interventions in which the effects are more likely to vary 
across studies. For example, in studies of interventions to 
increase health behaviors (e.g. physical activity, medica-
tion adherence, heart failure self-care) we tend to expect 
heterogeneity. Not all interventions to modify a given 
health behavior are the same, and individual patient 
responses to the same behavioral intervention will vary 
greater than they would to a medication due to clinical and 
methodological heterogeneity. As an example, if a meta-
analysis was looking to synthesize the findings of inter-
ventions to improve physical activity among patients with 
heart failure, studies may vary due to many factors, such as 
intervention content, intervention delivery method, inter-
vention intensity or frequency, patients’ heart failure sever-
ity, comorbidities, physical limitations, or study outcome 
measurement method, to name a few. All of these are 
potential sources of heterogeneity between the included 
studies. When conducting a meta-analysis, it is necessary 
to assess and explain heterogeneity appropriately.

Assessing heterogeneity

In a meta-analysis, we use several statistics to assess het-
erogeneity. Heterogeneity is impacted by several factors: 
(a) the number of studies in the meta-analysis; (b) how 
much the study effect sizes vary from each other (between-
studies variance); and (c) how much variance exists in 
the observed effect size for each study (within-study 
variance).

The Q-statistic is the weighted sum of the squared val-
ues of each study effect size’s deviation from the mean 
effect size of all studies in the meta-analysis. The Q-statistic 
is a standardized measure, and is not affected by the effect 
size metric used. Q follows a chi-squared distribution, and 
the value of Q is sometimes reported in summary statistics 
as chi-squared or χ2. The Q-statistic can be used to test the 
null hypothesis that all studies share a common effect size. 
When testing for heterogeneity using Q, we use the num-
ber of studies in the analysis (k) to calculate the degrees of 

freedom (df = k–1). If Q – df is less than zero, then there 
is not excess heterogeneity beyond what we would expect 
if all studies shared the same true effect size. If Q – df >0, 
then there is excess variation in effect sizes among studies 
that may be attributable to sources of clinical or methodo-
logical heterogeneity. The values of Q and the P value of 
the Q-statistic are dependent on the number of studies in 
the analysis.

Meta-analysis software will also report a value for T 
and T2. T, the estimate of the population variable tau (τ), is 
the standard deviation of the overall effect size and T2 rep-
resents the variance of the overall effect size. While the 
Q-statistic is a standardized variable, T2 depends on the 
scale of the effect size metric. T and T2 are useful for help-
ing to understand how much individual study effect sizes 
are dispersed about the mean effect size, and interpreting 
the potential impact of observed heterogeneity.

Finally, many authors use I2 to describe heterogeneity. 
The I2 index is a measure of the proportion of unexplained 
heterogeneity, calculated as [(Q – df) ÷ Q] × 100%. As a 
ratio, the value of I2 is not dependent on the number of 
studies or the effect size metric, but it is subject to 
over-interpretation.

Figure 1 is a forest plot using data from a meta-analysis 
previously published in the European Journal of 
Cardiovascular Nursing.12 In Figure 1, the plot shows 
some dispersion of study effect sizes around the mean 
effect size. This is confirmed with the heterogeneity statis-
tics. The Q-statistic is greater than the degrees of freedom, 
and the P value for the Q-statistic is less than 0.05. I2 is 
81%, indicating that a large proportion of the existing vari-
ance is due to unexplained heterogeneity, but I2 does not 
tell us about the actual measured value of that variance 
(measured by T and T2) or whether the observed between-
study variance is statistically significant (Q and Q – df).

A solution: four steps to address 
heterogeneity

Heterogeneity in meta-analyses does not necessarily need 
to be a reason to avoid conducting a meta-analysis, but the 
methodological quality of the meta-analysis will be 
improved if heterogeneity is appropriately addressed. This 
paper proposes four steps researchers can use to deal with 
heterogeneity in meta-analyses.

Step 1: choose the appropriate meta-
analysis model

The choice of meta-analysis model is best made a priori, 
based on the review’s research question, inclusion criteria, 
and an understanding of clinical and methodological rea-
sons for potential statistical heterogeneity.8,13 While there is 
not universal agreement on the best approach for exploring 
heterogeneity in a meta-analysis, the major meta-analysis 
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expert groups do agree that authors should not choose 
whether to use a fixed-effect or random-effects meta-anal-
ysis model based on a test of heterogeneity.8,9,13,14 When 
reviewing meta-analysis papers, I often see authors stating 
that they used a fixed-effect approach, found significant 
heterogeneity using the Q-statistic, and switched to a ran-
dom-effects model. Sometimes, rather than the Q-statistic, 
authors will use an arbitrary cut-off of the I2 index to deter-
mine that there is too much heterogeneity for a fixed-effect 
model. Both of these approaches are considered methodo-
logically inappropriate.13

Random-effects model meta-analyses include an esti-
mate of between-study variance when weighting studies 
in the overall effect size estimate and when calculating 
the variance of the overall effect size. The inclusion of 
between-study variance is because random-effects models 
assume that there is not one single true effect size for the 

phenomenon being studied. Rather, the studies in a ran-
dom effects analysis are a sample of effect size estimates 
from among a distribution of possible true effects. The 
fixed-effect model does not include this between-studies 
variance component, and assumes that there is only one 
single true effect. Any observed variance in a fixed-effect 
model is assumed to be due to sampling error in selecting 
the sample of studies in the analysis. Tightly controlled 
interventions, such as drug trials, typically use a fixed-
effect approach, as there is not a conceptual difference in 
the expected average effect between studies. In many 
types of nursing research, however, we expect differ-
ences. For instance, in a physical activity intervention 
meta-analysis, we would expect variation in the true effect 
based on differences in intervention content. None of the 
studies is likely to be testing the exact same intervention. 
As a result, between-study heterogeneity is expected, and 

Study name Sta�s�cs for each study Std diff in means and 95% CI

Std diff Lower Upper 
in means limit limit p-Value

Antonicelli (2010) 1.518 0.732 2.303 0.000
Bisharat (2012) 0.646 0.176 1.116 0.007
Bouvy (2003) 1.558 -0.045 3.161 0.057
Dawson (1998) -0.638 -2.468 1.192 0.494
Falces (2008) 0.543 -0.242 1.328 0.175
Goodyer (1995) 1.785 1.273 2.297 0.000
Gwadry-Sridhar (2005) 0.000 -0.527 0.527 1.000
Jerant (2003a) 0.472 -1.140 2.085 0.566
Jerant (2003b) 0.401 -1.234 2.037 0.631
Laramee (2003) -0.295 -0.555 -0.035 0.026
Lopez-Cabezas (2006) 0.383 -0.319 1.084 0.285
Murray (2007) 0.126 -0.101 0.353 0.277
Nimpitakpong (2002a) 0.141 -0.583 0.864 0.703
Nimpitakpong (2002b) 0.159 -0.550 0.868 0.661
Nucifora (2006) 0.134 -0.330 0.597 0.572
Powell (2010) -0.085 -0.231 0.060 0.250
Rich (1996) 0.448 0.130 0.766 0.006
Ringer (2001) -0.248 -0.474 -0.022 0.032
Sadik (2005) 1.202 0.847 1.557 0.000
Tierney (2003a) -0.087 -0.665 0.491 0.768
Tierney (2003b) -0.182 -0.796 0.432 0.561
Tierney (2003c) -0.182 -0.780 0.416 0.550
Tsuyuki (2004) -0.090 -0.326 0.147 0.457
Udelson (2009) -0.048 -0.289 0.192 0.693
Varma (1999) 0.664 -1.140 2.467 0.471
Wakefield (2009a) 0.115 -1.102 1.332 0.854
Wakefield (2009b) -0.511 -1.578 0.556 0.348
Wu (2012a) 0.894 0.128 1.660 0.022
Wu (2012b) 0.659 -0.085 1.402 0.082

0.286 0.090 0.481 0.004
-2.00 -1.00 0.00 1.00 2.00

Favors Control Favors Interven�on

Heterogeneity sta�s�cs: Q = 145.14, df = 28, p < .001
T2 = 0.18
I2 = 80.71

Random effects

Figure 1. Forest plot of heart failure medication adherence interventions.
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it would be most appropriate to use a random-effects 
model in this case. The random-effects approach is more 
conservative in terms of rejecting the null, because it 
includes both within-study and between-studies variance 
when weighting studies and calculating the variance of 
the overall effect size.

Step 2: assess outliers

Statistical outliers can also be sources of heterogeneity in 
a meta-analysis. As an initial evaluation, authors may be 
able to see from their forest plot if one or more studies 
may be outliers. While some authors will do an analysis to 
check the effect size and heterogeneity with each study 
removed one at a time,15 this may not be sufficient if there 
are multiple outliers present in a large meta-analysis with 
many studies. It may be better for authors to explore for 
potential outliers statistically by checking for significant 
standardized residuals, and then check those possible 

outliers both for data extraction or coding errors and also 
to see if the studies are, in fact, outliers that should be 
eliminated from the meta-analysis.15

Step 3: explore the heterogeneity

If your meta-analysis has a sufficient number of studies, it 
is possible to conduct moderator analyses using meta-
regression and/or subgroup analyses to try to explain some 
of the potential sources of heterogeneity. For instance, sub-
group analyses allow to you compare effect sizes of sub-
groups of studies in your review and assess whether 
heterogeneity is lowered when grouping analyses by sub-
groups. An example of a subgroup analysis is shown in 
Figure 2, which divided the studies from Figure 1 into 
whether the intervention included a component designed 
to enhance social support for medication adherence. 
Interventions including a social support component had 
less variation in effect sizes. The Q-statistic for the social 

Figure 2. Subgroup analysis.
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support studies was 13.49 with df of 8 (P=0.096). Within 
this subgroup, the I2 dropped to 40.71%.

Using the subgroup variable as a moderator, it is also 
possible to analyze whether the groups’ effect sizes are sig-
nificantly different. In the Figure 2 example, interventions 
without a social support component had a larger standard-
ized mean difference (d=0.42) than did interventions with 
a social support component (d=–0.05). We would look at 
the between-studies variance (not shown in the figure) to 
see that the subgroups’ effect sizes are significantly differ-
ent (Qbetween=7.55, P=0.006).

An example of meta-regression is shown in Figure 3, 
exploring whether effect sizes vary due to the mean age of 
the study samples. In this example, the regression coeffi-
cient is 0.028, indicating that on average, for every one 
year increase in mean sample age, the effect size increases 
by 0.028. As the regression coefficient is statistically sig-
nificant (P=0.045) it is unlikely that the slope is zero. 
Looking at heterogeneity statistics, the study dispersion 
due to the regression model is significant, indicating that 
the relationship between mean age and intervention 
effects is stronger than would be expected due to chance 
(Qmodel=4.02, df=1, P=0.045).

If too few studies are included in a moderator analysis, 
however, the analysis will be underpowered and will not 
produce useful information. It is recommended that at least 

10 studies be available for each meta-regression (minimum 
five studies per group for subgroup analyses).9 Moderator 
analyses may require the involvement of a statistician and/
or the use of specialized software.

Step 4: acknowledge the limitations

Authors should address in the limitations section of their 
discussion that it is possible that limitations exist in the 
searching and screening approach used, leading to eligible 
studies being inadvertently left out of the review. It is also 
possible that there is publication bias inherent in the body 
of literature. While heterogeneity statistics are not designed 
to detect publication bias, publication bias may contribute 
to observed heterogeneity. Publication bias is the tendency 
of studies to be more likely to be published when they 
report positive and statistically significant results, or have 
larger effect sizes.9 Publication bias also encompasses the 
tendency of systematic reviews and meta-analyses to 
include only published studies or only studies published in 
peer-reviewed journals.8 Publication bias can be assessed 
visually, by assessing the symmetry of a funnel plot of the 
included studies (see example in Figure 4). We can also 
check for publication bias statistically using tests such as 
Egger’s test;16 however, the utility and accuracy of such 
tests are dependent on several factors, such as the number 

Regression of Standardized Mean Difference on Mean Age

Study Mean Age

50.0 55.0 60.0 65.0 70.0 75.0 80.0 85.0 90.0 95.0

St
an

da
rd

ize
d 

M
ea

n 
Di

ffe
re

nc
e

3.00

2.50

2.00

1.50

1.00

0.50

0.00

-0.50

-1.00

-1.50

-2.00

Figure 3. Meta-regression plot.

D
ow

nloaded from
 https://academ

ic.oup.com
/eurjcn/article/19/7/646/5950370 by guest on 21 August 2022



Ruppar 651

of included studies, the degree of dispersion across the 
studies, and the effect size index used in the analysis.8

The choice of software used for the meta-analysis may 
also be a limitation. Some meta-analysis software pack-
ages allow for far fewer different types of data to be used 
for calculating study effect size. This may lead authors to 
exclude studies on the basis of not having sufficient data 
for calculating an effect size, when an effect size could be 
calculated using a different software package. Such exclu-
sions would be methodologically inappropriate.

Software

Most statistical packages that can run a meta-analysis 
can use either a fixed-effect or random-effects model. 
Statistically assessing outliers and conducting moderator 
analyses requires additional coding or macros in SAS, 
SPSS, STATA, or R. Software specific to meta-analysis, 
such as RevMan or Comprehensive Meta-Analysis, make 
these analyses easier. The free or publicly available ver-
sions of some software packages have limited functionality 
and may not be able to conduct all analyses necessary to 
address heterogeneity. Researchers planning a meta-analy-
sis should review the statistical packages and statistician 
support available to them prior to conducting their review 
to see that the necessary resources are available to ensure 
methodological rigor in their meta-analysis.

Reporting

When writing papers of meta-analysis projects, authors should 
address each of these four steps for addressing heterogeneity. 
Explicitly state the meta-analysis model used (fixed-effect or 

random-effects), with the rationale for the model choice. 
Describe how outliers were identified and handled. If signifi-
cant heterogeneity is present, conduct moderator analyses to 
explore potential sources of heterogeneity, if enough studies 
are included to permit moderator analyses. Finally, be sure to 
discuss all potential methodological limitations of the review 
methods thoroughly and objectively, including potential 
sources of unexplained heterogeneity.

Conclusion

Maintaining methodological rigor in a meta-analysis is 
important to ensure valid and correctly interpreted results. 
Managing heterogeneity is one of the methodological 
areas typically under-addressed in meta-analyses submit-
ted to nursing and allied health journals, but following the 
four steps outlined previously will help authors to improve 
the quality of their meta-analysis research.
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