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1 Introduction

The Algorithm Selection Problem (ASP) is introduced in [5] seeking to answer
the question ”Which algorithm is the best option to solve my problem?” un-
der those cases where the decision-maker or solver counts with more than one
algorithm for a given problem. Formally, the ASP can be defined as follows:
having a problem instance x ∈ P , with given features f(x) ∈ F , the objective
is to perform a selection mapping S(f(x)) in the algorithms space A, with the
goal of selecting the algorithm α ∈ A that maximizes the performance mapping
y(α, x) ∈ Y such that y(α, x) ≥ y(a, x) , ∀a ∈ A. Thus, the principal components
of the algorithm selection model are: the problem space P , the feature space F ,
the selection mapping S of P on the algorithm space A and the performance
space Y . The importance of tackling this problem is provided by: (i) No Free
Lunch (NFL) theorem, (ii) the big number of available algorithms, and (iii) the
need of trying to obtain the best possible solution, and not only a correct one.

In the related literature, some systems have been proposed. The Machine
Learning Toolbox (MLT) project [2], continued in Statlog [3] and METAL [1],
aims to select the best algorithm for a given dataset. Furthermore, in [1] a help-
ing system for aiding the selection of machine learning algorithms, according to
the dataset is proposed. They obtain meta-features that allow to compare differ-
ent datasets and, by means of that, obtain a reduced group of datasets similar to
the one at hand. Those reduced groups are later used to give a recommendation.
In [7] a multilayer perceptron network (MLP) is used to select the best optimiza-
tion algorithm to solve the quadratic assignment problem. However, the above
mentioned contributions and systems are focused on recommending or choosing
algorithms for a particular problem. That is why a meta-learning ([4]) based
system may be appropriate and necessary for those scenarios where a ranking
of algorithms sorted according to a provided criterion for any supported input
problem is necessary. On the other hand, a drawback appearing in algorithm
selection systems is the so-called cold start (see [6]). It concerns the disadvan-
tage that arises in those cases where the system involved in the selection of the
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algorithm for providing a solution has not enough information to give an appro-
priate recommendation or selection. An extreme case of this problem happens
when the system has not past information for comparing the input stream.

2 Contribution

Bearing the previous discussion in mind, the main goal of this work is two-fold.
On the one hand, a novel meta-learning-based approach that allows to select,
from a pool of algorithms, a suitable algorithm for solving a given logistic prob-
lem (e.g., vehicle routing problem, berth allocation problem, facility location,
etc.) is proposed. On the other hand, the proposed approach is enabled to work
within cold start situations where although the system do not have previous in-
formation of an introduced logistic problem, it may count with information from
a similar problem or from a generalization of it. In doing so, a tree structured
hierarchy that allows to compare different metric dataset to identify a particular
problem or variation is presented.
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