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Abstract— In this paper we present a metadata scheme for the
content description of thermal videos captured during rescue op-
erations. The formal description is provided in terms of an XML
Schema, thus the content description files have XML format.
The schema was designed to provide highly detailed description
possibilities for the movie scene. The scheme description, which
is implemented in full compatibility with the MPEG-7 standard,
provides fast and simple integration capabilities for database
applications, and supports video/image indexing and retrieval
for further use. It has been already tested that the proposed
schema can be conceptualized in ontology services, which have
other input besides video analysis.

I. INTRODUCTION

In one of our currently developed system, our main aim
is to extract useful information from videos recorded by a
thermal camera in a fire/rescue scenario. The main point of
the application of thermal cameras instead of (or parallel to)
normal ones, is that we can extract some useful data only from
the infrared light domain. For example, in case of a firefighting
operation, thermal cameras have the ability to capture visual
data obscured by smoke or in complete darkness.

This video processing support is just one component of
the complex mobile system SHARE [1] which has been
designed for rescue forces with integrating multiple modes
of interaction. Ontology services play an important role in
the SHARE philosophy to establish connection between the
different input channels (map data [2], deployment structure,
audio/visual/text messages) regarding the rescue scenario. In
this way, it becomes possible for the rescue team to access
operative information based on a very wide basis through a
retrieval client [3]. The information found by thermal video
analysis is embedded into the ontology as a subset of its hier-
archical data structure. The visual information extracted from
the thermal videos are converted to metadata and populated to
the ontology.

For video content metadata description, MPEG-7 has
emerged as the standard [4], [5], [6], [7], [8] for multi-
media data content description. For this reason, we decided
to implement semantics of thermal videos in terms of an
XML Schema in a fully MPEG-7 compatible way. To achieve
larger flexibility, several description schemes were proposed to
improve MPEG-7 performance in terms of semantic content
description [9], [10]. We also provide a number of classes to
extend the MPEG-7 standard to tune our description for rescue
operations. Regarding to a firefighting operation, these classes

include data to describe hotspots (fire), and object/human ap-
pearance. Temporal hotspot observation is essential to measure
up the tactical effectiveness of the operation, while human
appearance analysis is very helpful in tracking victim or
personnel movement. Accordingly, besides having data for the
physical details of a video, we define classes for hotspot and
human occurrence. As for the hierarchical segmentation of
the videos, we consider logical segments (clips), which can
be further subdivided into segments with object appearances,
inside which the actual processing is done at frame (instance)
level.

The structure of the paper is as follows. In section II
we explain the hierarchical partitioning of videos together
with the classes defined to describe the basic identification
and physical data. Section III presents two examples where
the presented schema is used to describe fire and human
appearance. Finally, in section IV we conclude with some
possible future completions of the proposed schema to provide
better support for a fire/rescue scenario.

Some general remarks for the figures in the paper, where we
followed a popular way for the presentation of the schema:

� all the variable types for the field components have some
standard MPEG7 type (e.g. integer, date, time, string),

� components bounded by solid boxes are obligatory (must
be filled in),

� components bounded by dashed boxes are optional,
� number of allowed occurrences are written as ”minoc-

cur..maxoccur” under the respective components; ����

stands for the unbounded condition,
� within a class, sequence of elements are represented by

, while choices by .

II. SEGMENTATION AND BASIC METADATA FOR THERMAL

VIDEOS

The ThermalVideo class is the root class of the hierarchy, as
it is depicted in Figure 1. It contains the classes for a thermal
video file, and provides several representations for the civilian,
firefighter, fire, and object appearances.

The ThermalVideoInfo class contains complementary data
for the thermal video, like title, provider, scenario of rescue,
date/time of recording, camera type used, and the physical
description of the video in terms of its format, image size and
length, as shown in Figure 2.



Fig. 1. The root (ThermalVideo) class of the hierarchy.

Fig. 2. The ThermalVideoInfo class for basic metadata of thermal videos.

The whole video represented by the ThermalVideo class can
be divided into (even overlapping) video segments represented
by the Clips class. A clip is a movie which contains civilian,
firefighter, fire and object activity, as shown in Figure 3.

Similarly to ThermalVideo the Clip contains a ClipInfo
class, as well, with complementary data (title, provider, scene
of rescue, date/time of recording, video length). See Figure 4
for this class.

A clip is subdivided into smaller video segments for the
description of possible appearances of humans or interest-
ing objects. Thus we consider Appearance classes for civil-
ian/firefighter/fire/object to describe the corresponding entity.

Fig. 3. The Clip class to describe segments of the whole video for specific
appearances.

Fig. 4. The ClipInfo class for basic metadata of clips.

Fig. 5. A CivilianAppearance class to describe the occurrences and activities
of an observed object within a clip.

These appearance classes are quite similar, see e.g. Figure 5
for the definition of the CivilianApperance class.

Finally, as the last step of the logical division of the
thermal video, the Appearance classes are described through
a sequence of instances at frame level. Thus Instance classes
contain descriptions for the spatial position of the observed
entity within the frame, together with its status or activity, as
can be observed in Figure 5.

The FirefighterInstance class is just like the CivilianInstance
one, where the differentiation between firefighters and civilians
is achieved by image processing methods. Regarding fire
description, we measure up only the status of the fire, as
depicted in Figure 6.

The ObjectInstance class, shown in Figure 7, is slightly
more detailed than the ones assigned for human behavior, as
we have a separate Type field here to show the exact type of

Fig. 6. The FireInstance class for a frame level description of a fire.



Fig. 7. The ObjectInstance class for a frame level description of an object.

Fig. 8. The ROIMarking class used to spatially localize an object.

the object. The knowledge on the type of the object can be
based on preliminary information or image processing.

The spatial location of the object is represented by the
ROIMarking class, shown in Figure 8. The simple ROI mark-
ing of an object can be BoundingBox (rectangular), Contour
(sequence of boundary points), ConvexHull (set of points of
the convex hull).

III. EXAMPLES OF USE

In this section we present two examples, where the schema
is used to describe the corresponding metadata. The first
example refers to fire detection and tracking performed on
the thermal video displayed in Figure 9. As for the second
example, shown in Figure 10, we demonstrate how human
(victim) detection is represented by the schema. The results of
the video processing are also shown in the respective figures.

In our system, active contours (snakes) serve as the most
precise basis for the image processing background of locating
objects. The Contour ROI description class is a natural repre-
sentation of snakes, as it was chosen in our current examples,
as well. The slight difference between the two examples is that
for fire detection the aim now is to give a temporal description,
while for human detection is to simply decide whether we can
locate a victim, or not.

As a result of metadata description, XML files are created,
according to the schema provided. Both XML files contain
some basic metadata (shown in Figure 11) for the respec-
tive thermal video. As we discussed above, the fire related
XML contains a FireAppearance class consisting of multiple
FireInstances subclasses, as shown in Figure 12. On the other
hand, human detection is performed at a single frame level,

Fig. 9. Consecutive frames from a thermal video to detect fire presence.

Fig. 10. Result of thermal video analysis for human detection.

Fig. 11. Basic metadata of a thermal video described by the Ther-
malVideoInfo class.



Fig. 12. A FireAppearance class containing multiple FireInstance subclasses.

Fig. 13. The corresponding CivilianAppearance class.

thus the related XML contains a single CivilianInstance class,
presented in Figure 13.

IV. FUTURE WORK

Though to provide a full-detailed 3D geometric description
of the rescue scenario is outside the scope of the SHARE
project, thermal video analysis looks meaningful to register
the actual cam view to a pre-defined map. For example, in
this way it would be possible to provide evacuation/escaping
route planning for the personnel. Moreover, via a proper spatial
registration of the thermal camera, it would be possible to
make a correspondence to the geological coordinate system
(provided by the map application) the operation ontology is
based on. In this way, all the image data found on the videos
could be mapped into the ontology coordinate system.

In case of a GPS support for the thermal camera, the camera
coordinates can be easily found, but the determination of its
orientation is still a challenging image processing task.
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