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Resource-constrained electronic systems are present in many semi- and fully-autonomous

systems and are tasked with computationally heavy tasks such as image processing. Without

sufficient cooling, these tasks often increase device temperature up to a predetermined

maximum, beyond which the task is slowed by the device firmware to maintain the

maximum. This is done to avoid decreased processor lifespan due to thermal fatigue

or catastrophic processor failure due to thermal overstress. This thesis describes a study

that evaluated how well metareasoning can manage the central processing unit (CPU)

temperature during image processing (object detection and classification) on two devices:

a Raspberry Pi 4B and an NVIDIA Jetson Nano Developer Kit.

Three policies that employ metareasoning were developed; one which maintains a

constant image throughput, one which maintains a constant expected detection precision,

and a third that trades between throughput and precision losses based on a user-defined

parameter. All policies used the EfficientDet series of object detectors. Depending

on the policy, these networks were either switched between, delayed, or both. This



thesis also considered cases that used the system’s built-in throttling policy to control

the temperature.

A policy was also created via reinforcement learning. The policy was able to adjust

the detection precision and program throughput based on a set of states corresponding to

the possible temperatures, neural networks, and processing delays.

All three designed metareasoning policies were able to stabilize the device temperature

without relying on thermal throttling. Additionally, the policy created through reinforcement

learning was able to successfully stabilize the device temperature, though less consistently.

These results suggest that a metareasoning-based approach to thermal management in

image processing is able to provide a platform-agnostic and programmatic way to comply

with constant or variable temperature constraints.
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Chapter 1: Introduction

Many autonomous systems rely on image processing for object recognition. These

applications require a computer to take an input image or video feed and output what

objects are present and what their locations are in the image or video. Though occasionally

performed via processes such as edge detection, neural networks have become increasingly

popular as a method for image processing in recent years. Tesla autopilot, for example,

uses video feeds from cameras around the vehicle to recognize people, stop signs, and

many other objects critical to the driving experience [1]. This need to quickly process

images using neural networks, which require millions of computations, increases the

processor’s temperature [2].

Any processes performed on a computer processor will increase its temperature.

Normally, the processor’s temperature will fluctuate as the computational load varies, but

when a computationally heavy task such as image processing is performed continuously,

the temperature may increase enough to damage the processor [3]. This is a common risk

associated with heavy compute loads. Thus, it is important to have a thermal management

policy that can maintain the processor’s temperature within an acceptable range.

This thesis describes the design and performance of three metareasoning policies

which maintain a desired temperature while modifying detection precision and throughput.
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The metareasoner can monitor the device temperature in order to control the image processing

procedure by switching between different neural networks and adjusting the processing

frequency via pauses of varying length to adapt to changes in both the ambient and device

temperatures. The metareasoner maintains a record of expected detection precision,

temperature, and detection frequency to adjust the policy parameters for on-the-fly adjustments

to the detection algorithm in accordance with a desired trade-off between precision and

throughput.

1.1 Motivation

Object detection is an important subset of image processing in various fields, as it

provides the benefits of human-like recognition capabilities applied at scale. Networks

trained in object detection are used in tasks such as pedestrian detection, facial and text

recognition, sign detection, and more [4]. When characterized by the rate and overall

quantity of images to be processed, object detection tasks can be split into two groups.

The first group of tasks requires a constant throughput of images and therefore puts

a constant thermal load on the active processor. The second group of tasks involves

processing images on-demand, placing the active processor under acute thermal stress.

The first scenario is associated with thermal fatigue and failure due to cyclic changes in

temperature, while the second is associated with thermal overstress and failure due to

one-time significant changes in temperature [5].

When designing systems that will perform tasks that fall into the first group, designers

will typically consider the thermal capacity, or maximum sustainable heat generation, of
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their compute devices. Therefore, they can structure their object detection task such that

it operates at a certain temperature within the limits of the compute device. Systems

that must perform tasks in the second group, however, must rely on the device’s built-in

thermal throttling technique, which augments the device’s functionality to limit temperature

increase. The method by which the device maintains a maximum temperature, as well as

the maximum temperature itself, varies from device to device. For example, a Raspberry

Pi 4B has a thermal throttling temperature of approximately 82 ◦C [6], while an NVIDIA

Jetson Nano Developer Kit has a throttling temperature of 97 ◦C [7].

It is therefore advantageous for system designers to be able to specify a desired

temperature for a certain task across multiple devices with different hardware. This

allows thermal reliability models to be based on software parameters rather than hardware

specifications because a consistent thermal load can be expected, regardless of task precision

or throughput.

1.2 Contributions

This thesis details the design and performance of a novel metareasoning approach

to thermal throttling during image processing. Four policies are presented: three designed

based on empirical evidence, and another learned by a reinforcement learning agent.

These policies monitor the device’s temperature, the task’s throughput, and the recent

detection accuracy to make decisions about which neural network to use and whether

or not the overall throughput should be decreased or increased. These policies, shown

in Table 1.1 are designed to solve the issue of decreased performance due to spikes in
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computational load for tasks that fall into group two [8], as well as provide a platform-

agnostic method for temperature-aware object detection for consistent thermal reliability

studies.

Table 1.1: Metareasoning policies.

Metareasoner Category Policy

Designed
Policy 1
Policy 2
Policy 3

Learned Policy 4

1.2.1 Designed Metareasoner

Rather than utilizing dynamic voltage and frequency scaling (DVFS), these policies

attempt to adjust for temperature changes by inserting pauses after each image is processed.

On longer time scales, this mimics the effect of DVFS without reducing the total computational

capacity of the central processing unit (CPU), without the drawbacks associated with on-

demand tasks during DVFS which are noted by Wang et al. [8]. If throughput is of a

higher priority than precision, the metareasoner will also switch to progressively smaller

neural networks, each requiring fewer computations to process an image.

The results of our experiments showed that these designed metareasoning policies

are able to maintain a chosen desired temperature while prioritizing either detection

precision or throughput on multiple hardware platforms.

4



1.2.2 Learned Metareasoner

This policy performed the same function as the designed metareasoner, but learn

an optimal policy through Q-learning. This metareasoner determines the state of the

system and learns a desired action based on an estimated future reward associated with

the squared temperature error.

The policy resulting from reinforcement learning training was also able to stabilize

the temperature, though less consistently than the designed policies.

1.3 Overview

Chapter 2 details background information about the problem of thermal management

and reviews related studies. It also provides information about different image processing

techniques, metareasoning, and reinforcement learning. Chapter 3 describes the experimental

methodology for the designed metareasoning policies. This includes the experimental

apparatus, policy descriptions, results, and discussion. Chapter 4 details the experimental

methodology for the learned metareasoning policy, including the policy descriptions,

results, and discussion. Chapter 5 summarizes the results of the performed experiments

and draws relevant conclusions.
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Chapter 2: Background

2.1 Thermal Management

Central Processing Units (CPUs), or processors, are made of transistors. When

transistors are in their “off” state, they have a high resistance compared to the “on” state.

In their “on” state, current flows through the transistor, encountering a low, but non-zero

resistance. When this happens, energy is dissipated in the form of waste heat.

The processor has a limited range of temperatures at which it can operate. Each

processor has a minimum operating temperature recommended by the manufacturer. Below

this temperature, damage to the device’s circuitry may occur due to thermal contraction.

On the other end, each processor also has a maximum specified operating temperature.

Above this temperature, the risk of permanent damage increases. Thermal expansion can

physically damage components by separating circuits. Additionally, silicon’s resistivity

decreases as temperature increases, which causes more current to flow and more heat

to be generated, and so on. This thermal overstress can lead to the CPU becoming

nonfunctional.

Even if the temperature is not high enough to significantly damage the device,

periodic increases and decreases in temperature, known as thermal fatigue, can eventually

lead to failure of the CPU [5].
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Therefore, the fundamental problem of thermal management arises from two conflicting

characteristics of a processing unit: (i) when active, the device generates heat at a rate that

is proportional to the number of computations performed (which increases its temperature),

but (ii) the device lifetime is inversely correlated with the mean operating temperature.

This has led to the development of thermal throttling strategies as processing units are

pushed towards ever-higher computation rates. These strategies fall into two main categories

depending on what actuator they are using to control the temperature.

2.1.1 Internal Management

Internally-managed systems rely on changes to the input to the processing unit to

lower the number of computations performed, thereby lowering the operating temperature.

A popular strategy for achieving this is dynamic voltage and frequency scaling (DVFS)

[9]. This method adjusts the input frequency to the processing unit to slow computation

frequency. The slower computation frequency also leads to a lower operating temperature

and power consumption.

2.1.2 External Management

Alternatively, the temperature of the processor can be controlled by changing the

environment in which it operates. Typically, this is done by providing increased cooling

through increased conductive or convective heat transfer.

Convection can be increased passively by increasing the surface area of the processor

through fins, or actively by increasing the convection coefficient through increased mass
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flow [10].

Benoit-Cattin et al. [11] showed that dynamic active cooling can increase the

efficiency of image processing on a Raspberry Pi. Their approach, which used an external

fan that was controlled by the Raspberry Pi 4B, increased the image processing throughput.

2.2 Image Processing

One of the main tasks that CPUs are required to perform is image processing. This

task can take many forms, but the one which is of particular interest in recent years is

object detection [4, 12].

Object detectors are a variant of image classifiers which themselves are a type of

neural network. These neural networks take as input the gray scale or color values of an

input image and perform a series of linear and non-linear operations on them until a set

of values is output. For image classifiers, these outputs are a set of probabilities associated

with a “class” of image. This network learns which class is correct via supervised learning,

a process in which the network is provided with a set of inputs and associated, labeled

outputs. In this process, it modifies the weights between each node to determine the value

which provides the correct output most often. An object detector modifies the output of an

image classifier to additionally locate where each object, predicted with at least a certain

confidence, is in the scene.
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2.3 Metareasoning

Metareasoning is a higher-level form of programmatic thinking that can lead to

improved performance in autonomous agents. Metareasoning achieves this by monitoring

the agent and its decision-making environment to determine how to approach its current

decision [13, 14]. Without intervention, many programs operate toward the maximum

confines of their environment. Autonomous rovers, for example, may travel at high speeds

while searching an unknown environment, unknowingly shortening their battery life and

leading to increased time between charging and shorter lifespans. Metareasoning provides

a way for designers to help autonomous agents better understand the larger context of their

mission so they can perform better in metrics for which they would otherwise not be able

to account. In the case of this thesis, this means providing the program with knowledge

of the device temperature, processing throughput, and detection precision so that it can

optimally perform its task under external constraints.

I am unaware of any work explicitly detailing metareasoning as a method for thermal

management specific to image processing. There is, however, some use of metareasoning

in related areas - particularly, image processing.

Nguyen et al. [15] used “frame skipping” to achieve a desired output video quality.

Given a set input frame rate, their system was designed to discard certain images if a

consistent output frame rate was not maintainable due to limited computational resources

on the client-side of the gaming system. Although this was not explicitly considered

metareasoning by the authors, their implementation involved a “decision engine” which

would “decide the optimal frame rate given the current system status.” Thus, this is a type
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of metareasoning.

Lee et al. propose “Virtuoso,” a metareasoner which picks an object detector and

tunes its parameters to optimally perform video processing based on user-defined energy,

accuracy, and speed requirements [16]. This method finely adjusts neural networks so

that they perform as best as possible.

Although DVFS is a proven methodology for power and thermal management, it

does not perform optimally with tasks that require short bursts of high CPU utilization

[8]. Additionally, not all devices can be cooled externally, so the work by Benoit-Cattin

et al. cannot be applied to systems that rely only on passive cooling. The approach used

by Nguyen et al. is designed to maintain a desired frame rate, but it does not account for

temperature. Virtuoso also does not account for temperature. While the energy constraints

could be intelligently defined by the user, the metareasoner is not explicitly aware of the

temperature of the processor.

Thus, the method in chapter 3 sought to determine whether a metareasoning approach

would be able to control a processor’s temperature, which would be useful in situations

where other techniques are infeasible or expensive.

2.4 Reinforcement Learning

Reinforcement learning is a field of machine learning in which an agent learns

which actions to perform in a certain state based on the reward associated with each

state. One method of doing this Q-learning, wherein an agent in an environment learns an

optimal pairing of states and actions, known as a policy [17].
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Das et al. researched the effectiveness of thermal management via reinforcement

learning in 2014. Their approach sought to control the frequency of the CPUs as well as

the assignment of certain processing threads to certain CPU cores. Their approach offered

a two to three times improvement in the mean time to failure (MTTF) for the processor,

depending on whether it was applied within or across different programs [18].

This approach addresses many of the same goals in this thesis, but is unable to

affect the decisions made within a program, only how the CPU distributes and paces the

program tasks. Therefore, the approach demonstrated in chapter 4 of this thesis is unique

in that it allows the reinforcement agent to take actions within the program, particularly

switching between neural networks.
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Chapter 3: Designed Policies

3.1 Research Question

A trade-off is present between processing speed and detection precision of neural

network object detectors [19, 20, 21]. Their performance is additionally constrained by

the maximum temperature at which the device is capable of operating. Considering that

temperature is a key factor in the performance and lifespan of electronic devices, is there

a way to use metareasoning to sacrifice (i) speed, (ii) precision, or (iii) both to maintain a

certain temperature across devices?

3.2 Experimental Approach

To answer this question, two different policies were developed to reduce the processing

throughput or detection precision. A third policy was developed as a generalization of the

first two policies which is able to trade off between both throughput and precision while

maintaining temperature.
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3.2.1 Hardware

3.2.1.1 Raspberry Pi 4B

Tests were performed on a Raspberry Pi 4B. This device was chosen because of its

low price, popularity, and our familiarity with the default operating system, Raspbian.

The Raspberry Pi uses a Broadcom BCM2711 system on a chip (SoC), which

contains a quad-core Cortex-A72 processor [22]. The temperature measured by the SoC’s

internal sensor is read from the Linux “/sys” directory [22, 23].

A 3D-printed case was created for the device [24]. A small 5V fan was installed in

the case and controlled with the GPIO Python package [25]. The final setup is shown in

Figure 3.2.

Figure 3.1: Raspberry Pi 4B in its case with fan.
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3.2.1.2 NVIDIA Jetson Nano Developer Kit

Tests were additionally performed on an NVIDIA Jetson Nano Developer Kit. This

device was chosen for its excellent ability to perform neural network operations, as well

as its popularity in the machine learning field.

The Nano has a Quad-core ARM A57 SoC which operates at 1.43 GHz. It additionally

has a 128-core Maxwell GPU; GPUs are notable for their competence in performing

operations in parallel, a feat which is desirable in machine learning [26]. For the purposes

of consistency between devices, the GPU was not used to accelerate object detection on

the Nano.

Figure 3.2: The NVIDIA Jetson Nano Devloper Kit [26].

3.2.2 Software

Object detection was performed via the EfficientDet architecture, created by Tan et

al. in 2019 [27]. This family of efficient object detectors provides sufficient recognition

precision with low latency on resource-constrained devices. The authors provide eight

individual architectures, D0-D7, which each accepts a different input image resolution.
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As the network increases in size, its detections are increasingly accurate but take longer

to perform. This is shown in Table 3.1 [28].

EfficientDet D0-D4 were used during testing. Each was trained on the COCO2017

dataset [29] in TensorFlow by the TensorFlow Team [30]. The models were then optimized

to be compatible with TFLite, TensorFlow’s mobile neural network framework. They are

therefore referred to as EfficientDet-Lite[0-4] (EDL-[0-4]). The important characteristics

for these neural networks is shown in table 3.1.

Table 3.1: EfficientDet D0-D4 (for TFLite) characteristics. Measurements performed by
the TensorFlow Team on a Pixel 4 using the 2017 COCO validation dataset.

Model Architecture Size (MBs) Latency (ms) Average Precision Identifier
EfficientDet-Lite0 4.4 37 25.69% Network4
EfficientDet-Lite1 5.8 49 30.55% Network3
EfficientDet-Lite2 7.2 69 33.70% Network2
EfficientDet-Lite3 11.4 116 37.70% Network1
EfficientDet-Lite4 19.9 260 41.96% Network0

Note: Adapted from Object Detection with TensorFlow Lite Model Maker by the
TensorFlow Team, 2022.

Each test used the same fundamental script with changes only occurring depending

on parameter values and the metareasoning policy. This program is shown in Algorithm

1.

Three different metareasoning policies were tested. The first, policy 1, adjusts the

throughput of the image processing to maintain a desired temperature. The second, policy

2, changes which neural network performs image processing while maintaining a constant

throughput to maintain a desired temperature. The third, policy 3, does what both policy

1 and 3 do, but uses a parameter to determine how much throughput should be increased
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Algorithm 1 Main Program
Ts ← 50◦C ▷ Set start temperature

Require: T ≤ Ts

t0 ← 0s ▷ Set test start time
ts ← [300, 600]s ▷ Set test duration for policy [1,2]
Td ← [70, 55]◦C ▷ Set desired temperature for [RPi, Nano]
pd ← pd ▷ Set initial pause duration
pa ← pa ▷ Set pause adjustment coef.
TAC ← TAC ▷ Set throughput adjustment coef.
Strategy ← Strategy ▷ Set switching strategy
Network ← Network4 ▷ Set starting network
Ndmax ← Ndmax ▷ Set maximum network duration
Thmax ← 1/Ndmax ▷ Set maximum throughput
Pmin ← Pmin ▷ Set minimum network precision
Pmax ← Pmax ▷ Set maximum network precision
while t < ts do ▷ t is the program time

Process image
Record Nd ▷ The processing duration
Record T ▷ The current temperature
Perform Policy [1 | 2 | 3]
Record Ld ▷ The loop duration
Record T

end while

for each unit of precision decrease.

Because these tests depend on the temperature of the SoC, it was important that all

tests began at the same temperature and have similar ambient thermodynamic environments.

While idle, the temperature of the SoC in a 22◦C room and without active cooling is

approximately 57◦C. Between tests, the device was cooled via convective heat transfer

by the 5V fan attached to the case. The cooling cycle, which ran before each test if the

temperature was greater than the set starting temperature, activated the fan until a specific

temperature was reached. So this cycle was activated even if the device was near its idle

temperature, the starting temperature was chosen to be 50◦C, which is below the idle

temperature.
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The Nano has excellent passive cooling in the form of fins on its SoC. Its idle

temperature is measured to be approximately 35 ◦C. Because the idle temperature is so

low, 50 ◦C was chosen to be the starting test temperature. If the temperature is too low

before the start of a test, EfficientDet-Lite4 is run continuously until the start temperature

is reached. Between tests, cooling occurs via natural convection.

The desired temperature for each device was chosen so that it was reachable during

each test. This way, metareasoning would actively modify the image processing loop

during at least some portion of the test. The desired temperature for the RPi was chosen to

be 70 ◦C so that even the least computationally intensive network, EfficientDet-Lite0, was

able to reach the desired temperature. The desired temperature for the Nano was chosen to

be 55 ◦C. Because the Nano is more efficiently able to remove heat from its CPU than the

RPi thanks to its large set of fins, its temperature rises more slowly. Therefore, the desired

temperature had to decrease so that it could be reached within the same time constraints.

We tracked multiple variables during each test, measured once after the image was

processed and again after the pause was inserted. The most important of these were the

following: SoC temperature, SoC CPU use, pause duration, processing duration, loop

duration, and average expected precision.

3.2.3 Throughput Adjustment Policy - Policy 1

To alleviate computational load, the computational rate must be decreased. The

proposed method does this on a “macro” level by inserting a pause of varying duration

during an image processing loop. While paused, the device idles at a low CPU load.
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On average, this decreases the computational frequency, therefore lowering the SoC heat

output and the measured temperature.

Algorithm 2, inserts a pause with a duration proportional to the overshoot of the

desired temperature. Because only one network is used, average precision remains constant

while throughput drops over time to maintain a constant temperature.

Algorithm 2 Throughput Adjustment Policy (Policy 1)
pd ← pd + pa × (T − Td)
if pd < 0s then

pd ← 0s
end if
Wait pd seconds

For Algorithm 2, 25 tests were performed for each network. The values of both pa

and pd were incremented to create the set of tests, which are shown with their identifiers in

Table 3.2. For each value of pd, a test was performed where pa was zero. This represents

a program where the loop length is static and metareasoning is inactive.

Table 3.2: Policy 1 test matrix.

pd (s)
pa (s/◦C)

0 0.05 0.1 0.15 0.2
0 1 2 3 4 5

0.5 6 7 8 9 10
1 11 12 13 14 15

1.5 16 17 18 19 20
2 21 22 23 24 25

In these tests on the RPi, the temperature reaches a maximum of approximately

82◦C. This occurs because, whenever the temperature of the Raspberry Pi 4B is above

75◦C, the CPU operating speed is lowered via DVFS [6]. In practice, the observed

throttling temperature is 82◦C.
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Meanwhile, on the Nano, the cooling is sufficient that the thermal throttling temperature

of 97 ◦C is not reached [7].

Because 125 tests had to be performed and iterated upon, a test duration of five

minutes was used. This allowed for a full set of tests to be performed over the course of

a day.

3.2.4 Network Switching Policy - Policy 2

Algorithm 3, switches between the variants EfficientDet on an ordinal scale. Switching

occurs if a certain temperature threshold is met. The threshold for each network depends

on the switching strategy. Neither pa nor pd needed to be varied because they were not

used in the program. Therefore, each test was performed for a duration of 10 minutes

because fewer tests needed to be perfomed.

Algorithm 3 Network Switching Policy (Policy 2)
Wait pd seconds
Perform Switching Strategy [1 | 2 | 3]
pd ← Ndmax −Nd ▷ Nd is the next network duration
Pavg ← Precision ▷ Average expected precision across the current and last 4 frames
if Pavg = Pmin then

pd,old ← pd
Perform Policy 1 ▷ Calculate new pause duration
pd ← pd,new + pd,old

end if

Three different switching strategies were implemented. The first strategy iterates

through the set of networks in order of descending or ascending computational complexity,

the second, the networks to a linearly scaling range of temperatures, and the third assigns

the networks to a range of exponentially scaling temperature ranges. The summary of

switching strategies which were tested are listed in Table 3.3.
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Table 3.3: Policy 2 strategies.

Strategy Summary

1
“Upshift” or “downshift” between EDL variants when the temperature

error is too low or too high, respectively.

2
Each variant of EDL is assigned to a temperature range between the

start temperature and desired temperature. The five temperature ranges
are equally sized.

3

Each variant of EDL is assigned to a temperature range between the
start temperature and desired temperature. The five temperature ranges

decrease in size exponentially as the temperature approaches the
desired temperature.

Strategy 1 is shown in Algorithm 4. Each loop, this strategy iterates once through

the network list in decreasing order of computation time while the measured temperature

is greater than the desired temperature. Otherwise, it iterates through the list in the

opposite direction from the last network used.

Algorithm 4 Switching Strategy 1
i← NetworkIndex
if T < Td then

if i ̸= 4 then
Network ← Networki+1

else
Network ← Networki

end if
else

if i ̸= 0 then
Network ← Networki−1

else
Network ← Networki

end if
end if

Strategy 2 is shown in Algorithm 5 and creates five thermal zones between the

starting temperature and the desired temperature. Whenever a threshold is crossed, the

next network is switched to. For example, suppose that the first quintile extends from 50
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◦C to 55 ◦C. In the image processing loop, EfficientDet D4 is used to detect objects, then

the temperature is measured to be 56 ◦C. Metareasoning will switch the neural network

for the next loop to be EfficientDet D3 and insert a pause which will maintain the overall

image throughput. Therefore, a small precision trade-off is made to preserve constant

temperature and precision. A depiction of the quintiles used for the Raspberry Pi are

shown in Figure 3.3.

Algorithm 5 Switching Strategy 2
qlin ← (Td − Ts)/5
i← 0
while T < (Ts + qlin) do

i← i+ 1
qlin ← (Td − Ts)/5 ∗ i
if i = 4 then

Break
end if

end while
Network = Networki

Figure 3.3: Linear quintiles for the Raspberry Pi tests using switching strategy 2.

Strategy 3, shown in Algorithm 6, instead uses five exponentially smaller thermal
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zones. A depiction of these zones is shown in figure 3.4. Each quintile is half the size of

the one below it, except for the uppermost two, which are the same size.

Algorithm 6 Switching Strategy 3
qexp ← (Td − Ts)/2
i← 0
while T < (Ts + qexp) do

i← i+ 1
qexp ← qexp + (Td − (qexp + Ts))/2
if i = 4 then

Break
end if

end while
Network = Networki

Figure 3.4: Exponential quintiles for the Raspberry Pi tests using switching strategy 3.

3.2.5 Hybrid Policy - Policy 3

Metareasoning policy 3, rather than prioritizing solely precision or throughput,

provides a trade-off between both. The ratio of the trade-off is determined by a throughput
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adjustment coefficient (TAC). It represents the preference for throughput loss rather than

precision loss, with larger values representing increased throughput loss per unit of precision

change. Its units are 1/s because it is a measure of the frames processed per second per

precision loss. The TACs which were tested are shown in table 3.4.

Table 3.4: TAC variants.

TAC Expectation
0 Throughput remains constant while precision decreases. Mimics policy 2.
1 Throughput decreases slightly as precision decreases.
2 Throughput decreases moderately as precision decreases.

In each loop, the switching strategy is used to determine which network will be used

in the next cycle. Then, the average expected precision across the previous five frames

is calculated. The difference between this value and the maximum expected precision

is multiplied by the TAC to find the decrease in throughput between this loop and the

next. Then, the pause duration is calculated from the difference. This policy is shown

in Algorithm 7. Because the pause length assigned in policy 3 is independent of the

temperature, this policy is best framed as a variant of policy 2.

Algorithm 7 Hybrid Policy (Policy 3)
Wait pd seconds
Perform Switching Strategy [1 | 2 | 3]
Pavg ← Precision
Thd ← Thmax − (Pmax − Pavg) ∗ TAC
lld ← 1/Thd ▷ Calculate desired loop length from desired throughput
pd ← lld −Nd

if Pavg = Pmin then
pd,old ← pd
Perform Policy 1
pd ← pd,new + pd,old

end if

23



To determine the expected duration of each network, five images were processed

for each version of EfficientDet-Lite and the average processing duration was calculated.

In total, 12 tests are performed for policies 2 and 3. These are identified in Table

3.5.

Table 3.5: Policies 2 and 3 test matrix.

Strategy
TAC (1/s)

Policy 2 Policy 3
N/A 0 1 2

1 S1-TN S1-T0 S1-T1 S1-T2
2 S2-TN S2-T0 S2-T1 S2-T2
3 S3-TN S3-T0 S3-T1 S3-T2
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3.3 Results

3.3.1 Throughput Adjustment Policy - Policy 1

There are three main records of interest for policy 1. These are the temperature of

the SoC, the loop length, and the CPU usage. To emphasize the effect of metareasoning

on each program variant, Tests 1, 5, 20, and 25 are shown for each network.

3.3.1.1 Raspberry Pi 4B Temperature

The record of temperature over time for these tests on the RPi are shown in Figures

3.5, 3.6, 3.7, 3.8, and 3.9.

Figure 3.5: EfficientDet-Lite4 metareasoning effect on temperature on the RPi.
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Figure 3.6: EfficientDet-Lite3 metareasoning effect on temperature on the RPi.

Figure 3.7: EfficientDet-Lite2 metareasoning effect on temperature on the RPi.
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Figure 3.8: EfficientDet-Lite1 metareasoning effect on temperature on the RPi.

Figure 3.9: EfficientDet-Lite0 metareasoning effect on temperature on the RPi.
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3.3.1.2 NVIDIA Jetson Nano Developer Kit Temperature

The record of temperature over time for these tests on the Nano are shown in Figures

3.10, 3.11, 3.12, 3.13, and 3.14.

Figure 3.10: EfficientDet-Lite4 metareasoning effect on temperature on the Nano.
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Figure 3.11: EfficientDet-Lite3 metareasoning effect on temperature on the Nano.

Figure 3.12: EfficientDet-Lite2 metareasoning effect on temperature on the Nano.
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Figure 3.13: EfficientDet-Lite1 metareasoning effect on temperature on the Nano.

Figure 3.14: EfficientDet-Lite0 metareasoning effect on temperature on the Nano.

30



3.3.1.3 Raspberry Pi 4B Loop Length

The record of the program loop length over time for these tests on the RPi are shown

in Figures 3.15, 3.16, 3.17, 3.18, and 3.19.

Figure 3.15: EfficientDet-Lite4 metareasoning effect on loop length on the RPi.
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Figure 3.16: EfficientDet-Lite3 metareasoning effect on loop length on the RPi.
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Figure 3.17: EfficientDet-Lite2 metareasoning effect on loop length on the RPi.
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Figure 3.18: EfficientDet-Lite1 metareasoning effect on loop length on the RPi.
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Figure 3.19: EfficientDet-Lite0 metareasoning effect on loop length on the RPi.
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3.3.1.4 NVIDIA Jetson Nano Developer Kit Loop Length

The record of the program loop length over time for these tests on the Nano are

shown in Figures 3.20, 3.21, 3.22, 3.23, and 3.24.

Figure 3.20: EfficientDet-Lite4 metareasoning effect on loop length on the Nano.
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Figure 3.21: EfficientDet-Lite3 metareasoning effect on loop length on the Nano.
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Figure 3.22: EfficientDet-Lite2 metareasoning effect on loop length on the Nano.

38



Figure 3.23: EfficientDet-Lite1 metareasoning effect on loop length on the Nano.
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Figure 3.24: EfficientDet-Lite0 metareasoning effect on loop length on the Nano.
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3.3.1.5 Raspberry Pi 4B CPU Usage

The record of the CPU usage over time for these tests on the RPi are shown in

Figures 3.25, 3.26, 3.27, 3.28, and 3.29. Note that the CPU presented in these figures is a

20-second moving average of the raw CPU usage data. This is more representative of the

trend in usage.

Figure 3.25: EfficientDet-Lite4 metareasoning effect on CPU usage on the RPi.
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Figure 3.26: EfficientDet-Lite3 metareasoning effect on CPU usage on the RPi.

Figure 3.27: EfficientDet-Lite2 metareasoning effect on CPU usage on the RPi.
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Figure 3.28: EfficientDet-Lite1 metareasoning effect on CPU usage on the RPi.

Figure 3.29: EfficientDet-Lite0 metareasoning effect on CPU usage on the RPi.
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3.3.1.6 NVIDIA Jetson Nano Developer Kit CPU Usage

The record of the CPU usage over time for these tests on the Nano are shown in

Figures 3.30, 3.31, 3.32, 3.33, and 3.34.

Figure 3.30: EfficientDet-Lite4 metareasoning effect on CPU usage on the Nano.
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Figure 3.31: EfficientDet-Lite3 metareasoning effect on CPU usage on the Nano.

Figure 3.32: EfficientDet-Lite2 metareasoning effect on CPU usage on the Nano.
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Figure 3.33: EfficientDet-Lite1 metareasoning effect on CPU usage on the Nano.

Figure 3.34: EfficientDet-Lite0 metareasoning effect on CPU usage on the Nano.
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3.3.2 Network Switching Policy - Policy 2

3.3.2.1 Raspberry Pi 4B

For policy 2, temperature, loop length, and CPU usage are still important measurements.

Additionally, however, network used in each loop must be tracked. Therefore, a measure

of network usage frequency as a function of time is also shown. Note that each bin in

this representation covers units of 10 seconds. Data overviews for policy 2 on the RPi are

shown in Figures 3.35, 3.36, and 3.37.

Figure 3.35: Overview of test for metareasoning policy two with switching strategy 1 on
the RPi.
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Figure 3.36: Overview of test for metareasoning policy two with switching strategy 2 on
the RPi.

Figure 3.37: Overview of test for metareasoning policy two with switching strategy 3 on
the RPi.
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3.3.2.2 NVIDIA Jetson Nano Developer Kit

Data overviews for policy 2 on the Nano are shown in Figures 3.38, 3.39, and 3.40.

Figure 3.38: Overview of test for metareasoning policy two with switching strategy 1 on
the Nano.
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Figure 3.39: Overview of test for metareasoning policy two with switching strategy 2 on
the Nano.

Figure 3.40: Overview of test for metareasoning policy two with switching strategy 3 on
the Nano.
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3.3.3 Hybrid Policy - Policy 3

3.3.3.1 Raspberry Pi 4B

Data overviews for policy 3 and switching strategy 1 on the RPi are shown in

Figures 3.41, 3.42, and 3.43. Overviews for policy 3 and switching strategy 2 and shown

in Figures 3.44, 3.45, and 3.46. Overviews for policy 3 and switching strategy 3 on the

RPi are shown in Figures 3.47, 3.48, and 3.49.

Figure 3.41: Overview of test for metareasoning policy 3 with switching strategy 1 and a
TAC of 0 on the RPi.
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Figure 3.42: Overview of test for metareasoning policy 3 with switching strategy 2 and a
TAC of 0 on the RPi.

Figure 3.43: Overview of test for metareasoning policy 3 with switching strategy 3 and a
TAC of 0 on the RPi.
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Figure 3.44: Overview of test for metareasoning policy 3 with switching strategy 1 and a
TAC of 1 on the RPi.

Figure 3.45: Overview of test for metareasoning policy 3 with switching strategy 2 and a
TAC of 1 on the RPi.
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Figure 3.46: Overview of test for metareasoning policy 3 with switching strategy 3 and a
TAC of 1 on the RPi.

Figure 3.47: Overview of test for metareasoning policy 3 with switching strategy 1 and a
TAC of 2 on the RPi.
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Figure 3.48: Overview of test for metareasoning policy 3 with switching strategy 2 and a
TAC of 2 on the RPi.

Figure 3.49: Overview of test for metareasoning policy 3 with switching strategy 3 and a
TAC of 2 on the RPi.
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3.3.3.2 NVIDIA Jetson Nano Developer Kit

Data overviews for policy 3 and switching strategy 1 on the Nano are shown in

Figures 3.50, 3.51, and 3.52. Overviews for policy 3 and switching strategy 2 on the

Nano are shown in Figures 3.53, 3.54, and 3.55. Overviews for policy 3 and switching

strategy 3 are shown in Figures 3.56, 3.57, and 3.58.

Figure 3.50: Overview of test for metareasoning policy 3 with switching strategy 1 and a
TAC of 0 on the Nano.
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Figure 3.51: Overview of test for metareasoning policy 3 with switching strategy 2 and a
TAC of 0 on the Nano.

Figure 3.52: Overview of test for metareasoning policy 3 with switching strategy 3 and a
TAC of 0 on the Nano.
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Figure 3.53: Overview of test for metareasoning policy 3 with switching strategy 1 and a
TAC of 1 on the Nano.

Figure 3.54: Overview of test for metareasoning policy 3 with switching strategy 2 and a
TAC of 1 on the Nano.
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Figure 3.55: Overview of test for metareasoning policy 3 with switching strategy 3 and a
TAC of 1 on the Nano.

Figure 3.56: Overview of test for metareasoning policy 3 with switching strategy 1 and a
TAC of 2 on the Nano.
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Figure 3.57: Overview of test for metareasoning policy 3 with switching strategy 2 and a
TAC of 2 on the Nano.

Figure 3.58: Overview of test for metareasoning policy 3 with switching strategy 3 and a
TAC of 2 on the Nano.
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3.4 Discussion

The results for policy 1 demonstrate the successful control of device temperature via

metareasoning. In each figure, the control test increases beyond the desired temperature,

the static pause length test remains at a temperature below the desired temperature, while

tests with a non-zero pause adjustment coefficient stabilize the desired temperature regardless

of the initial pause duration.

The mean squared temperature error (MSTE) on the RPi, that is the squared difference

squared between the current temperature and desired temperature, is shown in Figures

3.59, 3.60, and 3.61. In these figures, the mean squared temperature error is plotted as a

function of the value of pa and pd for each test.

The control test, where metareasoning is inactive, for each set of tests in policy 1

corresponds to pa = 0s/◦C and pd = 0s. It is notable that, in these tests, the MSTE is

highly dependent on the network being used. Notice in Figure 3.59 the control error of

approximately 60 ◦C, whereas the control error is approximately 25 ◦C in Figure 3.61.

This is likely due to the trend that, despite using the same portion of the CPU, more

“complex” networks tend to produce more heat than “simpler” networks.

Similarly, for tests where pa = 0s/◦C, the MSTE increases as pd incerases. This

increase is accelerated for “simple” networks. EDL-0 shows an increase in MSTE from

25 ◦C to 225 ◦C over a range of 0s ≤ pd ≤ 2s, while EDL-2 shows an increase from 25

◦C to 180 ◦C over the same pd range.

Especially notable is the effect that pa has on the MSTE. For all tests where pa >

0s/◦C, the average temperature error remains between 10 ◦C and 30 ◦C, depending on
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the network. This is true regardless of the initial pause duration, pd.

Similar trends are seen on the Nano, shown in Figures 3.62, 3.63, and 3.64.

62



Figure 3.59: EfficientDet-Lite4 and EfficientDet-Lite3 temperature error trend as a
function of pa and pd on the RPi.

Figure 3.60: EfficientDet-Lite2 and EfficientDet-Lite1 temperature error trend as a
function of pa and pd on the RPi.

Figure 3.61: EfficientDet-Lite0 temperature error trend as a function of pa and pd on the
RPi.
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Figure 3.62: EfficientDet-Lite4 and EfficientDet-3 temperature error trend as a function
of pa and pd on the Nano.

Figure 3.63: EfficientDet-Lite2 and EfficientDet-Lite1 temperature error trend as a
function of pa and pd on the Nano.

Figure 3.64: EfficientDet-Lite0 temperature error trend as a function of pa and pd on the
Nano.
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The results for policy 2 show that a constant throughput is successfully maintained

over the course of the tests for each switching strategy on both the RPi and the Nano.

Note that there are occasional spikes in the loop length, the inverse of the throughput.

These likely correspond to periodic background tasks performed by the Raspberry Pi

which request additional CPU usage, therefore increasing the processing duration. The

program is running on the Raspbian operating system, which is additionally tasked with

communicating with remote viewers via the RealVNC (Virtual Network Computing)

software, for example.

While switching strategy 1 optimizes the image processing loop to use maximum

precision for as long as possible, seen in Figure 3.35, strategies 2 and 3 operate at lower

temperatures for a longer duration, sacrificing a surplus of detection precision for lower

average temperature, seen in Figures 3.36 and 3.36. Switching strategy 3 more closely

approaches the success of switching strategy 1.

Results for policy 2 are similar on the Nano, with switching strategy 1 successfully

optimizing precision while constrained by a minimum throughput and maximum temperature,

shown in Figure 3.38. Again, spikes in the program loop length can be seen in the Nano,

likely caused by similarly periodic background tasks.

The results for policy 3 show that the strategy is successful in generalizing policy

2. For example, Figures 3.41, 3.42, and 3.43, where TAC = 0, successfully mimic

metareasoning policy 2. For tests where TAC = 1, results are similar to that of TAC = 0

but the throughput slowly increases over time, representing the 1:1 sacrifice of precision

to throughput. This is seen in Figures 3.44, 3.45, and 3.46. Test results where TAC = 2

show an even larger throughput loss than when TAC = 1, as expected. These results are
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shown in Figures 3.47, 3.48, and 3.49.

Testing on the Nano, showed similar success as on the RPi, but note that for all

switching strategies, there are occasional climbs in loop length when precision reaches

its minimum. This corresponds to a contingency that if the average expected detection

precision is at the minimum possible, policy 1 augments the pause duration created by

policy 3. Therefore, when the minimum precision is reached for 5 consecutive program

loops the pause length begins to increase beyond what policy 3 is capable of creating.

This is clearly visible in Figures 3.50, 3.51, 3.52, 3.53, 3.56, 3.57, and 3.58.

Figures 3.65, 3.66, and 3.67 show the precision vs throughput graphs for each value

of TAC and for each switching strategy on the RPi. Figures 3.68, 3.69, and 3.70 show the

same for the Nano.

Note that for strategy 2 on the RPi, EDL-4 was only used once before the temperature

entered the next thermal zone, therefore, the average precision remains relatively low

throughout the test. This is clearly visible in Figure 3.66. Also, for each strategy on the

Raspberry Pi, the occasional spikes in the loop length are apparent in Figures 3.65, 3.66,

and 3.67.

Policy 3 has a notable caveat in its parameter assignment. As seen in Algorithm

7, the desired loop length is assigned the inverse of the desired throughput, which itself

is assigned by subtracting the product of the precision loss and TAC from the maximum

throughput. With high TACs, it is therefore possible to obtain a negative desired throughput

and a corresponding loop length with negative duration. The pause length is then assigned

a negative value which, to prevent the breaking of the loop, is set to zero. Therefore, the

TAC parameter for policy 3 must be tuned to a value such that when the precision reaches
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its minimum the desired throughput is a positive, if small value.

Figure 3.65: Throughput vs precision for policy 3, strategy 1 on the RPi. Lighter colors
are associated with higher temperatures.

Figure 3.66: Throughput vs precision for policy 3, strategy 2 on the RPi. Lighter colors
are associated with higher temperatures.

Figure 3.67: Throughput vs precision for policy 3, strategy 3 on the RPi. Lighter colors
are associated with higher temperatures.
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Figure 3.68: Throughput vs precision for policy 3, strategy 1 on the Nano. Lighter colors
are associated with higher temperatures.

Figure 3.69: Throughput vs precision for policy 3, strategy 2 on the Nano. Lighter colors
are associated with higher temperatures.

Figure 3.70: Throughput vs precision for policy 3, strategy 3 on the Nano. Lighter colors
are associated with higher temperatures.
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There is a clear trade-off between each metareasoning policy. Policy 1 favors high

detection precision while sacrificing throughput. For use cases where the fraction of true

positives must be high, though speed is not as important, policy 1 is a good choice. If the

object detection is only required intermittently, then this policy will provide high precision

detection with minimal loss in throughput. It additionally does not require any user-

specified parameters, as any non-zero pause adjustment coefficient value will similarly

reduce the temperature error.

Policy 2 favors high throughput consistency while sacrificing detection precision.

This policy is therefore favorable where a program pipeline requires near constant input

but the detection precision is less important. For example, commercial applications of

object detection often provide video output with a near-constant frame rate for the benefit

of the customer, but do not always require consistently high precision. The policy requires

the specification of the switching strategy, though switching strategy 1 would likely be the

best choice in most scenarios.

Policy 3 provides a generalization of both policies 1 and 2, but requires more user

input. Given the image processing networks which are chosen, an appropriate TAC must

be defined so as to avoid creating a negative desired throughput. Additionally, like policy

2, a switching strategy must be chosen. Given this input, though, a highly-tailored version

of the policy could be created for the user.

It should be noted that in the cases of policies 2 and 3, the program operates in a

fashion similar to that of a hybrid control system. Branicky highlights that the internal

stability of hybrid systems is not guaranteed by the stability of the component systems

[31]. Even if each component system is internally stable, it is sometimes possible to

69



create a switching strategy that makes the hybrid system unstable. Our testing has shown

that the hybrid systems designed for policies 2 and 3 are stable.

3.5 Summary

Results from testing on the Raspberry Pi 4B and NVIDIA Jetson Nano Developer

Kit demonstrate that all three designed metareasoning policies, given the right input

parameters, are able to stabilize the temperature of their device during processing. Policy

1 is able to do so for any value of pause adjustment coefficient, no matter the initial pause

duration. Policy 2 is able to do so with any switching strategy, though only switching

strategy 1 is able to maximize the average detection precision given minimum throughput

and maximum temperature constraints. For most input parameters, policy 3 is able to

stabilize the device temperature. Careful consideration of the TAC is required before

using this policy for consistent temperature stability. In the case of EDL-[0-4], a TAC

between zero and four on the Raspberry Pi can provide a throughput-precision trade-off

tailored to the user’s preference.

70



Chapter 4: Learned Policies

4.1 Research Question

Chapter 3 describes how different metareasoning policies can control the temperature

of an electronic device during image processing. Given this information, is it possible to

create a policy that may combine policies 1 and 2 using reinforcement learning?

4.2 Reinforcement Learning Policy - Policy 4

This system can be framed as a reinforcement learning problem because it has an

agent which performs actions in an environment [17]. The agent is the image processing

program. The environment is the SoC temperature, pause duration, and current network.

The program is then able to take actions in its environment by modifying the pause

duration or active network. Therefore, a reinforcement learning approach can be taken

to address this problem. The full training program, which will train policy 4, is described

in Algorithm 8. For each device, a five-hour training session was provided for policy 4 to

be learned.

71



Algorithm 8 Reinforcement Learning Policy (Policy 4) Training
Ts ← 50◦C ▷ Set start temperature

Require: T ≤ Ts

t0 ← 0s ▷ Set test start time
ts ← 300s ▷ Set test duration
Td ← [70, 55]◦C ▷ Set desired temperature for [RPi, Nano]
pd ← 0s ▷ Set initial pause duration
pa ← 0.2s/◦C ▷ Set pause adjustment coef.
Network ← Network4 ▷ Set starting network
Ndmax ← Ndmax ▷ Set maximum network duration
tmax ← 1/Ndmax ▷ Set maximum throughput
ϵ← 0.9
γ ← 0.9
α← 0.2
Initialize Q-table ▷ Table of values of each state-action pair
while t < ts do ▷ t is the program time

T ← T ▷ Measure temperature
Process image
Record Nd ▷ The processing duration
Record T ▷ The current temperature
Get state st
Take action at
Wait pd seconds
Record Ld ▷ The loop duration
Record T
Get new state st+1

Get reward rt
Update Q-table

end while
Save Q-table

4.2.1 Q-Learning

Q-learning was chosen as the type of reinforcement learning to be used for this

problem. Q-learning is a value iteration method which updates the value, Q(st, at), of

a state-action pair, st, at, given the reward, rt, received for entering the new state and

the value of the new state-action pair, Q(st+1, a) [17]. The update equation is shown in

equation 4.1:
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Q(st, at) = Q(st, at) + α(rt + γmax
at

Q(st+1, a)−Q(st, at)) (4.1)

where α is the learning rate and γ is the discount factor [17].

4.2.2 States

The state st of the system can be described by the temperature, T , of the processor,

the duration of the pause, pd, and the current network, N . These three values can characterize

every possible state that the agent can be in during normal operation. Particularly, the

operating ranges of T , pd, and N are:

• T : [40, 95.1] ◦C, in intervals of 0.1 ◦C

• pd: [0, 10] seconds, in intervals of 0.1s.

• N : [0, 5]

The number of possible states for the system is the number of points in the grid

composed of these two coordinate vectors. Therefore, there are a total of 300,500 states

in which the system can be.

4.2.3 Actions

The agent must be able to interact with its environment, so it was provided four

possible actions to perform. Action 1 leaves the pause duration and current network

unchanged. Actions 2 and 3 iterate up or down and adjust the pause duration to maintain

a constant throughput. This is what metareasoning policy 2 does. Action 4 increases the
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pause duration in the same way that metareasoning policy 1 does. Note that pd could not

take on a value. The actions which can be taken are the following:

1. pd← pd, Networki← Networki

2. pd← 1/tmax −Nd, Networki← Networki+1

3. pd← 1/tmax −Nd, Networki← Networki−1

4. pd← pd + pa(T − Td), Networki← Networki

4.2.4 Reward Schedule

The environment provided a reward to the agent corresponding to the error between

the current temperature, T , and the desired temperature, Td. The reward schedule for this

environment is shown in equation 4.2:

rt =



1/D2 − 1 D < 1

0 D = 0

−D2 + 1 D > 1

(4.2)

where D =| T − Td |.

Note that the threshold between positive and negative rewards was chosen to be 1 ◦C

difference between the measured temperature and desired temperature. This is because

a 1 degree temperature error was considered acceptable, but any error beyond that was

not preferable. This schedule was chosen because it provides a strong incentive to stay

around the desired temperature, Td.
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4.2.5 Exploration vs Exploitation

To encourage the agent to explore its environment and assign values to state-action

pairs that it has not yet encountered, it will occasionally choose a random action rather

than the one which would provide the maximum value. The frequency of this exploration

is controlled by the parameter epsilon, ϵ [17].

Before the agent chooses an action, a random number between zero and one is

generated. If epsilon is greater than that number, a random action is chosen. Otherwise,

the action which has the most value is chosen.

4.2.6 Validation

The learned policy was validated by using a snapshot of the q-table at the end of

training as a static policy where the program is run under the same conditions. This

program is shown in Algorithm 9.
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Algorithm 9 Reinforcement Learning Policy (Policy 4)
Ts ← 50◦C

Require: T ≤ Ts

t0 ← 0s
ts ← 300s
Td ← [70, 55]◦C
pd ← 0s
pa ← 0.2s/◦C
Network ← Network4
Ndmax ← Ndmax

tmax ← 1/Ndmax

γ ← 0.9
Load Q-table ▷ Load the trained Q-table
while t < ts do

T ← T
Process image
Record Nd

Record T
Get state st
Take action at
Wait pd seconds
Record Ld

Record T
end while
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4.3 Results

Results for both Q-table training and validation are necessary to understand the

effectiveness of policy 4. The Q-table is shown as a 3D plot that presents each action as a

color located according to its corresponding state values for pause duration, temperature,

and neural network. The policy map for the Raspberry Pi 4B is shown in Figure 4.1, while

the map for the Nano is shown in Figure 4.3.

Validation tests were performed for 600 seconds. The RPi validation test is shown

in Figure 4.2, while the validation test for the Nano is shown in Figure 4.4.

Figure 4.1: Raspberry Pi policy 4 map.
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Figure 4.2: Raspberry Pi policy 4 validation test.
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Figure 4.3: Raspberry Pi policy 4 map.
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Figure 4.4: Raspberry Pi policy 4 validation test.
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4.4 Discussion

The results from the Q-table training provide policy maps full of information. Figure

4.1, the RPi policy map, shows concentrations of state-action pairs around a temperature

of 70 ◦C, the desired temperature. This is likely caused by the drastic change in the

provided reward as the temperature gets further from the desired temperature. If the

reinforcement learning agent “steps” away from the desired temperature by more than 1

◦C, it will be assigned a large negative award. Therefore, the agent tended to stay near the

desired temperature unless it was exploring.

Additionally, the number of desirable actions learned tends to positively corresponds

to the pause duration associated with each network. Therefore, as the network index

increases from 0 to 4, the pause duration where learned state-action values are most dense

corresponds to the maximum loop length minus the expected network duration. Variations

in the pause duration associated with each state-action value tend to increase as the desired

temperature is reached.

Qualitatively, action 2 seems to be the best choice for many states when EDL-4 is

in use and the temperature is higher than the desired temperature. This means that when

the temperature was too high and the network EDL-4 is in use, the agent learned to switch

to EDL-3. This is analogous to what is performed during metareasoning policy 2.

Figure 4.2 shows that the policy was successful in maintaining a certain temperature,

but not consistently. The policy trends toward using less computationally intensive neural

networks while occasionally adjusting the pause length to bring the temperature from

highs around 75 ◦C to below the threshold. This is not an optimal strategy, but mimics
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trends seen in policy 1 and 2 to some success.

The Q-table trained on the Nano, shown in Figure 4.4, is vastly different from

the table trained on the RPi. The values of far fewer state-action pairs were learned,

while those that were were concentrated around either the static pause lengths assigned

to maintain a constant throughput, or zero. Additionally, temperatures above 54 ◦C were

never reached in training, so the policy acts randomly above that temperature.

The validation test in Figure 4.4 is indeed equally different from the RPi validation

test. While it can be said that the policy maintained a temperature less than the threshold,

it does not optimize for throughput or precision. It therefore performs less efficiently than

either policy 1 or 2.
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Chapter 5: Conclusion

This thesis proposed four different metareasoning policies for managing the SoC

temperature on electronic devices during image processing. These policies directly modified

the image processing program during each loop. Policy 1 did so by adding pauses to the

program, with each pause duration dependent on the difference between the current and

desired temperatures. Policy 2 did so by switching between different neural networks and

adding a static pause length for each so as to maintain a static image throughput. It did so

using one of three different switching strategies. Policy 3 combined the principles of both

policies 1 and 2 by switching between neural networks and adding pauses with increasing

length depending on the decrease in detection precision and a user-defined parameter,

TAC. Policy 4 was trained via Q-learning to take actions associated with both policy 1

and policy 2.

For each policy, a range of tests were performed with a range of parameter values.

Tests were performed on a Raspberry Pi 4B and an NVIDIA Jetson Nano Developer

Kit. These tests were performed in the same thermal environment, with a controlled start

temperature, and with as few simultaneously running programs as possible.

Testing results show that policies 1 and 2 are successful at maximizing either detection

precision or minimizing throughput variance for a range of parameter values. Results for
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policy 3 show that the TAC parameter can be tuned to maintain a constant temperature

while performing a user-defined trade-off between detection throughput and precision.

Results for policy 4 show some success in maintaining a constant temperature, though

neither device-specific policy maximized detection precision or maintained a consistent

throughput while doing so.

Policy 1 would be best used when operating as a part of a system that mandates a

certain average expected detection precision. If an autonomous agent must maintain an

average detection precision of at least 0.4, but does not mandate a constant throughput,

policy 1 using EDL-4 would be satisfactory, where the other policies would not be.

Policy 2 would be best used where consistent throughput is always prioritized over

consistent detection accuracy. One example use case would have a human viewing the

output object defections in real-time and making judgments based on the defections.

Humans generally perform better at consistently high frame rates, so maintaining a constant

throughput would be important in this scenario [32, 33].

Policy 3 would be best used in cases similar to that of policy 2. If a certain

throughput loss tolerance can be found through use-case studies involving real-time human

viewing, an appropriate TAC can be assigned and a higher average expected precision can

be maintained than in policy 2. A summary of policy descriptions and use cases is shown

in Table 5.1.

Future work in this area may involve more variants on the policies listed in this

thesis. Insight could be gathered from testing policies 1 and 3 with a wider range of input

parameters. Policy 2 may benefit from the addition of more neural networks, the testing

of networks with purposes other than object detection, or additional switching strategies.
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Table 5.1: Policy summary.

Policy Summary Use Case

Throughput
Adjustment

(1)

Adjusts throughput to maximize
detection precision while

remaining below a temperature
threshold.

Consistent detection precision is
valued more than consistent

detection precision.

Network
Switching

(2)

Switches between neural
networks to maximize detection
precision while remaining at a
desired throughput and below a

temperature threshold.

Consistent throughput is valued
more than consistent detection

precision.

Hybrid (3)

Switches between neural
networks to maximize detection

precision while increasing
throughput and remaining below

a temperature threshold.

A tolerance for throughput loss
as a function of detection

precision is known.

An additional direction of research may involve modifying policy 3 so that it is viable at

a larger range of TAC values. Policies 1, 2, and 3 could benefit by being formalized as

control systems for the purposes of optimal parameter selection, or, in the case of policies

2 and 3, internal stability. Finally, there is much potential for reinforcement learning or

other machine learning strategies to improve upon policy 4. Additional training time,

larger action set, precision-based rewards, or increased variation in training parameters

could lead to a more consistently successful version of this policy.
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