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Abstract 

Telemedicine can facilitate the examination and diagnosis 

of patients in locations with lack of resources and medical 

experts. This paper presents an innovative method and a 

computer system that allows real-time text, voice and 

video interaction among participants and data sharing of 

colonoscopy exams over the Internet. The proposed 

method implements a medical database which will be 

further explored using data mining methods. The func-

tionalities and performance of the method were evaluated, 

in a local network, with the development of a computa-

tional system. The results validated the solution showing 

its applicability in colonoscopy exams. 

Keywords: Telemedicine, colonoscopy, audio and video 

streaming, real time interaction. 

1. Introduction 

The development of the technological area, in particu-

lar, Information Technology and Communication (ICT), 

has enabled the application of a great diversity of compu-

ting resources to aid different areas of knowledge [1, 2]. 

The application of such technologies to health care has 

promoted important contributions and stimulated the de-

velopment of multidisciplinary research [1, 2, 3, 4]. Due 

to the application of ICTs in different areas of medicine, it 

was made necessary the definition of certain concepts 

related to computer systems, as well as the establishment 

of standardizations. The main categories of applications 

defined are Hospital Information System (HIS) [5], Radi-

ology Information System (RIS) [5] and Picture Archiv-

ing and Communication Systems (PACS) [5]. Also, the 

need for integration and interoperability among these sys-

tems has stimulated the development of protocols for this 

purpose. Some of the well established and widely accept-

ed protocols in health care include Digital Imaging Com-

munications in Medicine (DICOM) [6] and Health Level 

Seven (HL7) [5, 7]. 

In contrast to this progress in research and technology 

products applied to health care, it is observed that im-

portant tasks used for optimization of procedures related 

to the medical field are not automated or are not widely 

accessible. These conditions exist mainly due to the lack 

of appropriate computer resources [5].  

The Laboratory of Bioinformatics (LABI) from the 

Western Paraná State University (UNIOESTE) in partner-

ship with the Coloproctology Service of the Faculty of 

Medical Sciences from the State University of Campinas 

(UNICAMP) has been developing research in the fields of 

Telemedicine [8, 9, 11] and Intelligent Analysis of Medi-

cal Data [10, 12]. Most of these researches aim to facili-

tate the remote monitoring of patients and medical proce-

dures, as well as to build databases with information 

about these procedures applying data quality concepts, 

allowing the application of Intelligent Data Analysis, thus 

aiding the diagnosis and prevention of specific diseases 

[30]. 

One of such projects is related to the design of a tech-

nological solution, classified as HIS and PACS, for the 

management, following and remote interaction of experts 

during colonoscopy exams. Furthermore, the solution 

includes building a structured medical database for the 

application of data mining methods. With this database it 

will be possible to provide diagnostic and prevention aid 

for colonoscopy [9, 13]. 

As being part of the project previously mentioned, this 

paper presents a computer system that communicates with 

hospital video-colonoscopy equipments implementing the 

proposed method. The solution allows real-time manipu-

lation and transmission of streams of audio, video and 

images from medical exams through the Internet [13]. 

Furthermore, it is possible in situ or remote interaction 

among medical specialists during exams.  

Systems in telemedicine that use audio and video 

streaming, such as the one proposed in this work, can be 

evaluated by several criteria such as number of frames per 

second (FPS) sent and received [16], audio and video 

bitrate [16] bandwidth consumption [17], transmission 

latency [17], among others. Therefore, this paper also 
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presents a quantitative performance evaluation concerning 

the FPS rate of the transmitted and received video. The 

FPS value represents the number of frames (images) dis-

played every second, being the attribute responsible for 

the sense of continuity when viewing a video [16, 17]. 

The rest of this paper is organized as follows. The de-

scription and analysis of the method is covered in Section 

2, where the technologies, the architectural model and the 

experimental evaluation approach are described. Section 3 

presents the results related to the method development 

and the performance experiments conducted. In Section 4 

we discuss the results of the performance evaluation and, 

finally, Section 5 presents the concluding remarks and 

future work. 

2. Materials and Methods 

The computational system that implements the pro-

posed method was developed following the recommenda-

tions from software engineering through the use of a 

software development process based on prototyping [19] 

and using the Unified Modeling Language (UML) [20]. 

From the domain study and joint meetings with colon-

oscopy field experts, the system developed included the 

following functional requirements: 

 Private, confidential and secure access to the system 

and its information; 

 Maintenance of information related to profession-

als, patients, exams, institution, medical equipment 

and auxiliary data; 

 Resources to capture, store and manage images and 

videos during  colonoscopy exams; 

 Functionality to export patient data and exams im-

ages to DICOM format; 

 Resources that allow interaction among participants 

during execution of exams, through text messages, 

voice and video; 

 Allowing health care professionals to follow and 

actively participate in performing colonoscopy ex-

ams, even remotely, by capturing and sharing imag-

es of examinations with other participants, using 

browsers (Web Browser) with Internet access; 

 Provide a simple, functional and friendly computer 

interface; 

 Securely provide data from previous exams through 

browser (Web Browser) and Internet connection; 

 Development of a structured database that allows 

access to data and images from colonoscopy exams, 

allowing application of knowledge discovery tech-

niques. 

 

After defining the requirements and observing peculiar-

ities of the problem, the technologies to be applied in the 

computational solution were studied and selected. The 

overall system architecture was projected and a model to 

evaluate experimental performance analysis was devel-

oped. These definitions are presented in the following 

sections.  

2.1. Computational Tools 

The computer system was developed according to the 

Model-View-Controller (MVC) pattern [19] using the 

Java programming language [21], the JBOSS Application 

Server 4.2 [22], the Red5
1
 Streaming Server 1.0 RC11, 

the development framework JBOSS Seam 2.1.2 [23] and 

the Database Management System (DBMS) MySQL 

5.1.42 [24]. 

The visual interface of the system was implemented us-

ing Flex 4.0 programming language [25]. The interaction 

and communication between the classes developed in 

Java and Flex were performed by remote objects and 

functions available in the Flamingo
2
 framework. Figure 1 

presents these technologies following the layered defini-

tion of the MVC pattern. 

 

 
Figure 1. Technologies on the Application Server of the pro-

posed computational solution. 

2.2. Architectural Model 

From the functional requirements listed and the technolo-

gies selected, an architectural model was built. The com-

ponents and logical operation of this model are shown 

below (Figure 2): 

 Endoscopic Procedures Room (EPR): is where co-

lonoscopy examinations are performed. In this 

room there is a Colonoscopy Equipment (CE) and a 

Local Execution Unit (LEU), ie, a system which 

function is to acquire and forward the exam's video 

to the Application Server (AS), located at the Cen-

tral Management (CM); 

 

                                                           
1
 The documentation can be obtained at <http://www.red5.org/support>. 

2
 More detail available at <http://exadel.org/flamingo>. 
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Figure 2. Architectural model of the solution. 

 

 Observation and Remote Interaction Units (ORIU): 

are computers with hardware and software compo-

nents available to medical experts used to remotely 

observe, in real time, the execution of colonoscopy 

exams. Through ORIU it's possible the interaction 

with other professionals at the EPR and/or at other 

ORIUs, provided that there is an Internet connec-

tion; 

 Central Management (CM) has the function of 

managing all the computing resources used on ex-

aminations. It consists of the Application Server 

(AS), the Database (DB), the Images and Video Da-

tabase (IVD) and the Internal Security Module 

(ISM), the latter described in [11]. The AS is re-

sponsible for access control, reception, management 

and distribution of audio and video streams between 

the LEU and the ORIUs. The DB is where data 

from exams and medical reports are physically 

stored. The IVD organizes and stores the images 

and videos of colonoscopy exams. This database 

will allow, in the future, the application of tech-

niques for intelligent data analysis. Finally, the ISM 

is responsible for security on users management and 

policies for data transmission between the LEU and 

ORIUs; 

 Internal Network (IN): hardware and software de-

vices used for communication and transmission of 

data, video, images and audio, within the institution 

where the exams are performed; 

 External Security Module (ESM): responsible for 

the safety and protection against attacks and unau-

thorized access to the institution's computer where 

the exam is being held, on behalf of external net-

works [11]; 

 External Network (EN) (ie, Internet): is the com-

munication network external to the institution, 

named simply as Internet in this work. 

Aiming the evaluation of the solution and validation of 

the proposed method, we carried out an experimental per-

formance evaluation model, which is described in the next 

section. 

2.3. Performance Evaluation Model 

The experimental evaluation model was designed to 

perform the validation and the performance analysis of 

audio and video streaming transmissions over a Gigabit 

Ethernet 803.3z local network [17], common in health-

care and education institutions. 

The evaluation consisted on collecting and analyzing 

the sending and receiving rate of frames per second (FPS) 

of a streaming video broadcasted over the local network. 

This video represents a real colonoscopy examination and 

FPS values were collected from different computers con-

nected to the local network. After that, the FPS values 

obtained were statistically evaluated. The following sec-

tions present details of this process, addressing the com-

ponents and the design of the experimental evaluation. 

 

Components  

The experimental model was composed by the follow-

ing components (Figure 3): 

 Colonoscope Simulator: Digital camcorder model 

JVC Everio GZ HD 520 responsible for the genera-

tion and simulation of the audio and video from a 

colonoscopy exam; 

 Emitter: computer responsible for the acquisition, 

generation and transmission of multimedia stream 

(colonoscopy exam audio and video) to the Server. 

The software VCam
3
 was used on this computer to 

simulate the webcam that originates the audio and 

video stream; 

 Server: computer responsible for receiving and re-

laying the exam's multimedia stream to Ethernet 

and WiFi Clients; 

 Ethernet Client: computer responsible for the recep-

tion and presentation of multimedia stream through 

a standard Gigabit Ethernet network connection; 

 WiFi Client: computer responsible for the reception 

and presentation of multimedia stream through a 

Wireless Fidelity (WiFi) 803.11b standard network 

[17], connected to a Gigabit Ethernet [17]; 

 Access Point: WiFi access point, model TP LINK 

TL WA-901ND with transmission speed of 54 

Mbps; 

 Gigabit Ethernet Local Network: communication 

network based on Gigabit Ethernet standards. 

 

                                                           
3
 More details see <http://www.e2esoft.cn/vcam>. 
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Figure 3. Components of the Experimental Evaluation Model. 

 
Table 1. Experimental model configuration of hardware and 

software components. 

 CPU RAM 
Network  
Interface 

OS  

Server 

Intel Core 2 

Duo CPU 

2.20GHz 

DDR 2 

4.0 GB 

Broadcom NetXtreme 

BCM5755 Gigabit 

Ethernet 

Linux Debian 

Kernel 2.6.32 

64bit 

Emitter 
Intel Core i7 

CPU 2.00GHz 

DDR 2 

6.0 GB 

JMicron PCI Express 

Gigabit Ethernet 

Windows 7 

Profes. 64bit 

SP1 

Ethernet 
Client 

Intel Core 2 

Quad CPU 

2.83GHz 

DDR 2 

4.0 GB 

Intel 82567 LM-3 

Gigabit Ethernet 

Windows 7 

Profes. 32bit 

SP1 

WiFi 

Client 

Intel Core i5 

2410M CPU 

2.30GHz 

DDR 2 

4.0 GB 

Dell Wirelles 1702 

b/g/n 

Windows 7 

Home 64bit 

SP1 

On Table 1 hardware configuration (CPU, RAM and 

network card) and operating system (OS) of the comput-

ers used in the experiments are displayed. 

Access to the computer system, on all computers was 

done through the Mozilla Firefox 18.0.2 browser, with 

Java 7 U13 virtual machine and Adobe Flash Player 11.5 

R502 plug-in. 

 

Experimental Design  

As mentioned before, the video used for the experiment 

was generated by the colonoscope simulator (Digital 

Camcorder JVC Everio). The Emitter computer was re-

sponsible for sending audio and video to the Server, 

which made the transmission of these flows to the Ether-

net and WiFi Clients. 

The video considered in the experiment had the follow-

ing properties: 

 Resolution of 1024x768 pixels; 

 Rate of 25 FPS; 

 Bitrate of 13000 Kbps; 

 Transmission quality equal to 100% (without use of 

compression); 

 Sorenson Sparcom video codec [26]. 

 

Audio features adopted were: 

 Speex
4
 audio codec; 

 Bitrate of 34.2 Kbps. 

 

The experiment was established according to the fol-

lowing steps: 

a) Definition of dates and times for experiments: five 

days a week (Monday to Fri-day), with two experi-

ments by period (shift). The set times were 10:00 

AM, 11:00 AM, 3:00 PM and 4:00 PM; 

b) Generation of the video used in the experiments: 

corresponds to a real colonoscopy video, used with 

permission of the patient. The video was reproduced 

by the JVC Everio camcorder with video settings 

previously defined; 

c) Manual termination of unnecessary software pro-

cesses on client computers; 

d) Start of the AS; 

e) Initiation and configuration of the VCam software 

on the Emitter computer; 

f) Connection of Ethernet and WiFi Client computers 

to the AS; 

g) Activation of audio and video streaming on the 

Emitter computer; 

h) Experiment execution; 

i) Storage of results corresponding to FPS values; 

j) Statistical analysis of the results. 

 

The sample space consisted of 20 experimental runs, 

each one lasting 30 minutes. On each computer (Emitter, 

WiFi Client and Ethernet Client) data were collected re-

garding the number of FPS once per second, totaling 1800 

samples per run. 

The FPS rate of the Emitter computer was considered 

the control group. Results were organized and analyzed 

using Friedman nonparametric statistical test and post-test 

Dunn [27]. In the analysis, we compared FPS values be-

tween Emitter, Ethernet and WiFi Client computers, and 

also the percentage of samples with FPS values lower 

than 10, ie, the ones with video crashes perceptible to 

humans [28, 29, 39]. 

3. Results 

The computational solution was developed according to 

the architectural model described in Section 2.2.  

Figure 4 shows the system's authentication screen (log-

in). 

Figure 5 shows a screen of the examination following 

with the available options (setup, record video and cap-

ture image) and Figure 6 illustrates the examination anal-

ysis screen, as well as information from the respective 

exam. 

 

                                                           
4
 More details see <www.speex.org>. 
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Figure 4. User authentication screen of the developed system. 

 

 

 
Figure 5. Examination following screen of the developed sys-

tem. 

 

 
Figure 6. Examination Analysis screen of the developed system. 

 

Table 2 presents the average FPS ( x ) and Standard 

Deviation (SD) rates of FPS sent by the Emitter and re-

ceived by Ethernet and WiFi Clients, organized by day (1 

to 5) and periods (morning - M and afternoon - A, respec-

tively). 

Columns x (M) and x (A) exhibit the general FPS aver-

age and SD of each computer in the morning and after-

noon. In Figure 7, the FPS average rate and its SD are 

graphically displayed for each computer, considering all 

executions for each component. 

 
Table 2. Daily FPS average of five mornings (M1 to M5) and 

five afternoons (A1 to A5) samples per client and its standard 

deviation. 

FPS M1 M2 M3 M4 M5 x (M) 

E
m

it
te

r x  23.80 23.59 23.85 23.83 23.61 23.73 

DP 0.64 0.83 0.63 0.64 0.95 0.76 

E
th

er
n

et
 

x  21.25 21.18 21.51 21.44 21.20 21.32 

DP 1.70 1.76 1.72 1.80 2.32 1.88 

W
iF

i x  20.84 20.79 21.10 20.97 21.03 20.95 

DP 2.84 3.11 2.77 2.87 2.78 2.88 

       
  

FPS A1 A2 A3 A4 A5 x (A) 

E
m

it
te

r x  23.97 23.95 23.67 23.61 23.96 23.83 

DP 0.46 0.49 0.76 0.83 0.48 0.64 

E
th

er
n

et
 

x  21.42 21.48 21.36 21.22 21.65 21.43 

DP 1.82 1.70 1.74 1.72 1.71 1.74 
W

iF
i x  21.27 21.09 21.16 20.93 21.28 21.15 

DP 2.83 2.82 2.51 2.80 2.64 2.72 

 

 
Figure 7. Overall FPS average rate for each computer. 

 

Table 3 shows the statistical analysis for morning and 

afternoon periods, showing the existence of Significant 

Difference (Diff) p-value (P-value) obtained in compari-

sons between the Emitter, Ethernet and WiFi computers, 

considering all samples. 
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Table 3. Comparative analysis between the FPS distributions for 

each computer. 

 
Morning  

Comparisons 
Afternoon  

Comparisons 

Computers P-Value P-Value 

Emitter vs. Ethernet < 0.0001 < 0.0001 

Emitter vs. WiFi < 0.0001 < 0.0001 

Ethernet vs. WiFi 0.1183 > 0.9999 

 

 
Morning and Afternoon  

Comparisons 

Computers P-Value 

Emitter vs. Ethernet < 0.0001 

Emitter vs. WiFi < 0.0001 

Ethernet vs. WiFi 0.2111 

 

Table 4 shows the frequency percentage of seconds that 

the FPS value was below and above or equal to 10, which 

is the rate for the limit of human perception [28, 29, 39]. 

 
Table 4. Relative frequency of occurrence of FPS below and 

above or equal 10. 

FPS Value < 10 >= 10 

Emitter 0.01 % 99.99 % 

Ethernet 0.06 % 99.94 % 

WiFi 1.82 % 98.18 % 

4. Discussion 

The focus of most researches in telemedicine involves 

building databases of exams, allowing doctors to make 

the diagnosis remotely, but without the possibility of real-

time observation of exam's data and interaction among 

those health care professionals [31, 32, 33, 34]. Other 

solutions provide remote monitoring of vital signs of pa-

tients and equipment data, however, to the best of our 

knowledge, are not applied to exams with flows of video 

and audio [35, 36, 37]. 

The computational system presented in this work co-

vers the characteristics of HIS and PACS systems and 

uses the DICOM protocol, a globally accepted standard 

for handling images and data from medical field [6]. This 

feature enables interoperability of the solution with vari-

ous medical equipments. In addition, the following char-

acteristics differ from other developed system [1, 4, 8, 9, 

11, 13, 31, 33, 34, 35, 36, 37]: 

 It allows access, share and real-time following of 

remote colonoscopy exams during its realization, 

with features of video and image manipulation, 

such as magnification and image capture; 

 The system enables real-time interaction through 

audio, video and text messages between medical 

experts during colonoscopy exams; 

 It enables examinations to be performed in loca-

tions where there are lack of medical experts with-

out compromising the effectiveness of the proce-

dure, and in many cases, avoiding the need to shift 

patients to distant cities which have such experts; 

 It allows medical specialists to work remotely, on 

the analysis and preparation of reports and diagnos-

tics, during and after the colonoscopy exams; 

 It deploys standardized mechanisms for manage-

ment of patient data and examinations for health 

care areas, building a database of images, videos 

and data from exams designed for future application 

of artificial intelligence techniques and data mining. 

 

The developed model requires an Internet connection 

and is based on a web environment, running from web 

browsers (common programs for Internet access such as 

Internet Explorer®, Mozilla Firefox® and Google® 

Chrome). 

This feature allows greater flexibility and access from 

health care professionals in remote areas, helping to min-

imize the impact of medical doctors’ shortage on further 

and isolated areas [15]. Furthermore, the architecture of 

the solution is independent of hardware platform and op-

erating system, facilitating the addition of new features as 

well as the extension of the solution to other fields of 

medicine. 

The prototype has been validated on Windows and 

Linux operating systems, using the web browser Mozilla 

Firefox®. All features involving data transmission be-

tween participants, both local and remote, are held in an 

encrypted manner, ensuring privacy of data and users.  

One of the advantages of the system is the use of tools 

based on open source software, which reduces cost of 

development, still maintaining an intuitive and friendly 

interface. For transmission of audio and video streamings 

it was applied RED5 server, a free software that met the 

requirements of the application. Future work will analyze 

the cost benefit of using other streaming servers, such as 

Wowza
5
 and FMS

6
. 

To validate the developed system and its functionali-

ties, experiments were performed using the experimental 

model defined in Section 2.3.  

It was used a video with resolution of 1024x768 pixels 

for the experimental evaluation, which is similar to the 

maximum resolution used in most of the video monitors 

of the colonoscopes used by health care services. Another 

decision was to evaluate performance by applying the 

maximum possible video quality, that is, without use of 

compression algorithms. The video bitrate was 13000 

Kbps, reproducing the value obtained in a real colonosco-

py video. 

As mentioned before, the considered experimental en-

vironment was configured with the characteristics of 

                                                           
5
 More details see <http://www.wowza.com>. 

6
 More details see <http://www.adobe.com/ products/adobe-media-

server-family.html>. 
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bandwidth and equipment used in most computer net-

works present on Education and Research Institutions in 

Brazil. WiFi network was evaluated because of its in-

creasingly applicability in clinics and hospitals, as it is 

adaptive and does not require structured cabling [17]. 

Thus, the objective of the experiments was to evaluate the 

performance of the method through the variable FPS in 

order to simulate the precision of the method in real insti-

tutional environment. 

According to the results it was observed that the Emit-

ter computer, configured to send the video at 25 FPS, 

generated a lower (23.73) FPS rate. This indicates that 

there is a loss of about 5%, in the video capture and de-

code process, but without generating sensitive delays to 

human perception [29, 39]. This loss is influenced by the 

Emitter load of receiving, processing and transmitting the 

video. 

Data presented in Table 2 were analyzed in relation to 

the existence of a statistically significant difference (p-

value < 0.05) between the Emitter, Ethernet and WiFi 

Client computers. 

The analysis of the results showed statistically signifi-

cant differences (p-value < 0.0001) for all the compari-

sons among Clients and Emitter, both considering morn-

ing and afternoon periods, and all experiments. Excep-

tions were found at comparison between Ethernet and 

WiFi clients in all sets (mornings, afternoons and all ex-

periments). 

This result indicates that the mean of communication, 

Gigabit Ethernet and WiFi, did not statistically influenced 

the FPS rate of the transmitted video. 

Overall, the similarity of the experimental results in the 

morning and afternoon through the local network was an 

expected result, since in local network connections are 

established peer to peer on the switch, with no interfer-

ence or shared bandwidth between concurrent sessions 

[17]. 

According to literature [28, 29, 39], the rate for the 

human perception of continuity of a video is approximate-

ly 10 FPS. In this sense, it is observed in Table 4 that the 

Emitter and Ethernet Client computers during over 99% 

of the experimental time the video was displayed with 

SPF values above 10. This result demonstrates that the 

developed solution meets the needs of the application, 

running on a Gigabit Ethernet network with the video 

(resolution, bitrate and FPS) and audio (bitrate) character-

istics used in the actual health care and research institu-

tions. Networks with these characteristics are common in 

today health-care institutions such as UNICAMP. 

Also in Table 4 it is shown that FPS values to the WiFi 

Client computer indicates that, nearly 1.8 % of the time, 

there were perceptible glitches in the experiment's video, 

namely FPS values below 10. This result was due to the 

unguided WiFi communication medium used by the WiFi 

Client computer. In WiFi transmissions delays are inher-

ent in the process of conversion between digital signal 

and radio waves as well as signal interference caused by 

communication devices that use radio waves and obsta-

cles on the course [17]. Nonetheless, this demonstrates 

that the local network statistically reduces transmission 

performance of video, while not influencing the medical 

specialist's perception of continuity on the video [39]. 

5. Concluding Remarks 

The developed system can be applied to reduce the 

time of diagnosis and report generation, facilitating the 

realization of exams in places where there is lack of re-

sources or medical experts. The usability and perfor-

mance analysis of the architectural and experimental 

evaluation models demonstrates and validates that the 

solution meets the functional requirements defined in 

Section 2. In addition, a particularity of the developed 

method is that the system's architecture and the use of 

standardized protocols allow their application in other 

areas of the medical field. 

Performance analysis of other characteristics, such as 

latency and bandwidth usage, and evaluations of the sys-

tem with different clients using the Internet comprise fur-

ther work. 

In general, the proposed method is innovative because, 

besides adding real-time experiment follow, secure 

transmission, data sharing tests, interaction between ex-

perts, it yet allows the construction of a database, in the 

attribute-value format, consisting of data, images and 

videos of colonoscopy exams. Intelligent techniques for 

knowledge discovery will then be applied to this database 

in order to aid the prediction and diagnosis of diseases in 

colonoscopy exams. 
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