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The projected range of high-intensity proton and heavy-ion beams at energies below a few tens of
MeV/A in matter can be as short as a few micrometers. For the evaluation of temperature and stresses from
a shallow beam energy deposition in matter conventional numerical 3D models require minuscule element
sizes for acceptable element aspect ratio as well as extremely short time steps for numerical convergence. In
order to simulate energy deposition using a manageable number of elements this article presents a method
using layered elements. This method is applied to beam stoppers and accidental intense-beam impact onto
UHV sector valves. In those cases the thermal results from the new method are congruent to those from
conventional solid-element and adiabatic models.
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I. INTRODUCTION

Accelerator facilities broadly employ beam intercepting
devices such as beam dumps [1], collimators [2] and beam
instruments [3]. For relatively short-ranged interactions
such as those of heavy ions [4] or high-intensity particle
beam at energies of few MeV/A a tight range profile in the
range smaller than a millimeter is observed [5]. The thermal
gradients induced by the interaction of a particle beam and
matter are simulated through finite element models [6]. To
properly characterize shallow thermal gradients conven-
tional models require a huge number of infinitesimal solid
elements, tiny time steps and a great amount of computa-
tional power.
Tight thermal loading is discussed in [7], which com-

pares the results of a solid, a shell-solid and a multilayered
shell model with those of experiments on laser forming of a
2-mm-thick stainless steel plate. Using the multilayered
method the simulation efficiency is greatly increased at the
expense of a small reduction in accuracy. Another work [8]
uses thermomechanical models for multilayered optical
coatings in which several layered shells are stacked and
coupled to a substrate. However both works do not treat
thickness-dependent profiles of heat loading characteristic
of beam-energy deposition in matter.
This article introduces a method using multilayered

elements to discretize shallow through-thickness heat

loading caused by the impact of a particle beam onto a
target. We will first apply this method to thin plates of UHV
sector valves accidentally hit by a proton beam at 50 MeV.
Later we will analyze a beam stopper intercepting an ion
beam at 72 MeV=n.

II. MATERIALS AND METHODS

Consider a target hit by a particle beam (Fig. 1). Using
the Monte Carlo particle transport and interaction code
FLUKA [9,10] we simulate the interaction between the
beam and the target material and determine the energy
deposited in the target normalized to one beam particle. For
the discretization of the energy deposition the target is
divided in energy bins oriented in a Cartesian coordinate
system (Fig. 1).

FIG. 1. Schematic segmentation of a data array with energy
density values obtained through FLUKA into several table arrays,
each with a distinct heat generation profile (HG). The energy
density location is applied in the center of the bin.
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An ASCII file outputs the energy generated in each bin.
Next we convert the energy density per beam particle (Qbp)
into power density per pulse ( _Qpulse) following Eq. (1):

_Qpulse ¼
Qbpnp
μ

: ð1Þ

Here np is the number of particles per pulse and μ the
beam pulse length.
The power density values are read from the ASCII file

and imported in an oriented data table to be applied in an
ANSYS 17.1 thermal model [11]. This table contains
indexed columns and rows [11] for interpolation of the
power density values in solid-element nodes of the ther-
mal model.
For tight geometries accurate finite-element analysis

using the full power-density table file requires minuscule
solid elements, which is excessively time consuming and
computationally demanding.
To treat shallow spatial arrangement we use multilayered

elements for geometrical discretization. Note that straight-
forward nodal interpolation from the full table is not
appropriate for a multilayered element as the total thickness
is not divided in nodes. Instead we prepare layer-specific
heat generation profiles (HG). First we read the ASCII file
from FLUKA in a data array which has no indexes and
allows data to be read, modified and reshuffled. Next we
segment the data array layerwise in third-order tensors with
a single planar index number and convert them into power-
density tables oriented to each layer (Fig. 1).
In ANSYS 17.1 the layered-shell element SHELL131

allows power generation profiles to be input in each layer.
SHELL131 is a 3D layered shell element with in-plane and
through-thickness thermal conduction capability possess-
ing four nodes, each having up to 32 degrees of freedom
(d.o.f.) [11]. For modeling linear through-thickness temper-
ature variation each d.o.f. corresponds to a through-layer
temperature [Fig. 2(a)]. In order to reduce the number of
integration points and eliminate oscillation between data
points we choose the linear temperature variation instead of
the quadratic option.
In each shell layer we import the corresponding power-

density table [Fig. 2(a)]. Segments with relatively small
thermal difference along the beam direction are combined
into a single layer with linearly averaged power density
through the layer thickness.
A thermal model in ANSYS 17.1 allows calculation of

the temperature distribution in the target material using
Eq. (2):

ρðTÞcpðTÞ
�∂T
∂t

�
þ∇ðkðTÞTÞ ¼ _Qpulse; ð2Þ

where T is the temperature, t the time, ρ the mass density,
cp the specific heat capacity and k the thermal conductivity.

We implement initial time step lengths smaller than
l2=ð4αÞ [12] where l is the size of the smallest element
edge, α the thermal diffusivity rate given by α ¼ k=ðρcpÞ at
room temperature.
In order to assess the thermal diffusivity in matter we

compare the temperatures obtained through ANSYS 17.1
with adiabatic temperatures. They are calculated from the
energy deposition results from FLUKA via Eq. (3) for
each bin:

Tad ¼
Qbpnp
ρ̄c̄p

þ T0: ð3Þ

Here Tad is the adiabatic temperature, T0 the initial
temperature, ρ̄ the weighted average density and c̄p the
weighted average specific heat capacity between T0 and
Tad. The weighted averages are evaluated from T0 ¼ 20 °C
to Tad < 600 °C using intermediate integration points at
100, 200, 300, 400, and 500 °C.
Maintaining the same multilayered arrangement and

time stepping we change the shell element type to
SHELL181 for the structural model, which is solved
through implicit methods such as [13,14]. This element
type has four nodes with three translational and three
rotational d.o.f. and through-layer integration points [11].
However SHELL181 only calculates in-plane stresses (Sx,
Sy) whereas through-thickness stresses are zero (Sz ¼ 0).

(a)

(b)

FIG. 2. (a) Layered shell elements offset to bottom. Each layer
has its own heat generation (HG) profile. The temperatures are
evaluated as d.o.f. from the shell bottom (TBOT) to the shell top
(TTOP). (b) Hybrid model. The shell is offset to bottom. TEMP:
d.o.f of a solid-element node.
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At each time step the layer-specific thermal distributions
obtained in the thermal model are imported to the corre-
sponding shell layer in the structural model.
For shallow heat loading in thick bodies we introduce a

hybrid shell-solid model [Fig. 2(b)]. The layered-shell
nodes are offset to the shell bottom and merged with the
top nodes of the solid elements. To model the heat transfer
to the solid body we couple the TBOT d.o.f. of the shell to
the TEMP d.o.f. of the top nodes of the solid body through
a constraint equation [11]. Alternatively the paint applica-
tion of SHELL131 can be used to replace the TBOT d.o.f.
of the shell with the TEMP d.o.f. of the top nodes of the
solid body in a thermal simulation [11].
The equivalent stress σe is calculated through the von-

Mises yield criterion [15]. Considering σyðTÞ the temper-
ature-dependent tensile yield strength a value σe=σyðTÞ < 1
indicates the deformation induced by thermal gradients is
reversible (elastic), otherwise it is permanent (plastic).

III. RESULTS

The initial temperature for all models is 22 °C. Neither
radiation cooling nor heat transfer through convection is
considered.

A. Shallow energy deposition in thin plates

In the transfer line between Linear accelerator 2 and the
Proton Synchrotron Booster at CERN a 50-MeV proton
beam pulse could accidentally hit UHV sector valves. The
beam pulse is 21.7 μs long with an intensity of 2.3 × 1013

particles and beam sizes at 1σ of σh ¼ 2.9 mm, σv ¼
6.4 mm as a two-dimensional Gaussian profile [16]. The
beam first hits a valve plate and later a counterplate, both 2-
mm thick and with a diameter of 160 mm (Fig. 3). The
combined thickness of both plates is close to the projected
range of a 50-MeV proton beam in stainless steel, which is
4.1 mm [17]. In our geometric model the borders of the
plates are simply supported.
The simulation of the beam-matter interaction via

FLUKA uses bin sizes of 125 μm in the in-plane directions
and 40 μm through thickness. The cutoff energy is 100 keV
for electrons and positrons and 33.3 keV for gamma rays.
We model the properties of stainless steel 316L

from 20 to 300 °C [18]: ρ ¼ 7870 − 7740 kg=m3,
k ¼ 13.9–18.7 W=ðmKÞ, cp ¼ 472–512 J=ðkgKÞ, α ¼
16.1–17.7 μ °C−1, E ¼ 194 − 172 GPa, ν ¼ 0.29–0.31,
σy ¼ 161 − 109 MPa [19,20]. Here α is the coefficient
of thermal expansion, E the Young’s modulus and ν the
Poisson’s ratio. Temperature-dependent plastic strain is
implemented with a multilinear kinematic hardening model
using experimental data from [20].
The highest through-thickness thermal difference lies in

the beam axis of the counterplate where the maximum
difference is about 140 °C [Fig. 4(a)]. To model this tight
energy deposition we compare a thermomechanical model

of the counterplate with layered-shell elements and another
with solid elements [Fig. 4(b)]. We divide the counterplate
in 25 layers, each 80 μm thick. In the solid-element model
the thickness is divided in ten elements.
Both models present congruent through-thickness peak

temperature distribution in the beam axis. They match the
through-thickness adiabatic profile showing that thermal
diffusivity in the counterplate is slow during beam impact.
The maximum equivalent stress lies in the beam axis

[Fig. 4(c)] where the counterplate undergoes through-
thickness plastic deformation [Fig. 4(d)]. Although the
shell-layered model does not compute through-thickness
stresses (Sz ¼ 0) both shell-layered and solid models
present similar through-thickness distribution of equivalent
stress and plastic strain in the beam axis. In fact the
maximum through-thickness stress in the solid-element
model is very small (max Sz ¼ 0.1 MPa in tension)
compared to the maximum in-plane stresses (max
Sx ¼ 118 MPa, max Sy ¼ 157 MPa both in compression).
The plate is not constrained in the through-thickness
direction being free to expand. The rotational d.o.f. has
little influence on the structural results as the maximum
rotation angle in the layered-shell model is smaller than
0.1° while the solid-element model allows no rotation.

(a)

(b)

FIG. 3. (a) Schematic representation of the UHV sector valve.
(b) Through-thickness energy deposition in the valve and
counterplates along the beam axis after the impact of a proton
beam pulse.
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Nevertheless the number of elements in the layered-shell
model (16 352 elements) is much lower than that in the
solid-element model (178 800 elements). The simulation
elapsed time for both thermal and structural analysis is
58 min for the layered-shell model and ten hours for the
solid-element model.
The layered-shellmethodcanalsobeapplied incylindrical

coordinate systems. Consider a beam stopper out of four
concentric graphite shells radially hit by a proton beampulse
at 50MeV [Fig. 5(a)]. The shells are 170-mm longwith outer
diameter/thickness of ⌀120 mm=1.6 mm, ⌀130 mm=
1.75 mm, ⌀140 mm=1.85 mm and ⌀150 mm=2.1 mm.
The beam pulse has 120 μs length and an intensity of
1.27 × 1014 protons [21]. The beam sizes at 1σ are σh ¼
4.4 mm and σv ¼ 3.2 mm. In our material model the
thermal properties of isostatic graphite from 20 to 600 °C
[18] are ρ ¼ 1900 kg=m3, k ¼ 2100 − 610 W=ðmKÞ, cp ¼
665–1716 J=ðkgKÞ. The Bragg peak lies between the two
last shells seen by the beam [Fig. 5(b)].
We now return to the energy deposition array. Using

cylindrical coordinates we arrange it such that the Y axis
indicates the angle direction, the Z axis the axial center of

the shells and the X axis the beam axis. The array is sliced
in parallel shell layers through the X axis. We divide each
of the two inner shells in two layers and each of the two
outer shells in 30 layers.
Figure 5(b) shows the through-thickness temperature

profile of the shell-layered model matches the adiabatic
temperature profile in the two inner shells. In contrast both
profiles are not coincident in the outer shells due to the
combination of strong through-thickness thermal gradients
and a long beam pulse length (120 μs), which allows some
thermal diffusion in the beam stopper during beam impact.

B. Shallow energy deposition in thick bodies

The stopper core present in the extraction line of the
Low Energy Ion Ring (LEIR) at CERN is a massive
aluminum cylinder with ⌀200 mm and 210 mm thickness.
The projected range of the lightest extracted ion beam
(4He2þ) at 72 MeV=n in aluminum is 20 mm [17] meaning
this stopper is 10.5 times too long. In copper the projected
range falls to 7.5 mm [17].
LEIR extracts 208Pb54þ ions requiring the beam stopper

withstand the impact of one ion beam pulse having 400-ns

(a) (b)

(c) (d)

FIG. 4. (a) Through-thickness temperature distribution in the counterplate at the end of one beam pulse. (b) Peak temperature along the
beam axis using a layered-shell model and a solid-element model. (c) Through-thickness equivalent stress and (d) equivalent plastic
strain along the beam axis.
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(a) (b)

FIG. 5. (a) Thermal distribution in a beam stopper made of four concentric cylindrical shells out of graphite. The XZ plane is used for
symmetry. (b) Peak temperature in the last four shells hit by the beam along the beam axis using a layered-shell model.
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FIG. 6. (a) Through-thickness thermal distribution in a 10-mm-thick stopper out of the copper alloy CuCr1Zr after one extracted ion
beam pulse from LEIR. Two symmetry planes are used. (b) Energy density deposited in the stopper along the beam axis. The energy
deposition peaks at 320 μm. (c) Layer distribution for the thermal and structural analysis. (d) Thermal and in-plane equivalent-stress
distribution along the beam axis.
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length, an intensity of 3 × 109 ions and beam sizes at 1σ of
σh ¼ 5.0 mm and σv ¼ 4.5 mm [22].
In order to shorten the stopper core we design a 10-mm-

thick disk [Fig. 6(a)] out of CuCr1Zr, a copper alloy with
superior mechanical properties and similar thermal proper-
ties as pure copper [23]. The thermal properties of this alloy
from 20 to 100 °C [18] are ρ ¼ 8890 − 8855 kg=m3,
k ¼ 310–315 W=ðmKÞ, cp ¼ 370–450 J=ðkgKÞ [23].
The bin sizes in FLUKA are Δx ¼ Δy ¼ 100 μm and
Δz ¼ 3 μm for z < 600 μm. The cutoff energy is 3 keV for
electrons and positrons and 1 keV for gamma rays.
We model this disk with a 9.4-mm-thick solid-element

body coupled to a 600-μm-thick shell divided in 22 layers
and finely refined around the Bragg peak [Fig. 6(c)]. The
shell thickness accommodates all the energy absorbed by
the disk from one beam impact as the projected range of an
extracted lead ion in the copper alloy is 325 μm [17]. The
region around the peak energy is strongly discretized with
3-μm-thick layers.
The highest temperature in the stopper lies in the beam

axis. The through-thickness adiabatic temperature profile
matches the profile calculated with the hybrid model
[Fig. 6(d)]. Due to the short beam pulse length the
thermal diffusivity in the beam stopper is slower than the
energy deposition during beam impact.
The material is constrained in the in-plane directions

while it is free to expand in the through-thickness direction.
Under thermal loading the center of the material is strongly
compressed in the in-plane directions. The through-thick-
ness stress component is small because the material is free
to move in this direction. Knowing that max jSzj ≪
max jSxj;max jSyj we approximately calculate the maxi-
mum equivalent stress at 134 MPa using SHELL181
elements. The maximum equivalent stress is still much
lower than the yield strength of CuCr1Zr at 85 °C
(276.2 MPa) [18]. The maximum rotational angle in the
shell is smaller than 0.01°.
The whole hybrid model of the ion stopper uses 14091

elements. In contrast a solid-element model requires
15.0 million elements for uniformly discretizing the vicin-
ity of the beam impact center (σh ¼ 5.0 mm, σv ¼ 4.5 mm,
range of 325 μm) considering an element size of 9 μm×
9 μm × 6 μm for sufficient thermal resolution around the
Bragg peak and good element aspect ratio. This amount of
elements is often impracticable using commercial software
for finite-element analysis [11,24].

IV. CONCLUSIONS

This paper presented a method for thermomechanical
analysis of shallow energy deposition in targets hit by high-
intensity particle beam, such as heavy-ion and proton
beams below a few tens of MeV/A. Instead of the
straightforward but computationally demanding way of
using solid elements the method consists of modeling thin

material zones with multilayered elements and applying
power generation profiles layerwise.
We demonstrated the multilayer technique can be applied

to tight energy deposition in thin plates ten times more
efficiently than conventional solid-element models with
sufficient accuracy for thermal and structural results. For
energy deposition in thick bodies in the range of a few
hundreds of micrometers we showed the technique allows
precise thermal evaluation compared to adiabatic models
while fully solid-element models are hardly feasible due to
the great number of solid elements required. Designing
intercepting devices for high-intensity beams with micro-
scopic projected range in matter is made possible by the
method presented in this paper, overcoming the limitation of
conventional methods for numerical modeling.
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