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Abstract. The aim of this paper is to analyze mathematically the method of fundamental
solutions applied to the biharmonic problem. The key idea is to use Almansi-type decom-
position of biharmonic functions, which enables us to represent the biharmonic function
in terms of two harmonic functions. Based on this decomposition, we prove that an ap-
proximate solution exists uniquely and that the approximation error decays exponentially
with respect to the number of the singular points. We finally present results of numerical
experiments, which verify the sharpness of our error estimate.

Keywords: method of fundamental solutions; biharmonic equation; Almansi-type decom-
position

MSC 2010 : 65N80, 31A30, 49M27

1. Introduction and main results

Let Ω be a bounded simply connected region in the plane. We then consider the

following boundary value problem for the biharmonic equation

(1.1)





∆2u = 0 in Ω,

u = f on ∂Ω,

∂u

∂ν
= g on ∂Ω,

where ∆2 = ∂4/∂x4 + ∂4/∂x2∂y2 + ∂4/∂y4 is the biharmonic operator in the plane,

∂u/∂ν denotes the outward normal derivative of u on ∂Ω, and f and g are given

data defined on ∂Ω.
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It is well-known that for a given biharmonic function u, there exist two holomor-

phic functions ϕ and ψ in Ω such that the following relation holds [9]:

u(X,Y ) = ϕ(z) + ϕ(z) + zψ(z) + zψ(z) = 2ℜ(ϕ(z) + zψ(z)), z = X + iY.

In particular, defining γ(X,Y ) = 2ℜϕ(z), α(X,Y ) = 2ℜψ(z), and β(X,Y ) =

2ℑψ(z), we have

u(X,Y ) = γ(X,Y ) +Xα(X,Y ) + Y β(X,Y ).

Namely, the above formula implies that any biharmonic function can be decomposed

into three harmonic functions, two of which are conjugate harmonic. Moreover,

Krakowski and Charnes [8], and Bock and Gürlebeck [2] showed that the number of

harmonic functions is indeed equal to 2, that is, for a given biharmonic function u

in Ω, there exist harmonic functions p, q, p, q, p, q such that the following identities

hold:

(1.2) u(X,Y ) = p(X,Y ) + (X2 + Y 2)q(X,Y ),

u(X,Y ) = p(X,Y ) +Xq(X,Y ),

u(X,Y ) = p(X,Y ) + Y q(X,Y ).

Especially, (1.2) is a decomposition of Almansi type, which was first considered by

Almansi [1]. Therefore, we only have to find suitable approximations of two harmonic

functions. We hereafter consider the case of (1.2) restricted to the case, where Ω is

a disk D̺ with radius ̺ having the origin as its center.

Based on the Almansi-type decomposition of biharmonic function, the following

scheme for the method of fundamental solutions (MFS for short) can be obtained [5].

Choose the singular points {yk}Nk=1 as yk = Rωk−1, 1 6 k 6 N , and construct

approximations for p and q as follows:

p(N)(x) =
N∑

k=1

Qp
kE(x − yk), q(N)(x) =

N∑

k=1

Qq
kE(x− yk),

where E(x) = 1
2π

−1 log |x| is the fundamental solution of the Laplace operator ∆,
R > ̺, and ω = exp(2πi/N). Namely, an approximation u(N) for the solution u

of (1.1) is given by

(1.3) u(N)(x) =
N∑

k=1

(Qp
k + |x|2Qq

k)E(x− yk).
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R em a r k 1.1. In the usual formulation of MFS, an approximate solution is given

by

(1.4) u(N)(x) =

N∑

k=1

(Qp
kE(x− yk) +Qq

kF (x− yk)),

since the function F (x) = 1
8π

−1|x|2 log |x| is the fundamental solution for the bihar-
monic operator ∆2. MFS of the form (1.4) has been proposed first by Karageorghis

and Fairweather [4] and used in the subsequent papers [11], [3], but so far there exists

no mathematical result such as the unique existence and the exponential convergence

of approximate solution.

The coefficients {Qp,q
k }Nk=1 are determined by the collocation method, that is,

taking the collocation points {xj}Nj=1 as xj = ̺ωj−1, and imposing the boundary

conditions

(1.5) u(N)(xj) = f(xj),
∂u(N)

∂ν
(xj) = g(xj), j = 1, 2, . . . , N.

This type of MFS based on Almansi-type decomposition was investigated by Li

et al. [10] and some mathematical analysis was done. However, they consider the

Trefftz method rather than the collocation method. Thus, the aim of this paper is to

establish mathematical theory of MFS based on Almansi-type decomposition (1.3)

together with the collocation method when Ω is the disk D̺ as a first step for

developing mathematical theory in arbitrary region.

We are now in a position to state the main theorems of this paper.

Theorem 1.1. An approximate solution u(N) for (1.1) of the form (1.3) satisfy-

ing (1.5) exists uniquely if and only if RN − ̺N 6= 1.

Theorem 1.2. Suppose that RN − ̺N 6= 1 and R 6= 1 hold. Also suppose that

the Fourier coefficients {fn}n∈Z and {gn}n∈Z of f and g can be estimated as

|fn|, |gn| = O(b|n|) as n→ ∞,

where b ∈ ]0, 1[. Then we have

‖u− u(N)‖L∞(Ω) =





O
(
N
( ̺
R

)N)
, b

(R
̺

)2
< 1,

O
(
N2

( ̺
R

)N)
, b

(R
̺

)2
= 1,

O(NbN/2), b
(R
̺

)2
> 1.
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The content of this paper is as follows. In Section 2, we prove Theorem 1.1,

which ensures the unique existence of an approximate solution. In Section 3, the

exponential decay of the approximation error, that is, Theorem 1.2 is proved. In

Section 4, we present several results of numerical experiments, which exemplify the

sharpness of our error estimate. We also compare the conventional scheme (1.4)

with the present scheme (1.3) based on Almansi-type decomposition. In Section 5,

we summarize this paper and give some concluding remarks.

2. Unique existence

In this section, we establish the unique existence of an approximate solution u(N)

for (1.1) of the form (1.3) satisfying (1.5) provided that the singular points {yk}Nk=1

and the collocation points {xj}Nj=1 are given as in the previous section. Hereafter,

we identify R2 with C, and often write the complex number x as the two-dimensional

vector x = (X1, X2)
T.

Since we can compute the derivatives of E(x− yk) and |x|2E(x− yk) with respect

to X1 as

∂

∂X1
E(x− yk) =

1

2π

X1 − yk1
|x− yk|2

,

∂

∂X1
(|x|2E(x − yk)) = 2X1E(x− yk) + |x|2 1

2π

X1 − yk1
|x − yk|2

,

and the derivatives of them with respect to X2 can be computed in a similar way,

the normal derivative of u(N) at x ∈ ∂Ω can be computed as follows:

∂u(N)

∂ν
(x) =

N∑

k=1

[
Qp

k

2π|x− yk|2
(
X1 − yk1
X2 − yk2

)
· 1

|x|

(
X1

X2

)

+Qq
k

{
2E(x− yk)

(
X1

X2

)
· 1

|x|

(
X1

X2

)

+
|x|2

2π|x− yk|2
(
X1 − yk1
X2 − yk2

)
· 1

|x|

(
X1

X2

)}]

=

N∑

k=1

[Qp
k

2π

(x|x|−1, x− yk)

|x− yk|2
+Qq

k

{
2|x|E(x− yk) +

|x|2
2π

(x|x|−1, x− yk)

|x− yk|2
}]

=
N∑

k=1

[Qp
k

2π

ℜ
(x|x|−1

x− yk

)
+Qq

k

{
2|x|E(x− yk) +

|x|2
2π

ℜ
(x|x|−1

x− yk

)}]
,
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where (·, ·) denotes the usual two-dimensional Euclidean inner product. In particular,
at a collocation point xj = ̺ωj−1, we have

∂u(N)

∂ν
(xj) =

N∑

k=1

[Qp
k

2π

ℜ
( ωj−1

xj − yk

)
+Qq

k

{
2̺E(xj − yk) +

̺2

2π

ℜ
( ωj−1

xj − yk

)}]
.

Therefore, the collocation equations (1.5) are equivalent to the system of 2N linear

equations

GQ = b,

where

G =

(
G11 G12

G21 G22

)
∈ R

2N×2N ,

G11 = (E(xj − yk) ; j, k = 1, 2, . . . , N) ∈ R
N×N ,

G12 = (̺2E(xj − yk) ; j, k = 1, 2, . . . , N) = ̺2G11 ∈ R
N×N ,

G21 =
( 1

2π

ℜ
( ωj−1

xj − yk

)
; j, k = 1, 2, . . . , N

)
∈ R

N×N ,

G22 =
(
2̺E(xj − yk) +

̺2

2π

ℜ
( ωj−1

xj − yk

)
; j, k = 1, 2, . . . , N

)

= 2̺G11 + ̺2G21 ∈ R
N×N ,

Q =

(
Qp

Qq

)
∈ R

2N , Qp,q = (Qp,q
1 , Qp,q

2 , . . . , Qp,q
N )T ∈ R

N ,

b =

(
f

g

)
∈ R

2N , f = (f(x1), f(x2), . . . , f(xN ))T ∈ R
N ,

g = (g(x1), g(x2), . . . , g(xN ))T ∈ R
N .

We note that each matrix Gµν is circulant. Therefore, using the discrete Fourier

transform, these matrices can be diagonalized as follows:

W−1GµνW = diag(γµν0, γµν1, . . . , γµν,N−1),

whereW = (N−1/2ω(j−1)(k−1); j, k = 1, 2, . . . , N) denotes the discrete Fourier trans-

form, and

γ11l =

N−1∑

m=0

ωml 1

2π

log |̺−Rωm|, γ12l = ̺2γ11l,

γ21l =

N−1∑

m=0

ωml 1

2π

ℜ
( 1

̺−Rωm

)
, γ22l = 2̺γ11l + ̺2γ21l.
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Defining two auxiliary functions ϕl and ψl as

ϕl(z) =

N−1∑

m=0

ωmlE(z −Rωm), ψl(z) =

N−1∑

m=0

ωml

2π

ℜ
( z|z|−1

z −Rωm

)

for l = 1, 2, . . . , N , we have

(2.1) γ11l = ϕl(̺), γ12l = ̺2ϕl(̺), γ21l = ψl(̺), γ22l = 2̺ϕl(̺) + ̺2ψl(̺).

Consequently, we obtain

W̃−1GW̃ =

(
diag(γ110, γ111, . . . , γ11,N−1) diag(γ120, γ121, . . . , γ12,N−1)

diag(γ210, γ211, . . . , γ21,N−1) diag(γ220, γ221, . . . , γ22,N−1)

)
,

where

W̃ =

(
W O

O W

)
.

Using the permutation matrix

P = ( e1 eN+1 e2 eN+2 . . . eN e2N ) ,

we have

P−1W̃−1GW̃P = diag(Φ0,Φ1, . . . ,ΦN−1), Φl =

(
γ11l γ12l
γ21l γ22l

)
,

thus

detG =

N−1∏

l=0

detΦl.

Therefore, G is nonsingular if and only if Φl are nonsingular. The determinant of Φl

can be computed as

detΦl = γ11lγ22l − γ12lγ21l = ϕl(̺)(2̺ϕl(̺) + ̺2ψl(̺))− ̺2ϕl(̺)ψl(̺) = 2̺ϕl(̺)
2.

Hence, G is nonsingular if and only if no ϕl(̺) is equal to 0.

In order to see the precise nature of ϕl and ψl, the following lemma can be applied.

Lemma 2.1. For all z = reiθ, r ∈ [0, R[, θ ∈ R, we have

ϕl(z) =





1

2π

log |zN −RN |, l = 0,

−N

4π

∑

n≡l

1

|n|
( r
R

)|n|
einθ, l = 1, . . . , N − 1.

Also, for all z = reiθ, r ∈ ]0, R[, θ ∈ R, we have

ψl(z) = − N

4πr

∑

n≡l
n∈Z\{0}

( r
R

)|n|
einθ.
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Here and hereafter, m ≡ n always means that m ≡ n (mod N).

P r o o f. The expression for ϕl can be obtained in the same way as in [7], Lemma 1.

We here prove a formula for ψl. We can expand the kernel function as

ℜ
( z|z|−1

z −Rωm

)
= ℜ

( eiθ

reiθ −Rωm

)
= ℜ

(
− 1

Rωm

eiθ

1− reiθ/Rωm

)

= ℜ
(
− eiθ

Rωm

∞∑

n=0

( reiθ

Rωm

)n)
= ℜ

(
−1

r

∞∑

n=1

( r
R

)n
einθω−mn

)

= − 1

2r

∑

n∈Z\{0}

( r
R

)|n|
einθω−mn.

Therefore, we obtain

ψl(z) =

N−1∑

m=0

ωml

2π

[
− 1

2r

∑

n∈Z\{0}

( r
R

)|n|
einθω−mn

]

= − 1

4πr

∑

n∈Z\{0}

( r
R

)|n|
einθ

N−1∑

m=0

ωm(l−n) = − N

4πr

∑

n≡l
n∈Z\{0}

( r
R

)|n|
einθ.

�

From this lemma, we have

ϕ0(̺) =
1

2π

log |̺N −RN |, ϕl(̺) = −N

4π

∑

n≡l

1

|n|
( ̺
R

)|n|
< 0, l = 1, . . . , N − 1.

Hence, we can conclude that G is nonsingular if and only if RN − ̺N 6= 1 holds,

which proves Theorem 1.1.

3. Error analysis

In this section, we give an estimate for the approximation error, which shows that

the approximation error decays exponentially with respect to N when the boundary

data f and g are analytic.

3.1. Exact solution for (1.1). We write down the exact solution u for (1.1)

using the Fourier expansion. Since p and q are harmonic in the disk D̺, they have

the complex Fourier expansions

p(r, θ) =
∑

n∈Z

an

( r
̺

)|n|
einθ, q(r, θ) =

∑

n∈Z

bn

( r
̺

)|n|
einθ
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for 0 6 r 6 ̺ and θ ∈ R. Then the exact solution has the form

u(r, θ) = p(r, θ) + r2q(r, θ) =
∑

n∈Z

(an + r2bn)
( r
̺

)|n|
einθ

for 0 6 r 6 ̺ and θ ∈ R. The coefficients {an}n∈Z and {bn}n∈Z are determined by

the boundary conditions. From the Dirichlet boundary condition, we have

f(̺eiθ) =
∑

n∈Z

(an + ̺2bn)e
inθ,

that is,

an + ̺2bn =
1

2π

∫ 2π

0

f(̺eiθ)e−inθ dθ = fn.

Concerning the Neumann boundary condition, since the normal derivative of u can

be computed as

∂u

∂ν
=
∂u

∂r

∣∣∣
r=̺

=
∂

∂r

[
a0 +

∑

n∈Z\{0}

an
̺|n|

r|n|einθ +
∑

n∈Z

bn
̺|n|

r|n|+2einθ
]∣∣∣∣

r=̺

=
1

̺

∑

n∈Z

an|n|einθ + ̺
∑

n∈Z

bn(|n|+ 2)einθ,

we obtain

an|n|
̺

+ ̺bn(|n|+ 2) =
1

2π

∫ 2π

0

g(̺eiθ)e−inθ dθ = gn, n ∈ Z.

Using the above relations, we can write down {an}n∈Z and {bn}n∈Z explicitly in

terms of the Fourier coefficients of f and g as follows:

an =
(
1 +

|n|
2

)
fn − ̺

2
gn, bn =

1

2̺2
(̺gn − |n|fn), n ∈ Z.

3.2. Explicit form of the approximate solution. Let G′ = P−1GP and

W ′ = P−1W̃P , that is,

W ′ =




I I I . . . I

I ωI ω2I . . . ωN−1I

I ω2I ω4I . . . ω2(N−1)I
...

...
...

...

I ωN−1I ω2(N−1)I . . . ω(N−1)(N−1)I



,
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where I denotes the 2× 2 identity matrix. Then we have

P−1W̃−1GW̃P = (W ′)−1G′W ′,

and therefore we have

(3.1) (W ′)−1G′W ′ = diag(Φ0,Φ1, . . . ,ΦN−1).

Using these matrices, the linear system GQ = b can be transformed into

G′Q′ = b′,

where
Q′ = P−1Q = (Qp

1, Q
q
1, Q

p
2, Q

q
2, . . . , Q

p
N , Q

q
N )T,

b′ = P−1b = (f(x1), g(x1), f(x2), g(x2), . . . , f(xN ), g(xN ))T.

We can represent (G′)−1 explicitly from (3.1) as follows:

(G′)−1 = ([(G′)−1]kj ; k, j = 1, 2, . . . , N),

[(G′)−1]kj =
1

N

N∑

l=1

ω(k−j)(l−1)Φ−1
l−1 ∈ R

2×2.

If we write the boundary data f and g in the form of Fourier series expansions

f(̺eiθ) =
∑

n∈Z

fne
inθ, g(̺eiθ) =

∑

n∈Z

gne
inθ,

then the coefficients {Qp,q
k }Nk=1 are given as follows:

(
Qp

k

Qq
k

)
=

N∑

j=1

(
1

N

N∑

l=1

ω(k−j)(l−1)Φ−1
l−1

)∑

n∈Z

(
fn

gn

)
ω(j−1)n

=
∑

n∈Z

ω(k−1)nΦ−1
n

(
fn

gn

)
.

Therefore, the approximate solution can be written as

u(N)(x) =
N∑

k=1

(Qp
k + |x|2Qq

k)E(x − yk) =
N∑

k=1

E(x− yk) ( 1 |x|2 )
(
Qp

k

Qq
k

)

=

N∑

k=1

E(x − yk) ( 1 |x|2 )
∑

n∈Z

ω(k−1)nΦ−1
n

(
fn
gn

)

=
∑

n∈Z

ϕn(x) ( 1 |x|2 )Φ−1
n

(
fn
gn

)

=
∑

n∈Z

ϕn(x)

detΦn
[γ22nfn − γ12ngn + |x|2(−γ21nfn + γ11ngn)].
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Thus, we can evaluate the error ‖u− u(N)‖L∞(Ω) as

‖u− u(N)‖L∞(Ω) = sup
06r<̺
θ∈R

|u(reiθ)− u(N)(reiθ)|

= sup
06r<̺
θ∈R

∣∣∣∣
∑

n∈Z

(
an

( r
̺

)|n|
einθ − (γ22nfn − γ12ngn)

ϕn(re
iθ)

detΦn

)

+ r2
∑

n∈Z

(
bn

( r
̺

)|n|
einθ − (−γ21nfn + γ11ngn)

ϕn(re
iθ)

detΦn

)∣∣∣∣

= sup
06r<̺
θ∈R

∣∣∣∣
∑

n∈Z

fn

((
1 +

|n|
2

)( r
̺

)|n|
einθ − γ22n

ϕn(re
iθ)

det Φn

)

+
∑

n∈Z

gn

(
− ̺

2

( r
̺

)|n|
einθ + γ12n

ϕn(re
iθ)

detΦn

)

+ r2
∑

n∈Z

fn

(
− |n|

2̺2

( r
̺

)|n|
einθ + γ21n

ϕn(re
iθ)

detΦn

)

+ r2
∑

n∈Z

gn

( 1

2̺

( r
̺

)|n|
einθ − γ11n

ϕn(re
iθ)

detΦn

)∣∣∣∣.

Since the 1st and 2nd terms are harmonic, and the 3rd and 4th terms are of the form

r2 × harmonic, the above expression can be bounded by

(3.2)
∑

n∈Z

(|fn|e1n + |gn|e2n + ̺2|fn|e3n + ̺2|gn|e4n),

where ejn = sup
θ∈R

αjn(θ) and

α1n(θ) =
∣∣∣
(
1 +

|n|
2

)
einθ − γ22n

ϕn(̺e
iθ)

detΦn

∣∣∣, α2n(θ) =
∣∣∣−̺

2
einθ + γ12n

ϕn(̺e
iθ)

detΦn

∣∣∣,

α3n(θ) =
∣∣∣− |n|

2̺2
einθ + γ21n

ϕn(̺e
iθ)

detΦn

∣∣∣, α4n(θ) =
∣∣∣ 1
2̺

einθ − γ11n
ϕn(̺e

iθ)

detΦn

∣∣∣.

First, we give global estimates on ejn.

Lemma 3.1. There exists a positive constant C = C(̺,R) such that

e1n, e3n 6 C(1 + |n|), e2n, e4n 6 C

hold for all n ∈ Z.
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P r o o f. Using the triangle inequality, each αjn(θ) can be bounded as follows:

α1n(θ) 6 1 +
|n|
2

+
∣∣∣γ22n

ϕn(̺e
iθ)

detΦn

∣∣∣, α2n(θ) 6
̺

2
+
∣∣∣γ12n

ϕn(̺e
iθ)

detΦn

∣∣∣,

α3n(θ) 6
|n|
2̺2

+
∣∣∣γ21n

ϕn(̺e
iθ)

detΦn

∣∣∣, α4n(θ) 6
1

2̺
+

∣∣∣γ11n
ϕn(̺e

iθ)

det Φn

∣∣∣.

Since γµνn, ϕn, and detΦn are periodic with respect to n with period N , it suffices

to establish estimates on ejn only for the case when n ∈ Λ′
N := {p ∈ Z ; − 1

2N <

p 6 1
2N}.
We first show the estimate of e1n. Since γ22n = 2̺ϕn(̺) + ̺2ψn(̺) and detΦn =

2̺ϕn(̺)
2, we have

∣∣∣γ22n
ϕn(̺e

iθ)

detΦn

∣∣∣ 6
(
1 +

̺

2

|ψn(̺)|
|ϕn(̺)|

) |ϕn(̺e
iθ)|

|ϕn(̺)|
.

When n = 0, we evaluate |ϕ0(̺)|, |ψ0(̺)|, |ϕ0(̺e
iθ)| as follows. As for |ϕ0(̺)|, we

know that |ϕ0(̺)| 6= 0 and

|ϕ0(̺)| =
∣∣∣ 1
2π

log(̺N −RN )
∣∣∣ = N

2π

∣∣∣ logR+
1

N
log

(
1−

( ̺
R

)N)∣∣∣,

logR+
1

N
log

(
1−

( ̺
R

)N)
→ logR as N → ∞,

which implies that there exists a positive constant C′ such that |ϕ0(̺)| > C′N holds.

Next, |ψ0(̺)| can be bounded in a straightforward way as

|ψ0(̺)| =
∣∣∣− N

4π̺
· 2

∞∑

l=1

( ̺
R

)lN ∣∣∣ =
∣∣∣ N
2π̺

(̺R−1)N

1− (̺R−1)N

∣∣∣ 6 CN
( ̺
R

)N
.

Finally, concerning |ϕ0(̺e
iθ)|, we have

|ϕ0(̺e
iθ)| =

∣∣∣ 1
2π

log |(̺eiθ)N −RN |
∣∣∣ 6 1

2π

max{|log(RN − ̺N )|, |log(RN + ̺N )|}.

These estimates lead us to

α10(θ) 6 1 +
(
1 + CN

( ̺
R

)N)
max

{
1,

|log(RN + ̺N )|
|log(RN − ̺N )|

}
6 C.

When n ∈ Λ′
N \ {0}, we have

|ψn(̺)| =
∣∣∣∣−

N

4π̺

∑

m≡n

( ̺
R

)|m|
∣∣∣∣ 6 CN

( ̺
R

)|n|
,

|ϕn(̺)| =
∣∣∣∣−
N

4π

∑

m≡n

1

|m|
( ̺
R

)|m|
∣∣∣∣ >

N

4π|n|
( ̺
R

)|n|
,

|ϕn(̺e
iθ)| =

∣∣∣∣−
N

4π

∑

m≡n

1

|m|
( ̺
R

)|m|

eimθ

∣∣∣∣ 6
N

4π

∑

m≡n

1

|m|
( ̺
R

)|m|

= |ϕn(̺)|.
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Therefore, we obtain

α1n(θ) 6 1 +
|n|
2

+ (1 + C|n|) 6 C(1 + |n|),

which implies that e1n 6 C(1 + |n|).
Using the above estimates, we obtain bounds for e2n, e3n, and e4n. Hence, we

have the desired global bounds. �

We next give more precise estimates on ejn for 0 6 n 6 1
2N .

Lemma 3.2. There exists a positive constant C = C(̺,R) such that

e10, e30 6 C
( ̺
R

)N
, e20, e40 6 CN−1

( ̺
R

)N
,

and

e1n, e3n 6 Cn
( ̺
R

)N−2n

, e2n, e4n 6
Cn

N − n

( ̺
R

)N−2n

hold for 1 6 n 6 1
2N with sufficiently large N .

P r o o f. We first note that if N is sufficiently large then |ϕ0(̺)|−1 6 C/(N |logR|)
holds.

First, we show estimates on e1n. When n = 0, we have

|α10(θ)| =
∣∣∣1− γ220

ϕ0(̺e
iθ)

detΦ0

∣∣∣ = |2̺ϕ0(̺)
2 − (2̺ϕ0(̺) + ̺2ψ0(̺))ϕ0(̺e

iθ)|
2̺ϕ0(̺)2

=
|2̺ϕ0(̺)(ϕ0(̺)− ϕ0(̺e

iθ))− ̺2ψ0(̺)ϕ0(̺e
iθ)|

2̺ϕ0(̺)2

6
|ϕ0(̺)− ϕ0(̺e

iθ)|
|ϕ0(̺)|

+
̺

2

|ψ0(̺)|
|ϕ0(̺)|

|ϕ0(̺e
iθ)|

|ϕ0(̺)|
.

The previous estimates yield the following bound for the 2nd term:

̺

2

|ψ0(̺)|
|ϕ0(̺)|

|ϕ0(̺e
iθ)|

|ϕ0(̺)|
6 C

( ̺
R

)N
.

As for the 1st term, we have

|ϕ0(̺)− ϕ0(̺e
iθ)| =

∣∣∣ 1
2π

log |̺N −RN | − 1

2π

log |(̺eiθ)N −RN |
∣∣∣

=
1

2π

∣∣∣∣−
∞∑

l=1

1

l

( ̺
R

)lN
+

∞∑

l=1

1

l

( ̺
R

)lN
ℜ(eilNθ)

∣∣∣∣

6
1

π

∞∑

l=1

1

l

( ̺
R

)lN
6 C

( ̺
R

)N
.
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Therefore, we obtain

|α10(θ)| 6 C
( ̺
R

)N
, or e10 6 C

( ̺
R

)N
.

When 1 6 n 6 1
2N , since γ22n = 2̺ϕn(̺) + ̺2ψn(̺) and detΦn = 2̺ϕn(̺)

2, we

have

(
1 +

|n|
2

)
einθ − γ22n

ϕn(̺e
iθ)

detΦn

=
1

2̺ϕn(̺)2

[
2̺ϕn(̺)

2
(
1 +

|n|
2

)
einθ − (2̺ϕn(̺) + ̺2ψn(̺))ϕn(̺e

iθ)
]

=
1

2̺ϕn(̺)2

[
2̺ϕn(̺)

(
ϕn(̺)

(
1 +

|n|
2

)
einθ − ϕn(̺e

iθ)
)
− ̺2ψn(̺)ϕn(̺e

iθ)
︸ ︷︷ ︸

=:(∗)

]
.

The expression (∗) within the brackets can be computed as follows:

(∗) = 2̺ · −N
4π

∑

l≡n

1

|l|
( ̺
R

)|l|

×
[
−N

4π

∑

m≡n

1

|m|
( ̺
R

)|m|(
1 +

|n|
2

)
einθ − −N

4π

∑

m≡n

1

|m|
( ̺
R

)|m|

eimθ

]

− ̺2
−N
4π̺

∑

l≡n

( ̺
R

)|l|−N
4π

∑

m≡n

1

|m|
( ̺
R

)|m|

eimθ

=
̺N2

8π
2

∑

l≡n

1

|l|
( ̺
R

)|l| ∑

m≡n

1

|m|
( ̺
R

)|m|

(einθ − eimθ)

+
̺N2

16π
2

∑

l≡n

1

|l|
( ̺
R

)|l| ∑

m≡n

|n|
|m|

( ̺
R

)|m|

einθ

− ̺N2

16π
2

∑

l≡n

( ̺
R

)|l| ∑

m≡n

1

|m|
( ̺
R

)|m|

eimθ

=
̺N2

8π
2

∑

l≡n

1

|l|
( ̺
R

)|l| ∑

m≡n

1

|m|
( ̺
R

)|m|

(einθ − eimθ)(3.3a)

+
̺N2

16π
2

∑

l,m≡n
(l,m) 6=(n,n)

1

|m|
( ̺
R

)|l|+|m|[ |n|
|l| e

inθ − eimθ
]
.(3.3b)

309



The sum (3.3a) can be bounded as follows:

|(3.3a)| 6 ̺N2

8π
2

∑

l≡n

1

|l|
( ̺
R

)|l|∣∣∣∣
∑

m∈I(n)

1

|m|
( ̺
R

)|m|

(einθ − eimθ)

∣∣∣∣

6 C
N2

n

( ̺
R

)n∣∣∣∣
∞∑

t=1

{ 1

tN + n

( ̺
R

)tN+n

(einθ − ei(tN+n)θ)
}

+
1

tN − n

( ̺
R

)tN−n

(einθ − ei(n−tN)θ)

∣∣∣∣

6 C
N2

n

( ̺
R

)n ∞∑

t=1

{ 1

tN + n

( ̺
R

)tN+n

+
1

tN − n

( ̺
R

)tN−n}

6 C
N2

n(N − n)

( ̺
R

)N(
1 +

( ̺
R

)2n) ∞∑

t=0

( ̺
R

)tN
6 C

N2

n(N − n)

( ̺
R

)N
,

where I(n) = {m ∈ Z ; m ≡ n, m 6= n}. The sum (3.3b) is decomposed into 3 parts
as follows:

(3.3b) =
̺N2

16π
2

[( ̺
R

)n ∑

m∈I(n)

1

|m|
( ̺
R

)|m|

(einθ − eimθ)(3.4a)

+
1

|n|
( ̺
R

)|n| ∑

l∈I(n)

( |n|
|l| − 1

)( ̺
R

)|l|
einθ(3.4b)

+
∑

l∈I(n)

( ̺
R

)|l| ∑

m∈I(n)

1

|m|
( ̺
R

)|m|[ |n|
|l| e

inθ − eimθ
]]
.(3.4c)

Each term can be estimated as

|(3.4a)| =
( ̺
R

)n∣∣∣∣
∞∑

t=1

{ 1

tN + n

( ̺
R

)tN+n

(einθ − ei(tN+n)θ)

+
1

tN − n

( ̺
R

)tN−n

(einθ − ei(n−tN)θ)
}∣∣∣∣

6 2
( ̺
R

)n ∞∑

t=1

[ 1

tN + n

( ̺
R

)tN+n

+
1

tN − n

( ̺
R

)tN−n]

=
2

N − n

( ̺
R

)n ∞∑

t=1

[ N − n

tN + n

( ̺
R

)tN+n

+
N − n

tN − n

( ̺
R

)tN−n]

6
2

N − n

( ̺
R

)N(
1 +

( ̺
R

)2n) ∞∑

t=1

( ̺
R

)(t−1)N

6
C1

N − n

( ̺
R

)N
,

|(3.4b)| = 1

n

( ̺
R

)n∣∣∣∣
∞∑

s=1

{( n

sN + n
− 1

)( ̺
R

)sN+n

+
( n

sN − n
− 1

)( ̺
R

)sN−n}∣∣∣∣
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6
1

n

( ̺
R

)n ∞∑

s=1

[( ̺
R

)sN+n

+
( ̺
R

)sN−n]
6
C2

n

( ̺
R

)N
,

|(3.4c)| =
∣∣∣∣
∑

l∈I(n)

( ̺
R

)|l|[ ∞∑

t=1

{ 1

tN + n

( ̺
R

)tN+n( |n|
|l| e

inθ − ei(tN+n)θ
)

+
1

tN − n

( ̺
R

)tN−n( |n|
|l| e

inθ − ei(n−tN)θ
)}]∣∣∣∣

6
1

N − n

( ̺
R

)N−n ∑

l∈I(n)

( ̺
R

)|l|( |n|
|l| + 1

){( ̺
R

)2n
+ 1

} ∞∑

t=1

( ̺
R

)(t−1)N

6
C3

N − n

( ̺
R

)N−n ∑

l∈I(n)

( ̺
R

)|l|
6

C3

N − n

( ̺
R

)2(N−n)

.

Therefore, we have

|(3.3a)|+ |(3.3b)|

6 C
[ N2

n(N − n)

( ̺
R

)N
+

N2

N − n

( ̺
R

)N
+
N2

n

( ̺
R

)N
+

N2

N − n

( ̺
R

)2(N−n)]
.

Hence, we obtain

α1n(θ) 6 C
(
2̺ · N2

16n2
π
2

( ̺
R

)2n)−1[ N2

n(N − n)

( ̺
R

)N
+

N2

N − n

( ̺
R

)N

+
N2

n

( ̺
R

)N
+

N2

N − n

( ̺
R

)2(N−n)]

6 C
[ n2

n(N − n)

( ̺
R

)N−2n

+
n2

N − n

( ̺
R

)N−2n

+ n
( ̺
R

)N−2n

+
n2

N − n

( ̺
R

)2(N−n)]

= C
[ n2

n(N − n)
+

n2

N − n
+ n+

n2

N − n

( ̺
R

)N]( ̺
R

)N−2n

6 Cn
( ̺
R

)N−2n

,

that is, we have shown that

e1n = sup
θ∈R

α1n(θ) 6 Cn
( ̺
R

)N−2n

.

We next show the estimates on e2n. By definition, we have

α2n(θ) =
∣∣∣−̺

2
einθ + ̺2ϕn(̺)

ϕn(̺e
iθ)

2̺ϕn(̺)2

∣∣∣ = ̺

2

∣∣∣einθ − ϕn(̺e
iθ)

ϕn(̺)

∣∣∣

=
̺

2

|ϕn(̺)e
inθ − ϕn(̺e

iθ)|
|ϕn(̺)|

.
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Thus from [7], Lemma 2, we find the estimate

e20 6 CN−1
( ̺
R

)N
, e2n 6

Cn

N − n

( ̺
R

)N−2n

, 1 6 n 6
N

2
.

By definition, we have

α3n(θ) =
∣∣∣− |n|

2̺2
einθ + ψn(̺)

ϕn(̺e
iθ)

2̺ϕn(̺)2

∣∣∣

=
1

2̺2ϕn(̺)2
∣∣|n|ϕn(̺)

2einθ − ̺ψn(̺)ϕn(̺e
iθ)

∣∣.

When n = 0, we have

α30(θ) =
1

2̺2ϕ0(̺)2
· ̺|ψ0(̺)||ϕ0(̺e

iθ)| 6 C
( ̺
R

)N
.

When 1 6 n 6 1
2N , we have

|n|ϕn(̺)
2einθ − ̺ψn(̺)ϕn(̺e

iθ)

= |n|−N
4π

∑

l≡n

1

|l|
( ̺
R

)|l|−N
4π

∑

m≡n

1

|m|
( ̺
R

)|m|

einθ

− ̺
−N
4π̺

∑

l≡n

( ̺
R

)|l|−N
4π

∑

m≡n

1

|m|
( ̺
R

)|m|

eimθ

=
N2

16π
2

∑

l,m≡n

1

|m|
( ̺
R

)|l|+|m|[ |n|
|l| e

inθ − eimθ
]

=
N2

16π
2

∑

l,m≡n
(l,m) 6=(n,n)

1

|m|
( ̺
R

)|l|+|m|[ |n|
|l| e

inθ − eimθ
]
.

Therefore, we can estimate α3n(θ) in the same way as α1n(θ):

α3n(θ) 6 Cn
( ̺
R

)N−2n

, or e3n 6 Cn
( ̺
R

)N−2n

.

We finally show the estimates on e4n. By definition, we have

α4n(θ) =
∣∣∣ 1
2̺

einθ − ϕn(̺)
ϕn(̺e

iθ)

2̺ϕn(̺)2

∣∣∣ = 1

2̺

∣∣∣einθ − ϕn(̺e
iθ)

ϕn(̺)

∣∣∣,

which can be bounded as α2n(θ), that is,

α40(θ) 6 CN−1
( ̺
R

)N
, α4n(θ) 6

Cn

N − n

( ̺
R

)N−2n

, 1 6 n 6
N

2
.

�

312



We now give the error estimate. Using the symmetry ejn = ej,−n, we have by (3.2)

that

‖u− u(N)‖L∞(Ω) 6
∑

n∈Z

(|fn|e1n + |gn|e2n + ̺2|fn|e3n + ̺2|gn|e4n)

= 2(|f0|e10 + |g0|e20 + ̺2|f0|e30 + ̺2|g0|e40)(3.5a)

+ 2

[N/2]∑

n=1

(|fn|e1n + |gn|e2n + ̺2|fn|e3n + ̺2|gn|f4n)(3.5b)

+ 2

∞∑

n=[N/2]+1

(|fn|e1n + |gn|e2n + ̺2|fn|e3n + ̺2|gn|e4n).(3.5c)

The term (3.5a) can be estimated as

(3.5a) 6 C
( ̺
R

)N

and (3.5b) is estimated as

(3.5b) 6 C

[N/2]∑

n=1

bnn
( ̺
R

)N−2n

6 CN
( ̺
R

)N [N/2]∑

n=1

(
b
(R
̺

)2)n
.

Using

m∑

n=1

τn 6





τm+1

τ − 1
if τ > 1,

m if τ = 1,

1

1− τ
if 0 < τ < 1,

for τ = b(R/̺)2 we have

(3.5b) 6





CNbN/2, b
(R
̺

)2
> 1,

CN2
( ̺
R

)N
, b

(R
̺

)2
= 1,

CN
( ̺
R

)N
, b

(R
̺

)2
< 1.

Finally, the last term (3.5c) can be estimated as

(3.5c) 6 C

∞∑

n=[N/2]+1

nbn 6 CNbN/2.

Hence, we have proved Theorem 1.2.
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4. Numerical experiments

We present some results of numerical experiments.

4.1. Ω: disk. We first consider the case where Ω is a disk D̺ with ̺ = 1. We

adopt the following polynomials as the boundary conditions:

(4.1) f(x) = x41 − x42 (x = (x1, x2)
T), g(x) = 4(x31,−x32)T · ν.

Then it can be easily checked that u(x) = x41 − x42 is the exact solution for (1.1). We

choose R equal to 2, and the result is depicted in Figure 1.

0 10 20 30 40 50 60
−16

−14
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−8

−6

−4

−2

0

2

usual MFS

Almansi MFS

Figure 1. Numerical experiment with boundary data f and g given by (4.1), and the pa-
rameter R = 2. The upper blue colored line and the lower orange colored line
represent numerical solutions obtained by the conventional scheme (1.4) and the
present scheme (1.3), respectively. The slope of the hypotenuse of the red colored
triangle represents the theoretical order of convergence.

In Figures 1 and 2, the horizontal and vertical axes represent N and the common

logarithms of errors, respectively. It can be observed that our error estimate grasps

the behavior of the approximation error very well. Moreover, it can be found that the

order of convergence for the present scheme is higher than that for the conventional

scheme, which causes a difference in accuracy. It is expected that a backward error

analysis will play an important role in investigating the cause of this phenomenon.
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4.2. Ω: interior simply connected region surrounded by polynomial

curve. We next consider the case where the boundary Γ is given by a polynomial

curve Ψl,r({|z| = 1}), where l = 4, r = 8, and Ψl,r is defined as

Ψl,r(z) = z +
zl

r
,

which is a conformal mapping in D l−1
√

r/l
. Since MFS and DSM, which is a variant of

MFS, for a potential problem in a Jordan region have been studied mathematically

in [6], [12] and so on, it is natural to expect that theoretical error analysis could

be done for the present scheme similarly. Therefore, we here present a numerical

experiment for the case where Ω is the interior simply connected region surrounded

by a polynomial curve, and verify numerically that the same error estimate could

be obtained. The singular points {yk}Nk=1 and the collocation points {xj}Nj=1 are

arranged by {
yk = Ψ4,8(Rω

k−1), k = 1, 2, . . . , N,

xj = Ψ4,8(ω
j−1), j = 1, 2, . . . , N,

where R is taken to be equal to 1.2. The boundary conditions are given by (4.1).

The result of the numerical experiment is depicted in Figure 2.
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usual MFS
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Figure 2. Numerical experiment with boundary data f and g given by (4.1), and the pa-
rameter R = 1.2. The upper blue colored line and the lower orange colored line
represent numerical solutions obtained by the conventional scheme (1.4) and the
present scheme (1.3), respectively. The slope of the hypotenuse of the red colored
triangle represents the expected order of convergence.
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We can again observe in this situation that the accuracy of the approximate solu-

tion by the present scheme is better than that by the conventional scheme. Moreover,

its convergence rate is what we can expect from the theoretical analysis of MFS and

DSM in [6], [12]. Therefore, it should be expected that the theoretical convergence

analysis could be done in the case where Ω is bounded by a regular analytic Jordan

curve.

5. Concluding remarks

In this paper, we have considered a typical boundary value problem for the bihar-

monic equation, and its approximate solution by MFS based on the Almansi-type

decomposition of the biharmonic function. As a result, we have proved that ap-

proximate solution actually exists uniquely except for at most one value of N , and

the approximation error decays exponentially with respect to N . Numerical results

support our error analysis.

We note that Almansi-type decomposition also holds for polyharmonic functions,

therefore, our approach in this paper can be applied to boundary value problems for

the polyharmonic equations. Possible directions of future research are the following.

The first topic is to extend the results in this paper to general Jordan regions.

Numerical results in Section 4 strongly suggest that a theoretical error estimate

such as [6], [12] also holds for the present scheme. The second topic is to compute

numerically the stream function for the Stokes flow. Since the stream function for

the Stokes flow satisfies the biharmonic equation, there is a possibility to apply the

present scheme to investigating various aspects of the Stokes fluid.
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