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Розроблено метод комплексної оцін-
ки стану каналу багатоантенних сис-
тем радіозв’язку. Відмінна особливість 
запропонованого методу полягає в оцінці 
стану каналу багатоантенних систем 
радіозв’язку за декількома показника-
ми, а саме: ймовірність бітової помил-
ки каналу, частотна характеристика 
стану каналу та імпульсна характе-
ристика стану каналу. Після отриман-
ня оцінки каналу по кожному показнику 
відбувається формування узагальненої 
оцінки стану каналу. Формування оцін-
ки стану каналу по кожному з показ-
ників оцінки відбувається на окремому 
шарі нейронної мережі з використанням 
апарату нечітких множин, після чого 
на виході нейронної мережі формується 
узагальнена оцінка. Розробка запропо-
нованого методу обумовлена необхідні-
стю підвищення швидкості оцінювання 
стану каналу багатоантенних систем 
радіозв’язку з прийнятною обчислюваль-
ною складністю. 

За результатами дослідження вста- 
новлено, що запропонований метод 
дозволяє підвищити швидкість оціню-
вання стану каналу багатоантенних 
систем в середньому до 30 % в залеж-
ності від стану каналу, при цьому від-
мічається погіршення точності оцінки 
стану каналу на рівні 5–7 % за раху-
нок зменшення інформативності оціню-
вання (це обумовлене використанням 
апарату нечітких множин) та здат-
ний адаптуватися до сигнальної обста-
новки в каналі за рахунок навчання 
нейронної мережі. Навчання нейронної 
мережі відбувається на основі навчаль-
ної (тренувальної) послідовності та 
на 10–12 ітерації навчання повністю 
завершує адаптацію до стану кана-
лу. Зазначений метод доцільно вико-
ристовувати в радіостанціях з програ-
мованою архітектурою для підвищення 
їх завадозахищеності за рахунок змен-
шення часу на прийняття рішення щодо 
стану каналу.
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1. Introduction

Multiple Input Multiple Output (MIMO) technology 
has found practical application in many modern telecom-

munication systems. It is used in wireless local networks 
(IEEE 802.11n Standard), WIMAX and LTE wireless mo-
bile networks, etc. [1–5]. The essence of MIMO technology 
is similar to the method of diversity reception when several  
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uncorrelated copies of the signal are created at the receiving 
side by means of diversity of antennas in space and polariza-
tion, diversity of signals in frequency or time.

Spatial multiplexing is realized in MIMO radio commu-
nication systems: the transmitted data stream is split into 
two or more sub-streams each of which is transmitted and 
received using diverse antennas [1–10].

Anti-interference ability of multiantenna radio commu-
nication systems is influenced by jamming or signal fading 
during multipath propagation of radio waves. To provide 
stable radio communication under conditions of active ra-
dio-electronic jamming and selective fading, radio commu-
nication system should have information about signal and 
interference conditions in the channel.

Development of radioelectronic warfare means, imper-
fection of known methods (procedures) for estimation of 
channel state in MIMO systems necessitate search for new 
scientific approaches to improvement of anti-interference 
ability of MIMO systems to a proper level.

In order to reduce time of adaptation of radio communi-
cation facilities in conditions of influence of radioelectronic 
warfare means, it is necessary to reduce time of channel state 
estimation while maintaining due reliability. To this end, 
it is necessary to develop new methods for channel state  
estimation.

All this confirms relevance of the chosen study direction.

2. Literature review and problem statement

When designing adaptive radio communication systems, 
the task of optimizing one of performance indicators at re-
maining restrictions to others must be solved depending on 
system destination. To this end, two basic methods of moni-
toring the radio channel state [5, 6] are used.

The first of them involves estimation of the channel state 
on the basis of monitoring primary signal and interference 
parameters: amplitude, smoothed amplitude value (level), 
duration, signal/interference amplitude or level ratios, etc. 
The second method is based on estimation by analyzing sec-
ondary parameters: frequency of errors occurring in receiving 
of message symbols, number of requests in systems with criti-
cal feedback, various code signs, etc.

The first way to monitor the state of radio channels is 
definitely more effective for modern radio communication 
systems [5, 6]. This is due to the fact that this estimation 
method is most informative and allows one to determine type 
of interference and its parameters, the law of setting and the 
frequency ranges free from interferences.

The multipath channel features its non-stationary nature 
caused by presence of constant variation of signal propaga-
tion conditions in the channel which results in distortion of 
the transmitted signal. Besides the distortions caused by the 
special nature of radio wave propagation, jamming and ac-
cidental interferences may influence the transmitted signal.

A method for estimation of the MIMO system channel 
state was developed in [3]. It is based on obtaining of a pilot 
signal at the start of communication session and conducting 
further estimation based on correlation between the message 
blocks. Disadvantage of the proposed method is estimation 
of state of the MIMO system channel just for one indicator, 
namely, the bit error probability by means of blind estima-
tion. The method is not intended for estimation as regards 
several indicators of the channel state simultaneously.

A method for estimation of state of the MIMO system 
channel was developed in [4]. It is based on estimation of 
a single channel frequency band based on a discrete Fourier 
transform. The obtained estimate is subsequently extrapo-
lated to another channel part. The proposed method cannot 
be used in conditions of active radioelectronic jamming 
because it does not take into account frequency response 
in the frequency domain to which the obtained estimation 
is extrapolated and is not able to assess other interference 
parameters obtainable due to the pulse response and the bit 
error probability.

A procedure for estimation of the MIMO system state 
is proposed in [5] with taking into account configuration 
of the MIMO system and speed of the subscriber’s terminal 
movement, however, this method does not take into account 
the effect of interferences generated by radioelectronic war-
fare means.

A method for estimation of the MIMO system channel 
is proposed in [6]. It is based on the use of training signals 
with code division distributed over the packet length. This 
me thod assesses the channel state only on the basis of the bit 
error probability which does not allow one to obtain informa-
tion about the cause of appearance of these errors.

Study [7] is devoted to development of a blind algorithm 
for estimation of state of the multiantenna system channel. 
The algorithm is based on properties of the mutual signal 
information for estimation of the channel matrix but this 
method also leads to a gradual accumulation of estimation 
errors and can be used only in non-critical systems.

A method for estimation of the MIMO system channel 
based on Kalman filtering in a frequency domain was developed 
in [8] but it does not ensure obtaining of information about 
signal and interference levels in the MIMO system channel.

The effect of interferences on performance of MIMO sys-
tems was considered in [10] with estimation on the basis of 
just the bit error probability which does not make it possible 
to work out effective measures of adaptation to the situation 
in the channel.

Therefore, the main drawbacks of these methods include 
low rate of estimation of the channel state, impossibility of 
adap tation to the signal situation in the channel and obtaining  
of a generalized (integrated) estimate of the channel state.

These drawbacks can be eliminated by estimation of state 
of the MIMO system channel through the use of neural net-
works. Analysis of the use of neural networks to assess state 
of the MIMO system channel will be made.

A method for increasing capacity and estimation of state 
of MIMO system channels using neural networks was deve-
loped in [11]. However, the channel state was assessed by the 
method of brute force (a complete overview of possible options 
is considered in [11]) which results in a large calculational 
burden. Complexity of obtaining results by the method of 
exhaustive search depends on the number of all possible solu-
tions to the problem. If the solution space is very large, then 
the complete overview of all possible values may last for years.

Estimation of the MIMO system channel using a neural 
network was made in [12]. The results obtained have shown 
a significant advantage over the stochastic estimation. How-
ever, this approach ensures the channel state estimation only 
for one indicator.

A method of MIMO-OFDM system channel state es-
timation with the use of a neural network was deve loped 
in [13]. The results obtained have shown a significant ad-
vantage of neural networks in comparison with known  
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approaches. The authors assessed the channel for probability 
of a bit error, square root error and by the least square me-
thod. In the proposed method, the channel state is assessed 
for a single indicator.

A method for estimation of the MIMO system channel 
state and the method of equalizing its parameters using the 
neural network were developed in [14]. The channel was as-
sessed by the proposed method for the probability of a bit error.

A method for estimation of state of the MIMO system 
channel was developed in [15]. The essence of the proposed 
method is to assess state for the probability of a bit error and 
the signal/interference ratio. These indicators do not give  
a complete description of the communication channel state.

A method for estimation of the channel matrix of the 
MIMO system based on the criterion of minimal root mean 
square error was developed in [16]. The essence of the pro-
posed method is to assess the channel state by minimizing 
the root mean square error by using the neural network. 
However, the proposed method does not make it possible to 
assess other indicators or several indicators simultaneously.

A method for estimation of the MIMO system channel 
has been developed in [17] by the criterion of minimum root 
mean square error. The idea of this method is to assess the 
channel state for the minimum root mean square error and 
predict the channel state using a neural network. The meth-
od is based on a combination of iterative recovery of signal 
parameters and the technology of deep training of neural net-
works. However, estimation for only one individual indicator 
limits its application.

A method for estimation of the MIMO system channel 
with the help of a neural network was developed in [18]. 
This method is intended only for estimation of the bit error 
probability and is unadaptable to multi-parameter estimation 
of the channel state.

A procedure for controlling the MIMO system para-
meters and a method for estimation of the MIMO system 
channels through the use of neural networks were developed 
in [19]. The procedure is intended for estimation and correc-
tion of the MIMO system parameters based on estimation 
of the bit error probability. Other system parameters are not 
assessed in this case.

A method for estimation of state of the MIMO system 
channels using various types of neural networks was deve-
loped in [20]. Frequency response of the channel is assessed 
by this method.

A method for compensating phase noise using neural net-
works and its application for MIMO systems were developed 
in [21]. Phase noise of the channel and the bit error probabi-
lity are assessed by this method.

A method of hierarchical estimation of state of a MIMO 
system channels using neural networks was developed in [22]. 
Sequential estimation of the channel state is performed in this 
method by means of complete enumeration of the channel 
state values by the criterion of minimizing the root mean 
square error. Further, the neural network is trained and a par-
tial enumeration is made until the channel state is completely 
assessed. However, several indicators are not assessed there.

A method for predicting characteristics of the MIMO 
system channel state using neural networks was developed 
in [23]. In order to train the neural network, 11 characte-
ristics of the channel are assessed, such as average delay of 
the signal passage time, characteristic of the propagation 
me dium, azimuth of the signal output angle, azimuth of the 
signal arrival angle, characteristic of the signal propagation 

medium in the angle of propagation, mean angle of signal 
propagation, the angle of further propagation of the signal, 
average angle of signal arrival, signal characteristic in the 
angle of further propagation, etc. Sequential rather than pa-
rallel estimation of above characteristics is done by this me-
thod which increases time of the channel state estimation. All 
these characteristics describe energy of signal losses during 
propagation but do not permit estimation of frequency re-
sponse and th bit error probability in the channel.

A method of adaptive estimation of the channel state 
for Massive MIMO systems is proposed in [24]. Its essence 
consists in a joint adaptive estimation of the channel state 
by means of estimation of the bit error probability and the 
minimum root mean square error in the pilot carrier OFDM. 
This method does not make it possible to assess state of the 
channel for its pulse and frequency response.

A method for estimation of state of the communication 
system channel using the OFDM technology was developed 
in [25]. Its essence is to assess pulse response of the channel 
during transmission of an information symbol based on the 
Wavelet transform. Pulse response is not assessed for the 
remainder of time. Disadvantages of this method: it neither 
provides estimation of the channel pulse response in real 
time nor permits estimation of frequency response and the 
bit error probability.

A method for estimation of state of communication 
channels in systems using the MIMO-OFDM technology is 
proposed in [26]. In this study, estimation of a bit error pro-
bability in the channel state of the MIMO-OFDM systems 
is done using a compression algorithm, the descending line in 
the pilot carrier OFDM. Again, this method is not intended 
for estimation of several indicators of the channel state.

Analysis of known approaches to estimation of channel 
state in the communication systems using MIMO-OFDM 
technology is presented in [27]. Methods for estimation of 
the communication channel state based on estimation of the 
bit error probability are considered in this study. The estima-
tion methods presented in this study are not capable to work 
with several indicators simultaneously.

Consequently, the analysis of use of neural networks in 
estimation of state of the MIMO system channels has shown 
that the above papers do not contain the following:

– parallel channel state estimation for several indicators;
– obtaining of a generalized estimate of the channel state;
– continuous estimation of several characteristics in  

real time;
– simultaneous estimation of both ascending and des-

cending lines;
– combined pulse and frequency response of the channel 

state and the bit error probability are not used in estima-
tion [11–27].

To this purpose, it is considered appropriate to assess 
state of channels of multiantenna radio communication 
systems for several indicators using apparatus of fuzzy logic 
and neural networks which will make it possible to establish  
a compromise between accuracy and simplicity of estimation.

3. The aim and objectives of the study

The study objective is to develop a method for integrated 
estimation of state of channels of multiantenna radio commu-
nication systems which will improve estimation accuracy at  
a moderate computational complexity.
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To realize this objective, it is necessary to solve a number 
of interrelated tasks:

– to formalize the MIMO system operation;
– to analyze existing scientific and methodical apparatus 

for estimation state of communication channels;
– to identify shortcomings inherent in the process of esti-

mation of state of communication channels and suggest ways 
to elimination of the identified shortcomings;

– to develop a method for integrated estimation of state 
of multiantenna radio communication system channels;

– to assess effectiveness of the proposed method;
– to develop practical recommendations for implemen-

tation of the proposed method in the radio communication 
facilities based on MIMO technology.

4. Formalization of the system operation  
and substantiation of choice of the study methods

Estimation of efficiency and modeling functioning of the 
proposed method for estimation of state of the MIMO system 
channel was conducted in MathCad 14 environment.

Adequacy and reliability of the developed method for 
estimation of state of the MIMO system channel were ve-
rified by means of comparison with the results presented by 
the Iterative Solutions group [38]. The designs presented on 
this e-resource make it possible to simulate characteristics 
of anti-interference ability of almost all known mobile data 
transmission systems.

4. 1. Formalization of the MIMO system operation
In the general case, structure of the MIMO system 

includes Mt transmitters (transmitting antennas) and Mr re-
ceivers (receiving antennas), Fig. 1. The transmitted signals 
enter Mr receiving paths [1–10].

Let us consider the MIMO Mt×Mr system shown in 
Fig. 1. High-speed data stream is divided into Mt indepen-
dent sequences with speed 1/Mt which are then transmitted 
simultaneously from several antennas, respectively, using 
only 1/Mt of the primary frequency band.

The data stream converter at the transmitter end of the 
communication line converts sequential stream into parallel 
streams. Inverse conversion takes place at the receiving end.

4. 2. Analysis of the existing scientific and metho-
dological apparatus for estimation of state of communica-
tion channels

Classical works [1–10] are devoted to development of 
methods for estimation of the communication channel state. 
In most of the above studies, it is assumed that any commu-
nication channel can be formally described as a rather simple 

mathematical model. In the general case, such models use 
various differential equations.

A model can be described by a system of integral-differen-
tial equations or mixed systems. Mixed systems include dif-
ferential, algebraic or transcendental equations that interlink 
individual parameters describing state of the communication 
channel.

Methods of parametric identification are most widely 
used in practical tasks of channel estimation. For their appli-
cation, it is necessary to have a priori information in a form 
of a channel model equation in which only some parameters 
may be unknown.

Depending on the estimation criterion or the algorithm 
used to compute unknown parameters, these methods are 
called differently [28–31]:

– maximum likelihood method;
– method of Bayesian estimates;
– Kalman filter method;
– least squares method;
– method of averaged discrepancy;
– method of stochastic approximation.

4. 3. Defining shortcomings inherent in the process of 
estimation state of communication channels and proposals 
for their elimination

The main shortcomings of above methods [28–31] are as 
follows:

– high computational complexity;
– as a rule, the «input-output» object model has no ex-

plicit interpretation (or has a cumbersome record form);
– there is no direct possibility of working with the va-

riable «input-outputs» having a qualitative nature;
– there is no direct possibility of using information about 

the channel structure in a form of verbal statements of IF-
THEN type obtained based on decision maker’s experience.

Taking into account the aforementioned, authors propose 
to use fuzzy logic of communication channel description in 
conjunction with an apparatus of neural networks for adap-
tive estimation of the channel state.

5. Development of the method for integrated 
estimation of channel state in multiantenna 

radio communication systems 

Under the integrated (generalized) es-
timation, we mean obtaining (by a separate 
layer of the neural network) of the channel 
state estimation for frequency response, pulse 
response and the bit error probability. After 
processing in the layers of the neural net-
work, a generalized estimate of the channel 
state is formed at the network output.

The generalized estimate allows one to determine mecha-
nisms of correction of channel characteristics in terms of 
power level and frequency range and quantitatively assess 
influence of interferences with the help of knowledge on the 
bit error probability.

The method of integrated estimation of channel state in 
the multiantenna radio communication systems (its algo-
rithm is shown in Fig. 3) includes the following stages.

1. Entering initial data (action 1 in Fig. 3).
Parameters of the transmitting facility and the com-

munication channel are entered: Y = {yi}, i m= 1,  , where  

с(t)
Demulti-

plexer .
.
.

TRN -1

TRN -2

TRN -Мt

RCV-1

RCV-2

RCV-М r

.

.

.

Demodu-
lator 
and 
multi-
plexer

с*(t)

h11

rtMMh

h12

Fig. 1. Block diagram of the MIMO system
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y1…ym are the position data of the signal ensemble, M; ma-
ximum power of the useful signal, Pc max; signal/interference 
ratio thresholds, Qth

2  data transmission rate, vi; parameters of 
the correcting code (code rate, R; number of errors corrected 
by the code, s).

Limitations include modulation type (quadrature am-
plitude modulation (QAM)), phase modulation (FM); di-
mensionality of the signal ensemble 4 ≤ М ≤ 256; type of the 
correcting code (convolutional codes with rate R = 0.5–0.9).

2. Estimation of the channel state (action 2 in Fig. 3).
Let us explain the procedure for estimation of the channel 

state. It consists in obtaining of integrated estimate of state 
of channels in multiantenna radio communication systems. 
Parallel calculations of pulse response of the channel state, x1,  
frequency response of the channel state, x2, and the bit error 
probability, x3 , are performed in this procedure.

Thus, obtaining of integrated estimation of the state of 
the communication channel can be represented [31–39] in 
the form:

y f x x xn= ( )1 2, ,..., .

Artificial neural networks (ANN) are widely used for 
adaptive signal processing, simulation, analysis and estima-
tion of operational efficiency of communication networks. 
They are the adaptive systems simulating work of the ner-
vous system of living organisms.

Adaptive filters using ANNs are capable of successful 
functioning in conditions of a priori uncertainty concerning 
the environment properties [40].

The principle of using an artificial neural network for 
estimation of state parameters of the MIMO system channel 
is shown in Fig. 2.

In this method, each layer of the neural network performs 
estimation of a separately taken characteristic of state of the 
MIMO system channel with further formation of a genera-
lized estimation of state of the MIMO system channel at the 
output of the neural network.

3. Estimation of frequency response of the channel (ac-
tion 3 in Fig. 3).

Let the signal received at the analyzed frequency, Ac(t), 
and its additive concentrated interference, Вn(t), are nar-
rowband quasi-stationary normal random processes with  

a symmetric spectrum. Under the assumptions made, these 
processes can be represented through quadrature com-
ponents [28]:

A t Y t t Y t tc c c s c( ) ( )cos ( )sin= +ω ω  (1)

and

B t X t t X t tn c n s n( ) ( )cos ( )sin ,= +ω ω  (2)

where Yc(t), Xc(t) and Ys(t), Xs(t) are in-phase and orthog-
onal quadrature components of the signal and interference, 
respectively; ωc  and ωn  are medium frequencies of signal and 
interference spectra, respectively.

Further, it will be assumed that ω ω ωc n≈ = 0  and that ω0 
is specified.

In the case of Relay fading which are characteristic for 
channels with multipath propagation of radio waves, quadra-
ture components of the signal, Yc(t), Ys(t), and interference, 
Xc(t), Xs(t), are pairwise independent normal Markovian ran-
dom processes with zero mean and dispersions σ σ σY Y cc s

2 2 2= = , 
σ σ σX X nc s

2 2 2= =  [28].
Correlation functions of quadrature can be presented in 

this case as:

R R R eY Y Y Ac s quad

c( ) ( ) ( )τ τ τ σ α τ= = = −2  (3)

and

R R R eX X X inpc s quad

n( ) ( ) ( ) ,τ τ τ σ α τ= = = −2  (4)

where α τc c= 1 , α τn n= 1  are the parameters of correlation 
functions characterizing the speed of variation of signal 

and interference in quadrature reception channels, 
respectively.

To obtain estimates of signal and interference 
voltages ( ɺ ɶɺy t A tc( ) lg ( )= 20  and ɺ ɶɺx t B tc( ) lg ( )= 20 ) smoo-
thed during the estimation interval, the dependences 
can be used through corresponding estimates of the 
quadrature components smoothed during the same 
time interval:

ɺ ɶɺ ɶɺy t Y t Y tc s( ) lg ( ) ( ),= +20 2 2  (5)

ɺ ɶɺ ɶɺx t X t X tc s( ) lg ( ) ( ).= +20 2 2  (6)

Estimate of the ratio of smoothed voltages (le-
vels) of the signal and the interference is determined 
from the expression:

s t y t x t( ) ( ) ( ).= −  (7)

The model determining variation of the smoothed com-
ponents of signal, Y tquad ( ) and interference, X tquad ( ) in each 
quadrature measurement channel is set in a discrete time in 
a two-dimensional space of states by a vector difference sto-
chastic equation of the form:

  X X U( ) ( ) ( ) ( ) ( ),k k k k k+ = + + +1 1 1Φ Γ  (8)

where

  X( ) ( ), ( )k Y k X kquad quad+ = + +1 1 1
T

Multipath channel 

with fading 

( )kW

Mechanism of 

adaptation of weight 

factors

(ANN training)

Artificial neural 

network (neural 

filter)

( )kŴ

( )kp
+

+

Additive 

interferences 

( )kn

( )kd

−

+

( )ky

( )ke

Fig. 2. Principle of adaptive estimation with the use of the ANN
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is the vector of state of signal and jamming components;

Φ Δ Δ( ) , ;k e ey x
t t+ = − −1 diag

α α  

Γ Δ Δ( ) ); ( ) ;k e e
y

t ty x+ = − −− −1 1diag
2

(1
α

α α  

  U( ) ( ), ( )k U k U k= 1 2

T

 is the vector of white Gaussian noise 
with a zero mathematical expectation and a covariance matrix:

Q k
y y

t

t
x x

ty

y

x

( )
)

)
;

)
=

+

−

+
−

−

−

−

−diag
(1 e

(1 e

(1 e

(1 e

2α σ α σ
α

α

α

α

2

2 2

Δ

Δ

Δ

xx tΔ )
;

σy
2  and σx

2  are dispersions; α y and α x  are parameters of cor-
relation functions of smoothed quadrature components of 
signal and interference, respectively.

Signal and interference in each quadrature measurement 
channel are observed in an additive mixture with the mea-
surement noise: 

  Z k A k X k N kquad quad( ) ( ) ( ) ( ),+ = + + + +1 1 1 1  (9)

where A( ) , ,k + =1 1 1  and N kquad ( )+1  is the Gaussian white 
sequence with a zero mathematical expectation and a cova-
riance function:

R k ln n k l( , ) .,= σ δ2

Solution of the problem of optimal filtering for the 
model of state and observation described by equations (8) 

and (9) leads to the following recurrent computational algo-
rithm [29]:

ɶ ɶɺ ɶɺ

ɶ
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α αΔ Δɶɺ ɶɺ  (10)

The matrix weight factor in expression (10) is deter-
mined as:
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In expressions (12), P11(k), 
P22(k), P12(k) = P21(k) are the ele-
ments of the matrix of the mean-
square errors of estimation after k 
steps of measurements.

The considered computational 
algorithm (10)–(12) can be used 
to analyze quality of radio channels 
with the help of special test signals.

When monitoring quality of ra-
dio channels directly in the process 
of data transmission, uncertainty 
about presence or absence of signals 
in the reception channels can be 
encountered. One of the most con-
structive approaches to solving this 
problem in such situation is synthe-
sis of computational control algo-
rithms based on a joint application 
of procedures of signal detection and 
estimation of parameters of both sig-
nals and concentrated interferences.

Let binary signals A t ll
c
( )( ) ( , )= 1 2  have the same energy 

and, like the additive interference, Вn(t), are narrow-band 
quasi-stationary Markovian random processes with a sym-
metric spectrum. In particular, frequency-manipulated sig-
nals A t ll

c
( )( ) ( , )= 1 2  can be represented through quadrature 

components.

A t Y t t Y t tc
l

c l s l
( )( ) ( )cos ( )sin .= +ω ω0 0  (13)

With no risk of reducing generality, consider the case  
of symmetric influence of a concentrated interference on  
the signals:

B t X t t X t tc l s lc 0 0( ) ( )cos ( )sin .= +ω ω  (14)
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Fig. 3. Algorithm of implementation of the method of integrated estimation of state  

of multiantenna radio communication facilities (RCF)
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For the Rician and Rayleigh radio communication chan-
nels, dynamics of change of the quadrature components of 
signal and interference in discrete moments of time tk (k = 0,  
1, 2, ...) can be represented (by analogy with the expres-
sion (8)), by systems of stochastic vector difference equations:

X X Uc s c sk k k k k( ) ( )( ) ( ) ( ) ( ) ( ),+ = + + +1 1 1Φ Γ  (15)

where

XA A Ak Y k X k( ) ( ), ( ) ;+ = + +1 1 1
T

Xs s sk Y k X k( ) ( ), ( ) ;+ = + +1 1 1
T

U( ) ( ), ( ) ;k U k U k= 1 2

T

are matrices Ф(k+1), Г(k+1) і Q(k), however, parameters αc , 
α s and σc

2, σs
2 are used in them instead of parameters α y , α x 

and σy
2 , σx

2 .
Note that the time sampling interval:

Δt t t kk k= − =+1 0 1 2( , , ...),  

is chosen in this case proceeding from the condition that 
Δt c nmin( , ).τ τ  According to statistical data, values of 
intervals of correlation of amplitudes of the fading signals 
(interferences) in radio communication channels measure 
tenths of second to one second [31].

Write the scalar equations of observation of signals and 
interferences on the noise background as follows:
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 (16)

where A = ||l, 1||; χ is a random variable and

χ =
= −





1

0 1

with probability

with probability

P

Q P

;

;

P, Q are the a priori probabilities of transmission of U tl
c
( )( ) sig-

nals (in particular, P = Q = 0.5); N k( )+1  is normal white noise 
with a zero mean and a covariance function, R k ln n k l( , ) .,= σ δ2

The optimal decisive rule by the criterion of an ideal ob-
server for a priori equally probable transmitted signals in the 
time moment Tа = n∆t is determined by inequality:

Λ z n( ) ,[ ] >

<
  0  (17)

where logarithm of the likelihood ratio is in a successive form:
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while Λ z( ) .0 0[ ] =

A posteriori density of probabilities w z k z k( ) / ( ),+[ ]1 χ  
in expression (18) is Gaussian and, in this case, they take 
the form:

w z k z k k k n( ) / ( ), det ( / )+[ ] = + + { } ´1 2 1 2
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 (19)

where

XA A Ak Y k X k( ) ( ), ( ) ;=   T
 Xs s sk Y k X k( ) ( ), ( )=  T

are the vectors of estimates of quadrature components of 
signal and concentrated interference, the procedure of their 
calculation is similar to the algorithm (15); P( / )k k+1  is the 
transition matrix of estimation errors.

On the basis of expressions (17)–(19), we arrive at the 
following recurrent computing algorithm of joint detection 
and estimation:
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Under conditions of action of interferences with struc-
tures similar to that of the signal, it is necessary to carry out 
a separate successive estimation of signal and interference 
amplitudes without preliminary making decisions on recep-
tion of information symbols. To do this, one need to have 
information about functions of time auto-correlation of the 
manipulated signal and interference at the output of the ra-
dio communication channel.

Such estimation establishes the degree of influence of the 
ratio of the signal and interference manipulation speed, the 
rate of variation of characteristics of signal and interference 
propagation medium on quality of the radio channel. This will 
make it possible to provide recommendations on choosing  
optimal working frequencies of the radio communication sys-
tem taking into account correlation properties of the chan-
nel, signal and interference.

4. Estimation of pulse response of the channel (action 4  
in Fig. 3).

Estimation of pulse response at the k-th step for the 
MIMO radio channel will be represented by a matrix of 
weight factors of the focused neural network filter (FNNF) 
in the form:

H k

W k W k W k

W k W k W k

W

MIMO

l l l
N

l l l
N

( ) =

( ) ( ) ( )
( ) ( ) ( )

11 12 1

21 22 2
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N

l
N

l
NNk W k W k1 2( ) ( ) ( )





















,  (21)

where W w w wl
NN NN NN

L
NN=  −0 1 1, ,...,

T
 is the column vector of the 

reference pulse responses in the direction from the Mt-th 
transmitter to the Мr-th receiver.
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5. Estimation of the bit error probability in the communica-
tion channel (action 5 in Fig. 3).

The results of measuring the bit error probability for  
a particular signal type are obtained in accordance with the 
mathematical relations obtained in [45].

6. Generalized estimate of the channel state (action 6  
in Fig. 3).

When estimating the channel state (actions 3–5 in Fig. 3),  
a need arises to formulate a generalized estimate of state of 
the MIMO system channel.

Membership function [39–44] is the main instrument of 
fuzzy logic allowing one to convert expert’s knowledge IF-
THEN into mathematical models.

For this task, it characterizes the degree of the expert’s 
confidence in the fact that some value belongs to the fuzzy 
concept (term). Methods of fuzzy logical inference make it 
possible to relate membership functions of indicators and 
the signal-interference situation in presence of the channel 
model in the form of IF-THEN rules.

a x xi
p a

i i

x

x

i
p

i

i

= ( )∫ μ ,  (22)

d d dj

d

d

d

j= ( )∫μ .  (23)

Thus, the result of estimation of the communication 
channel state can be represented [39–44, 46] in the form:

y f x x xn= ( )1 2, ,..., ,  (24)

where x x xn1 2, ,...,  is a set of values of input indicators of the 
channel state; y is the result of the channel state estimation.

The region of variation of input indicators of the commu-
nication channel state, x x x i ni ∈ =[ , ], , ,1  and the output value 
of the result of estimation of the communication channel, 
y y y∈[ , ],  are presumed to be known. Here, x xi i( ) is the lo-
wer (upper) value of the input indicators x i ni , , ,= 1  y y( ) is  
the lower (upper) value of the result of identification, y.

Let X x x xn
* * * *, ,...,= 1 2  be the vector of fixed values of 

input indicators of the communication channel state where 
x x xi i i

* [ , ],∈  i n= 1, . The decision making problem consists 
in determining the result of the channel state estimation,  
y Y* .∈  based on information about the vector of input indica-
tors, X *. The necessary condition for formal solution of this 
problem is presence of dependence (24). To establish such de-
pendence, it is necessary to represent the signal/interference 
environment and the initial decision on the generalized esti-
mation of the channel state as linguistic variables specified  
in universal sets [29, 39–44, 46]:

X x xi i i= [ , ],  (25)

Y y y= [ , ].  (26)

To assess such linguistic variables, it is proposed to 
use qualitative terms that form a term-set [29, 39–44, 46]: 
A a a ai i i i

gi= { , ,..., }1 2  is the term-set of the variable x i ni , , ,= 1
D d d dm= { , ,..., }1 2  is the term-set of the variable y, where ai

p is 
the p-th linguistic term of the variable x p gi i, , ,= 1  i n= 1, ; d j is  
the j-th linguistic term of the variable y; m is the number of 
various solutions. Power of the term-sets can be different, 
that is ( ... ).g g gn1 2≠ ≠ ≠  Names of terms a a ai i i

ki1 2, ,...,  may vary 
for different linguistic variables x i , i n= 1, .

Linguistic terms a Ai
p

i∈  and d Dj ∈ , p ki= 1, , i n= 1, , j m= 1,  
should be considered as fuzzy sets specified in universal sets 
X Yi ,  (25), (26).

Fuzzy sets ai
p  and d j  are determined by relations [29, 

39–44, 46]:

a x xi
p a

i i

x

x

i
p

i

i

= ( )∫ μ ,  (27)

d d dj

d

d

d

j= ( )∫μ ,  (28)

where μa

i
i
p

x( )  is the membership function of the vari-
able x x xi ∈[ , ], i n= 1,  of the term a Ai

p
i∈ , p ki= 1, ; μd j is 

the membership function of the variable y y y∈[ , ]  of the 
term-decision d Dj ∈ , j m= 1, . The integral symbols in rela-
tions (27) and (28) denote the union of μ u u( )  pairs.

Let N  be the number of expert survey data relating the 
input indicators and the initial estimation of state of the com-
munication channel. Distribute them as follows:

N g g gm= + + +1 2 ... ,

where g j  is the number of expert data corresponding to the 
initial solution d D j mj ∈ =, , ,1  m  is the number of initial deci-
sions when g g gm1 2≠ ≠ ≠... .

The number of selected expert data is less than the com-
plete enumeration of various combinations of levels of change 
of the input indicators of state of the MIMO system channel.

After enumeration, known expert data on the chan-
nel state can be represented as a matrix of knowledge [29,  
39–44, 46] (Table 1).

Table 1

Fuzzy knowledge matrix 

Number of the 
input combina-
tion of values

Input variables Output variables

x1 x2 x i xn Y

11  

12  
… 

1 1g

a1
11  

a1
12  

… 

a g

1
1 1

a2
11  

a2
12  

… 

a g

2
1 1

… ai
11 … 

… ai
12 … 

… 

… ai

g1 1 …

an
11  

an
12  

… 

an

g1 1

d1

j1  

j2  

… 

jg j

a j
1

1  

a j
1

2  

… 

a
jg j

1

a j
2

1  

a j
2

2  

… 

a
jg j

2

… ai
j1 … 

… ai
j2 … 

… 

… ai

jg j …

an
j1  

an
j2  

… 

an

jg j

di

... … … … … …

m1
 

m2
 

… 

mgm

am
1

1  

am
1

2  

… 

amgm

1

am
2

1  

am
2

2  

… 

amgm

2

… ai
m1 … 

… ai
m2 … 
… 

… ai

mgm …

an
m1  

an
m2  

… 

an

mgm

dm

The matrix of knowledge is formed according to the fol-
lowing rules:

– dimensionality of such a matrix is equal to n N+( ) ´1 , 
where n +( )1  is the number of columns, N g g gm= + + +1 2 ...  is 
the number of rows;

– first n  columns correspond to the input indicators 
of state of the MIMO system channel x i , i n= 1,  and the  
n +( )1 -th column corresponds to the values d j of the initial 

solution, y, j m= 1, ;
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– each row of the matrix represents a certain combina-
tion of input values of state of the MIMO system channel 
assigned by the expert to one of possible values of states d j , 
with first g j  rows corresponding to the value d1, and the  
rest gm of rows to the value dm ;

– the item ai
jp  standing at intersection of the i-th co lumn 

and the jp-th row corresponds to the linguistic estimate of 
the indicator x i  in the row of the fuzzy knowledge base 
with the number jp and the linguistic estimate ai

jp  is cho-
sen from the term-set of the corresponding indicator x i  i. e. 
( , , , , , , ).a A i n j m p li

jp
i j∈ = = =1 1 1

Thus, expression (24) establishing connection between 
the input indicators, x i , and the output estimate, y, was 
formalized into a system of logical expressions (30) based on 
a fuzzy knowledge base of the knowledge matrix (Table 1).

The process of generalized estimation of the communi-
cation channel can be graphically represented as in in Fig. 4.

Proceeding from analysis of operation of the radio com-
munication channel in different conditions of the signaled 
state, determine lines of the communication channel quality 
estimation.

These include similarity of indicators characterizing 
quality of the communication channel and changes during 
radio communication session up to the moment of making 
decision on quality of the communication channel.

Formation of a generalized estimate of state of a commu-
nication channel can be written as an equation:

D k f
Y k Y k

Z k Z k

n

n

( ) =
−( ) −( )
−( ) −( )













1

1

1 1

1 1

,..., ,

,...,
,

where Y k1 1−( )  is the vector characterizing the first indicator 
of quality of the communication channel at the k–1-th step 
of estimation; Y kn −( )1  is the vector characterizing the n-th 
indicator of quality of the communication channel at the 
k–1-th step of simulation; Z k Z kn1 1 1−( ) −( ),...,  are the vec-
tors characterizing the generalized estimate of the channel 
for each indicator of quality estimation of the communication 
channel.

In turn, vectors of quality estimation of the communica-
tion channel are characterized by the following indicators:

Y Y Z Z k x k xn n n1 1 11,..., , ,..., ( ),..., ( ) .= { }

Possible states of the signaled situation in the channel 
are specified by the set d d d d∈{ , , },1 2 3  where d1 means that 
the channel corresponds to the norm (to the maximum 
frequency efficiency); d2  means that the individual channel 

quality indicators are beyond the norm and require correc-
tion; d3  means that the channel is unsuitable for operation. 
The estimation objective is to bring each of the combination 
of indicators of the signaling situation in line with one of 
solutions, di , i = 1 3, . Indicators g g g g11 21 141 145,..., ,..., ,...  will be 
considered as linguistic variables [29].

Formation of generalized estimation of quality of the 
communication channel can be represented as a multilevel 
logarithmic tree of logical inference which corresponds to the 
following states:

d f Z Zd n= ( )1... ,  (29)

Z f Y Yz n= ( ... ),1  (30)

Y f g x g x g x g x g xn y n n n n nn
= ( )1 2 3 4 5( ), ( ), ( ), ( ), ( ) .  (31)

For indicators with quantitative representa-
tion, the range of variation is divided into four 
quanta. This will enable transformation of a con-
tinuous universal set U u u= [ , ]  into a discrete 
five-element set [29]:

U u u u= { }1 2 5, ,..., ,

where

u u1 = ,  u u2 1= + Δ ,  u u3 2 2= + Δ ,  

u u4 3 3= + Δ ,  u u5 4 4= + Δ ,

and Δ Δ Δ Δ1 2 3 4+ + + = −u u,  u u( )  is the upper (lower) limit 
of the range of the indicator variation. Then all matrices of 
paired comparisons will have format 5 5´ .  The choice of four 
quanta is determined by the possibility of approximation of 
nonlinear curves by five points [29].

To assess values of linguistic variables, g g g g11 21 141 145,..., ,..., ,... , 
a scale of qualitative terms will be used. To assess linguis-
tic variables D Z Yn n, , , the following term-sets will be used: 
D Z Z Y Yn n, ... , ...1 1  = {the channel parameters are normal, some 
parameters of the channel go beyond the norm and require 
correction, the channel is unusable}.

Each of the introduced terms is a fuzzy set specified by  
a corresponding membership function. In a general case, 
input variables x x xn1 2, ,...,  can be specified by a number,  
a linguistic term or by the principle of thermometer [29].

The communication channel is assessed using fuzzy logic 
equations [29] representing a matrix of knowledge and a sys-
tem of logical propositions. These equations make it possible 
to calculate values of the membership functions of various es-
timation results at fixed values of input indicators. As a result 
of the estimation process, it is proposed to make a decision 
that has the greatest value of the membership function [29].

Linguistic estimates of α i
jp variables x x xn1 2, ,..., , con-

tained in logical propositions relative to solutions d j mj , ,= 1  
(27), (28) will be considered as the fuzzy sets defined on 
universal sets:

X x xi i i= [ ], ,  i n= 1, .

Let μa

i
i
jp

x( )  be the function of belonging of the indi-
cator x x xi ∈[ ],  to fuzzy term α i

jp , i n= 1, , j m= 1, , p li= 1, ; 

Solution

:

:

.

.

.

.

Block of logical 
inference

Knowledge matrix

            …          …
x1 xi xn

d1

dj

dm

Y

Fig. 4. Formation of a generalized estimate of the channel state
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μd

n
j x x x1 2, ,...,( )  is the function of belonging of the vector 

of input variables X x x xn= ( )1 2, ,...,  to the initial estimate, 
y d j= ,  j m= 1, .  Relationship between these functions is de-
termined by a fuzzy knowledge base and can be represented 
in the form of the following logical equations:

μ μ μ μ

μ

d

n

a a a

a

j
j j

n
j

j

x x x x x

x

1 2 1 2

1

1
1

2
1 1

1
2

, ,..., ...( ) = ( ) ∧ ( ) ∧ ∧ ∨

∨ ( ) ∧∧ ( ) ∧ ∧ ( )
( ) ∧ ( ) ∧ ∧

μ μ

μ μ μ

a a

n

a a

j
n
j

jl j jl j

x x

x x

2
2 2

1 2

2

1 2

... ...

... ... aa

n
n
jl j

x j m( ) =, , .1  (32)

These equations are derived from the fuzzy knowledge 
base by replacing variables (linguistic terms) with the mem-
bership function and operations AND and OR with opera-
tions ∧  and ∨.

Write compactly the system (32) as follows:

μ μd

i
p

l

i

n
a

i
j

j

i
jp

x x( ) = ( )




= =
∨ ∧

1 1

,  j m= 1, .  (33)

Fuzzy logical equations are analogous to the proce-
dure of the fuzzy logical inference introduced by Zade [29,  
39–44, 46] and realized by means of operations «fuzzy (min-
max) composition» in which operations correspond to min 
and max operation [29, 39–44, 46] and the following will be 
obtained from (33):

μ μd

i
p l j n

a

i
j

j

i
jp

x x( ) = ( )



{ }= =

max min .
, ,1 1

 (34)

It is clear from expression (34) that there must be only 
functions of belonging variables to fuzzy terms to calculate 
the membership function. Consider the order of calculation 
of the membership function used in this procedure.

When choosing indirect methods of construction of  
a membership function which transform the expert infor-
mation into a form convenient for application in channel 
estimation, it is necessary to take into account computational 
complexity of implementation. For example, to construct  
a membership function on the basis of the paired comparison 
method, it is necessary to form a matrix of paired compa-
risons and solve characteristic equations of the matrix of 
paired comparisons to determine its own vector. However, 
this method is computationally complicated. Given the pos-
sibility of calculating the membership function using rank 
ratings which are quite easy to obtain in an expert survey, we 
shall make use of the method of paired comparisons to calcu-
late the membership function. The algorithm of calculation 
of the membership function of state of the communication 
channel includes the following stages:

1. Choose indicator of the communication channel quali-
ty to be assessed: x j mj , , .= 1

2. Specify the set of fuzzy terms u u ul1 2, ,..., ,{ }  that is to be 
used for estimation of x.

3. Form a matrix of paired comparisons for each term, 
u i li , ,= 1 :

T

r

r

r

r

r

r

r

r

r

r

r

r

r

r

r

r

r

n

n

n n
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1

2

1

3

1 1

1

2

3

2 2

1 2

...
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... ... ... ... ...

33 1
rn

...

,  (35)

where r us i( )  is the rank of the element u Ui ∈ ,  characterizing 
significance of this element in formation of properties which 
is described by some fuzzy term S.

The matrix (35) has the following properties:
– the elements of the main diagonal are equal to 1 (tij = 1, 

i n= 1, ); 
– relative to the main diagonal, the elements relate to 

expression t tij ji= 1 ;
– condition of transitivity is fulfilled: t t tig gj ij= , since 

r

r

r

r

r

r
i

g

g

j

i

j

= .

Due to the above properties, it is easy to find elements of 
other matrix rows by the known elements of one row, T. If ele-
ments tgj , g j n, ,= 1  are known, then any element tij  is found as:

t t t i j g nij gj gi= =, , , , .1

Since the matrix (35) can be interpreted as a matrix of 
paired comparison of ranks, it is possible to use the 12-point 
Saati scale for the expert estimation of these matrix ele-
ments [46]. For the case:

t r r
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4. Membership functions are determined:
1) according to absolute estimates of ranks ri ,  i n= 1, , 

that can be determined by a nine-point scale (1 is the lowest 
rank, 9 is the highest rank);

2) according to relative estimates of the ranks r r ti j ij= , 
i j n, , ,= 1  determined by the matrix of paired comparisons (35), 
the membership function for each term is calculated.

In this case, valuation of the obtained membership functions 
takes place by division into the highest degrees of membership.

The obtained ratios make it possible to calculate the 
membership function by means of rank ratings which is quite 
easy to obtain when using neuro-fuzzy networks.

When using a matrix of knowledge, known expert infor-
mation about state of the MIMO system channel can be set 
in a form of a system of fuzzy logic propositions (35) relating 
the values of input indicators x i  with one of the possible 
solutions d j mj , , .= 1
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where d j mj =( )1,  is the linguistic estimate of the output 
variable y determined from the term-set D; ai

jp is the linguis-
tic estimate of the input indicator x i in the p-th row of the  
 j-th disjunction chosen from the term-set Ai, A i n j m pi j, , , , , ,= =( )1 1  

m p ki j, , , , ;= = =( )1 1 1  g j  is the number of rules determining value of the 
output variable, y d j= .

Call the system (36) the fuzzy knowledge base used to 
form a set of estimates for each of indicators of the channel 
state estimation [46, 47].

The fuzzy logical relations (36) together with the mem-
bership function of fuzzy terms allow one to assess state of the 
communication channel by the following algorithm:

1. Fix values of quality indicators of the communication 
channel according to predefined criteria X x x xm

* * * *, ,..., .= ( )1 2

2. Use the algorithm of calculation of the membership 
function to determine the membership function μ j

ix*( )  at 
fixed values of indicators x i mi

*, , .= 1
3. Use logical equations (36) to calculate the mem-

bership function μd

m
j x x x1 2

* * *, ,...,( )  at the vector of state 
X x x xm

* * * *, ,...,= ( )1 2  for all states d d dn1 2, ,..., . Replace logical 
operations AND (∧) and OR (∨) over the membership func-
tions with the min and max operations [29, 39–44, 46].

4. Determine solution d j
*,  for which:

d d xj
j m

j i= ( )( )
=

arg max .
,1

μ

These matrices form a fuzzy knowledge base for estima-
tion quality of the communication channel [44].

Using tables and operations AND and OR, write the sys-
tem of logical equations relating the membership functions of 
estimates of quality of the communication channel with the 
membership functions of destabilizing factors. Thus, if the 
values of the function of belonging to fuzzy terms are known, 
quality of the communication channel can be assessed by sol-
ving the logical equations described above. Application of the 
proposed hierarchical system of fuzzy logic equations results in 
the degree of membership of the communication channel state.

The output result of estimation and indicators of the 
communication channel quality represented as the linguistic 
variables assessed using fuzzy terms are specified in corre-
sponding sets.

7. Calculation of estimation error and training of the neural 
network (action 7 in Fig. 3).

The principle of adaptive estimation of the communica-
tion channel parameters with the use of ANN is shown in 
Fig. 3. It implies the following. A known training discrete 
sequence p(k) that comes to the ANN input is processed in 
ANN (neural network filter) which results in signal y(k) at 
the output. This output signal is compared to the signal (re-
ference) d(k) that comes to the receiving side of the MIMO 
system and the difference between them forms an error sig-
nal e(k) (filter discrepancy).

To correct the estimation values of the vector of weight 
factors (taps of the FNNF delay line), the following recursion 
is used:

   W k W k J W k W k P k e kT+( ) = ( ) − ∇ ( )( ) = ( ) + ( ) ( )1 2μ μ ,  (37)

where μ is the parameter of the FNNF training speed.

∇ ( )( ) =
∂ ( )
∂ ( )

=
∂ ( )
∂ ( )

∂ ( )
∂ ( )

= − ( ) ( ) +

+

J W k
e k

w k

e k

d k

d k

w k
P k d kT

 
2

2PP k y k P k d k y k P k e kT T T( ) ( ) = − ( ) ( ) − ( )( ) = − ( ) ( )2 2 .  (38)

In the theory of ANN, there are various ways of selecting 
the value of the training speed parameter, μ. Its value can re-
main constant or be adapted in the training process. Fixing of 
the value of the training speed parameter is considered to be 
the simplest form of determination. It has many drawbacks 
and is currently used relatively rarely. At the same time, this 
method remains the most effective in the process of FNNF 
training. A constant value of the training speed parameter is 
set in the range (0 < μ < 1).

The task of the adaptive neural network filter is to 
minimize the error signal e(k). To this end, a mechanism of 
adaptation (adjustment) of the weight factors of the neural 
network filter based on the analyzed error signal e(k) is used.

The procedure for adaptation (adjustment) consists in 
finding unknown parameters that ensure adequacy of the 
neural network. To train the neural network, a reverse propa-
gation method was used [39, 44]. An iteration of the training 
procedure consists of two stages: direct and reverse.

The first stage of the training procedure (the forward 
trace algorithm) has the following sequence of actions:

1. Calculate the total weighted input signal p kj ( )  of each 
neuron of the current neuron layer, ι:

p k v wj i ij
i

N

( ) =
=

−

∑
1

1ι

.  (39)

2. Calculate the output signal y kj ( )  of each neuron of 
the current layer:

y k
e

j kp kj
( ) =

+ − ( )
1

1
.  (40)

3. If the current layer is not output layer, then go to the 
next layer and repeat the procedure from step 1.

4. Calculate the error e(k) of the neural network.

e k y k d kj j
j

NK

( ) = ( ) − ( )( )
=

∑1

2

2

1


,  (41)

where 

d kj ( )  is the reference value of the output of the j-th 

neuron of the output layer, NK is the number of neurons in 
the output layer.

The second stage of the training procedure (reverse trace 
algorithm) has the following sequence of actions:

1. Determine rate of error variation when changing the 
output signal for each neuron of the output layer (EA):

EA
e k

y k
d k y kj

K

j

j j=
∂ ( )
∂ ( )

= ( ) − ( )( )
.  (42)

2. Determine rate of error variation when changing the 
total input signal of each neuron of the current layer (EI):

EI
e k

p k
EA y k y kj

j

j j j
ι ι=

∂ ( )
∂ ( )

= ( ) − ( )( )1 .  (43)

3. Determine rate of error variation when changing 
weight at the input connection of each neuron of the current 
layer (EW):

EW EI y kij j i
ι ι= ( ).  (44)

4. Determine rate of error variation when changing acti-
vity of the previous layer neuron (EA):
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EA
e k

y k
EI wi

i

j
j

N

ij
ι ι

ι
−

=

=
∂ ( )
∂ ( )

= ∑1

1

,  (45)

where wij is the weight of the connection between the j-th 
neuron of the output layer and the i-th neuron of the input 
layer.

5. Modify connections between neurons according to the 
gradient rule:

w k w k EWij ij ij+[ ] = [ ]+1 γ ι ,  (46)

where γ is the training speed (iteration step); k is the trai-
ning step number.

Go to the next layer.
6. If the specified layer is not the input layer, repeat all 

procedures from step 2.
Continue training until the acceptable error is reached.
Linear function was chosen as the function of activation 

in FNNF. By analogy with the digital filters, it enables cal-
culation of the FNNF output in response to the input signal 
p(k) and its previous values p(k), ..., p(k–L–1) by formula:

y k p k l w k P k W k
l

L

l
T( ) = −( ) ( ) = ( ) ( )

=

−

∑
0

1

  ,  (47)

where 

   W k w k w k w kL( ) = ( ) ( ) ( ) −0 1 1, ,...,
T

 

is the column vector of estimates of the weight factors of 
the generalized characteristic of the radio channel at the 
k-th step; 

P k p k p k p k L( ) = ( ) −( ) − −( ) , ,...,1 1
T

 

is the column vector of capacity of the FNNF delay line at the 
k-th step; L is the radio channel memory and the number of 
taps in the delay line at the FNNF input.

The process of obtaining estimates of state of the MIMO 
system channel is directly related to the FNNF training.

The vector of the training sequence P(k) to which  
a countless number of implementations of the random scalar 
d(k) correspond, collectively constitute training sample for 
the FNNF:

T P k d k
k

= ( ) ( ){ }
=

, ,
1

Θ
 (49)

where Θ  is the training sequence length.
Error of estimation of the received signal d(k) is:

e k d k y k d k P k W kT( ) = ( ) − ( ) = ( ) − ( ) ( ) .  (50)

Use the training criterion based on minimizing of the root 
mean square errors and take the following as an option of the 
estimation cost:

J W k E e kT k

 ( )( ) = ( ){ }
=

2

1

Θ
,  (51)

where ET  is the operator of averaging throughout the train-
ing sample, T.

In order to obtain optimal estimates of the FNNF weight 
factors, use the well-known method of the fastest descent. To 
this end, it is necessary to calculate the instant gradient of 
the estimation error [39, 47].

Let us consider an example of generalized estimate of the 
communication channel state. Determination of the func-
tion of belonging to fuzzy terms according to the specified 
indicators is given in Table 2 and an example of formation 
of a generalized (integrated) estimate of the channel state is 
given in Table 3.

Table 2

Determination of the function of belonging to fuzzy terms 

according to the specified indicators of the channel state 

estimation 

Values of indica-
tors of channel 

state estimation

Uni-
versal 

set
Estimation terms

Value of the 
membership 

function

Pulse response 1–10

Normal state 0.91–1

Beyond the norm 0.4–0.9

Unusable channel <0.3

Frequency 
response

1–10

Normal state 0.91–1

Beyond the norm 0.4–0.9

Unusable channel <0.3

Probability of 
bit error

1–10

Normal state 0.91–1

Beyond the norm 0.4–0.9

Unusable channel <0.3

Table 3

Example of formation of a generalized (integrated) 

estimation of the channel state

Values of indicators of the 
channel state estimation

Calculated mem-
bership functions 

Decision of the 
channel state

Pulse response 0.080474451
Unusable channel. 
Numerous inter-
ferences in the 

entire band width 
of the channel. 

Probability of bit 
error is low but 

makes impossible 
the channel use 

for transmission of 
any type of data

Frequency response 0.080474451

Probability of bit error 0.050553799

5. 5. Estimation of efficiency of the proposed method
Four types of signals were used in modeling: with phase 

manipulation (PM-4 and PM-8), quadrature manipulation 
(QAM-16) and signal-code structures (SCS) with 8 states 
and 64 points in a constellation.

When modeling the method functioning, it was assumed 
that the method is concurrent when error e k( )  remained 
below –36  dB at 15 iterations of the generalized Viterbi 
algorithm [41].

The results of modeling the effect of the number of paths 
in each state M on the maximum permissible value of the 
іnter-symbol interference are shown in Fig. 5 and Fig. 6 
for the linear pulse response of the channel and the equally 
probable pulse response of the channel, respectively. It can 
be seen from the graphs that for all types of modeled signals, 
there is a certain limit value of the number of solutions for 
each state of the generalized Viterbi algorithm, Ξ, at which 
an increase in the number of its paths does not result in an 
increase in the maximum permissible value of the іnter-sym-
bol interference S.
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Fig. 5. Results of modeling the influence of the number of 

paths on the maximum permissible іnter-symbol interference 

value for linear pulse response of the channel

Fig. 6. Results of modeling the influence of the number of 

paths on the maximum permissible іnter-symbol interference 

value for the equally probable pulse response of the channel

The following is brief description of the graphs shown  
in Fig. 7. The graphs for comparison of estimation of the values 
of state of the MIMO system channel obtained in the fuzzy 
mo del with reference values are shown in Fig. 7.

Adequacy of the obtained fuzzy models to the reference 
models of estimation of the MIMO system gives the ground 
to state that the degree of divergence of the reference models 
of indicators of state of the communication channel of the 
MIMO system is 5–7 %.

Let us consider training of the neural network to be 
adaptable to the situation in the channel. Fig. 8 shows that 
the increase in the number of repetitions in training of the 
neural network decreases accuracy and final adaptation is 
reached after 10–11 repetitions.

 

е(k)

k

Fig. 8. Dependence of the neural network error on the number 

of training steps (iterations)

The following is the path of comparison of application 
of the proposed method and the known ones. The following 
initial data were used in modeling: MIMO system scheme: 
8´8; modulation type: phase modulation; dimensionality of 
the signal ensemble M = 256; type of the correcting codes: 
convolutional codes with rate R = 0.9.

Zero Forcing (ZF) method, algorithm: optimal by the 
criterion of minimum mean square error (MMSE) and the 
method of maximum likelihood (ML) were taken for com-
parison.

Comparison of the developed method with known me-
thods is shown in Fig. 9.

Comparison of the developed method with the known 
methods (Fig. 9) allows us to assert that the proposed me-
thod makes it possible to increase speed of estimation of state 
of the MIMO system channel by an average of 30 %, thereby 
increasing the interference immunity of multiantenna radio 
communication systems.

Fig. 7. Comparison of obtained values of the fuzzy model with reference (ref) values of indicators of the pulse response (PR) 

of the channel state, frequency response (FR) of the channel state and the bit error probability (Per)
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Fig. 9. Comparison of the computational complexity of the 

developed method and the known methods

Let us compare the developed method of integrated es-
timation of state of the MIMO system channel with known 
methods of estimation that use neural networks.

Fig. 10 shows dependences of the bit error on the sig-
nal/interference ratio for the developed integrated estimation 
method and the methods considered in studies [11, 12, 14, 15].

Systems were modeled in the signal/interference ratio 
range from –10 to +10 dB.

As can be seen from Fig. 10, the proposed 
integrated estimation method has somewhat less 
accuracy in estimation of the bit error probability 
in the channel compared to the methods specially 
developed for this estimation.

Fig. 10. Dependences of the bit error on the  

signal/interference ratio for the developed 

integrated estimation method and the methods 

considered in studies [11, 12, 14, 15]

5. 6. Practical recommendations for implementation of 
the proposed method in the radio communication facilities 
using the MIMO technology

Fig. 11 shows the mentioned focused neural network fil-
ter built on the basis of a linear adaptive adder and its work 
order in estimation of indicators of the communication chan-

nel state. Fig. 12 shows one of the variants of embodiment of 
the focused neural network filter for MIMO systems.

Z-1

( )kw0ˆ( )kp

( )kw1ˆ( )1−kp

Z-1

( )2−kp
( )kw2ˆ



( )2−− Lkp
( )kwL 2ˆ −

Z-1

( )kwL 1ˆ −

( )kŵ

( )1−− Lkp

?    f  +

+( )ky
( )kd

( )ke

−

( )( )keJ∇µ

Training of the 
FNNF

w∆

Fig. 11. Focused neural network filter based on a linear 

adaptive adder

6. Discussion of the results obtained in development of 
the method of integrated estimation of state of channels 

of multiantenna radio communication systems

In the framework of this paper, authors proposed a me-
thod for integrated estimation of state of channels of multian-
tenna radio communication systems. The proposed method 
was modeled in MathСad 14 software environment. The 
results of estimation of this method work are shown in Fig. 9 
where it is evident that the proposed method, starting with 
the first iteration of its work, begins to demonstrate its advan-
tage concerning the number of computational operations and 
reaches its maximum capacity after 10–11 iterations. While 
the proposed method is less complicated, it has lower accura-
cy of estimation because of use of the apparatus of fuzzy sets.

However, it is evident from analysis of Fig. 7 that the results 
of estimation of the channel state indicators obtained using the  

Focused neural network filter

( )kp1 Delay line
1


L

( )kp2 Delay line 

( )kpN Delay line




LN ×
Multilayer perceptron

MIMOH

( )kyN

( )ky2



2

( )ky1
1

N

Fig. 12. Embodiment of SNF for the MIMO transmission system
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membership function show a 6–8 % loss of informativity. This 
discrepancy is not critical, at the level of measurement error.

The main advantages of the proposed method of integra-
ted estimation are:

– use of a complex indicator of estimation of the chan-
nel state taking into account majority of known estimation 
parameters;

– unambiguity of obtained estimation of the channel state;
– wide scope of use (radio communication and radar 

systems);
– simplicity of mathematical calculations;
– possibility of adaptation to the signaling situation in 

the channel;
– possibility of synthesizing the optimal structure of the 

radio communication facility.
Disadvantages of the proposed method of integrated 

estimation include:
– loss of informativity in estimation of the channel state 

because of membership function construction. This loss of 
informativity can be reduced by a choice of type of member-
ship function in a practical implementation of the proposed 
method in radio communication facilities. The choice of the 
membership function type depends on the computation re-
sources of a particular radio facility;

– lower accuracy of estimation for the separately taken 
parameter of estimation of the channel state;

– smaller precision of estimation at the initial stage because 
of untrained neural network and absence of a signaling base;

– it is not advisable to use this method in radio com-
munication systems if it is necessary to obtain an accurate 
estimation of the channel state for an individual indicator.

It is appropriate to use this method in radio stations with 
programmable architecture operating in conditions of active 
radio-electronic jamming. This method will ensure:

– identification of interference structure, type and the 
law of setting;

– estimation of the channel state;
– use of efficient signal-code designs to ensure the chan-

nel interference immunity;
– efficient use of the radio frequency resource of pro-

grammable radio communication facilities;
– increase speed of estimation of communication channels;
– reduce consumption of computation resources of the radio 

communication facilities with a programmable architecture;
– develop measures aimed at improvement of the inter-

ference immunity.
It is advisable to apply the proposed method in deve-

loping software in the modules (blocks) of estimation of 
promising radio communication facilities based on the open 
interface architectures of SCA 2.2 version.

A block diagram of the radio communication facility 
was developed with the use of the FNNF channel for state 
estimation and the method for estimation of the signaling 
situation which are protected by the patents of Ukraine on 
utility models [49, 50].

This study is further development of the authors’ study 
aimed at development of methodological principles of ope-

rational management of radio resources of radio communi-
cation systems.

7. Conclusions

1. The method of integrated estimation of the state of mul-
tiantenna systems based on the use of the apparatus of fuzzy 
sets and artificial neural networks was proposed which enables 
obtaining of precise solutions with sufficient simplicity.

The distinguishing features of the proposed method are 
as follows:

– state of the communication channel is estimated in 
parallel for several indicators (pulse response, frequency re-
sponse and the bit error probability);

– estimation of several characteristics of the channel 
state constantly in real time;

– estimation of several characteristics of the channel 
state in the channel down and channel upward;

– the channel state is assessed for each indicator in a se-
parate layer of the neural network with the help of construc-
tion of a membership function;

– after estimation of a separate channel characteristic in  
a separate layer of the neural network, a generalized estima-
tion of the channel state is formed at its output.

The estimates obtained with application of the proposed 
method of integrated estimation coincide with the results ob-
tained with the use of an algorithm optimal by the criterion of 
minimal root mean square error. At the same time, these results 
are calculated up to 30 % faster which reduces adaptation time 
of the radio communication facility. The factor determining 
effectiveness of the proposed integrated method is the degree 
of training of the neural network to the signaling environment.

2. In order to reduce time of training of the neural net-
work and improve efficiency of the proposed method, it is 
expedient to download the knowledge base of the signal 
situation in advance. This will minimize the time for network 
training and simplify the process of adaptation of the radio 
communication facilities by an average of 15 %.

3. The proposed method of integrated estimation of chan-
nel state in multiantenna radio communication systems 
can be implemented in radio communication facilities with  
a programmable architecture. To do this, it is necessary to 
adapt the signal processor by means of additional software for 
a specific radio communication facility. It is expedient to de-
velop the above-mentioned software on the SCA 2.2 platform.
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