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The mapping of static electric and magnetic fields using electron probes with a resolution
and sensitivity that are sufficient to reveal nanoscale features in materials requires the
use of phase-sensitive methods such as the shadow technique, coherent Foucault imaging
and the Transport of Intensity Equation. Among these approaches, image-plane off-axis
electron holography in the transmission electron microscope has acquired a prominent
role thanks to its quantitative capabilities and broad range of applicability. After a brief
overview of the main ideas and methods behind field mapping, we focus on theoretical
models that form the basis of the quantitative interpretation of electron holographic data.
We review the application of electron holography to a variety of samples (including
electric fields associated with p–n junctions in semiconductors, quantized magnetic flux
in superconductors and magnetization topographies in nanoparticles and other magnetic
materials) and electron-optical geometries (including multiple biprism, amplitude and
mixed-type set-ups). We conclude by highlighting the emerging perspectives of (i) three-
dimensional field mapping using electron holographic tomography and (ii) the model-
independent determination of the locations and magnitudes of field sources (electric
charges and magnetic dipoles) directly from electron holographic data.

 2014 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.

r é s u m é

La cartographie de champs électriques et magnétiques statiques avec une sonde d’électrons
à un niveau de résolution et de sensibilité suffisant pour révéler des variations à l’échelle
nanométrique requiert l’utilisation de méthodes sensibles à la phase, telles que la technique
de l’ombrage, l’imagerie cohérente en mode de Foucault ou l’équation de transport de
l’intensité (TIE). Parmi ces différentes approches, l’holographie électronique «hors axe »
en microscopie électronique à transmission joue un rôle prépondérant, en raison de
son caractère quantitatif et de son vaste domaine d’utilisation. Après une brève revue
des principales idées et méthodes sous-jacentes, nous nous attacherons à décrire les
modèles théoriques qui constituent le fondement de l’interprétation quantitative des
données holographiques. Nous passerons rapidement en revue l’utilisation de l’holographie
électronique pour étudier un grand nombre d’échantillons avec leurs champs électriques et

* Corresponding author.

1631-0705/$ – see front matter  2014 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.
http://dx.doi.org/10.1016/j.crhy.2014.01.005

http://dx.doi.org/10.1016/j.crhy.2014.01.005
http://www.ScienceDirect.com/
http://www.sciencedirect.com
http://dx.doi.org/10.1016/j.crhy.2014.01.005
http://crossmark.crossref.org/dialog/?doi=10.1016/j.crhy.2014.01.005&domain=pdf


G. Pozzi et al. / C. R. Physique 15 (2014) 126–139 127

magnétiques associés : jonctions p–n dans les semi-conducteurs, lignes de flux magnétique
quantifié dans les supraconducteurs, topographies du champ magnétique dans et autour
de nanoparticules et autres. . . Les aspects relatifs aux géométries utilisées en optique
électronique (doubles biprismes et dispositifs mixtes pour jouer sur la phase et l’amplitude)
sont aussi mentionnés. Enfin, nous identifions plusieurs perspectives émergentes de
grand intérêt : (i) la cartographie tridimensionnelle de champs en associant tomographie
et holographie, (ii) la détermination de la position et de l’intensité de sources de
champ (charges électriques et dipôles magnétiques) directement à partir des données
holographiques.

 2014 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.

1. Introduction

Recent improvements in the basic elements of the transmission electron microscope (TEM) are leading to a renais-
sance of the instrument, which is regaining a prominent role in the investigation of the nanoworld. These improvements
include: (i) the development of Schottky and cold field emission electron guns with unprecedented brightness and coher-
ence, (ii) hardware correction of lens aberrations and (iii) the availability of large semiconductor-based detectors that have
single-electron sensitivity.

Significant changes have also resulted from the transition from rigid general-purpose microscopes (optimized for high-
resolution work and structure analysis) to custom-made instruments that are designed to fit the needs of a particular
research area. As a result, the most advanced research microscopes now play the role of versatile electron-optical benches,
offering the option of inserting additional specimen stages and elements (such as electron biprisms, correctors and filters) at
several locations in the column. This flexibility provides new exciting opportunities for the inventive researcher, especially
for the investigation and mapping of electric and magnetic fields within and around the specimen at the superatomic or
mesoscopic length scale. Such research has previously been hampered by the lack of flexibility of conventional TEMs.

In the first part of this paper, we discuss the phase-object approximation (POA), its limits of validity and theoretical mod-
els that have been developed for the interpretation of experimental data. Then, after a short review of the field mapping
techniques and methodologies that have been proposed and developed over many decades, such as the Schlieren shadow
technique and more recent approaches based on coherent Foucault (cF) imaging and the Transport of Intensity Equation
(TIE), we focus on what we consider to be the superior technique: the TEM mode of image-plane or in-focus off-axis elec-
tron holography [1]. This method provides a unique capability for recovering both the amplitude and the phase of the
object wavefunction. In this way, most of the information that is encoded in the electron beam by the specimen can be
recovered, allowing projected electric and magnetic fields to be mapped quantitatively. Finally, we discuss the prospect of
three-dimensional field mapping using electron holographic tomography and recently developed model-independent meth-
ods for determining the locations and magnitudes of field sources (electric charges and magnetic dipoles). In the present
paper, we do not discuss non-interferometric techniques based on Lorentz TEM, which are described elsewhere, both in
books, e.g. [2] and in review articles, e.g. [3].

2. The phase-object approximation and its limits of validity

The standard formulation of the phase-object approximation, whose derivation is presented in, e.g., Ref. [4], leads to the
representation of the electromagnetic field between planes zi and zi+1 along the optic axis z as a thin phase object, which
is characterized by a transmission function T that can be written in the form:

T (X, Y , zi) = eiφ(X,Y ,zi) = exp

[

iπ

λE

zi+1
∫

zi

V (X, Y , z)dz −
2iπe

h

zi+1
∫

zi

Az(X, Y , z)dz

]

(1)

where the integrals are taken along a trajectory parallel to the optic axis (directed along the motion of the electrons),
V (X, Y , z) is the electrostatic potential, Az(X, Y , z) is the z-component of the magnetic vector potential A (which is linked
to the magnetic induction B by the relation B = ∇ × A) and e, λ, h and E are the absolute values of the electron charge,
the de Broglie electron wavelength, the Planck constant and the accelerating voltage of the electron microscope in the
non-relativistic approximation, respectively. In order to include the whole field, the integration in Eq. (1) is performed
between −∞ and +∞ and the zi coordinate can be taken to be coincident with the specimen or object plane. Relativistic
correction can be included by using appropriate values for λ and E . As the effect of tilting the plane wave is generally
negligible at high incident electron energies, the transmission function in Eq. (1) holds for generic illumination. Moreover,
the “absorption” of electrons in a very thick specimen or from large-angle scattering and subsequent cut-off by an aperture
can be accounted for by introducing a real multiplicative amplitude term a(X, Y ) in the transmission function of the object
in the form:

T (X, Y ) = a(X, Y )eiφ(X,Y ) (2)
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The justification for the use of the POA to describe the interaction between the electron beam and electromagnetic fields
is based on knowledge gained from several case studies, some of which are now described briefly. By applying the POA to
the electrostatic potential of an electron biprism, which can be described either as a cylindrical capacitor [5,6] or using the
Septier model (as a thin electrically biased wire between two vertical planes) [7], T can be calculated in analytical form
[8,9], revealing that the biprism splits the electron wavefunction and allows the coherent superposition of two half-waves,
each of which describes the diffraction and refraction of the electrons, originating from a virtual point source, by an opaque
half-plane [10]. Very good agreement between theoretical predictions and experimental measurements has been confirmed,
both by older [10] and by more recent [11] experiments, suggesting that the POA is applicable in a situation where the
(electric) field extends over several microns and its magnitude is on the order of a few kV/m.

Several efforts have been made to justify the POA on conceptually more satisfactory grounds. The scattering of electrons
by the electrostatic field of the biprism has been investigated within the framework of scalar diffraction theory developed
by Komrska [6] for the case of a weak electrostatic field. In this case, the wavefunction in the observation plane can be
expressed in terms of a diffraction integral. However, numerical calculations are necessary to derive the intensity distribution
in the out-of-focus pattern. The intensity distribution calculated using the POA and the diffraction integral agree to at
least four significant figures using the method of stationary phase, prompting Komrska and Vlachová [12] to confirm the
equivalence of the two descriptions.

For the case of a p–n junction that is described by the simple Spivak model [13], with the internal field topography rep-
resented by an arctan function, calculations based on the Komrska diffraction integral were carried out by Lo Vecchio and
Morandi [14], who found striking disagreement with results calculated using the POA [15]. Their results led them to state
that the POA is hardly tenable for the interpretation of experimental data. Experience gained in the analysis of electromag-
netic lenses by means of the multislice method [16], as well as continuing interest in the observation of p–n junctions by
TEM methods, for which the POA is an invaluable tool, stimulated a reconsideration of the issue [17]. The analysis of results
obtained by the multislice approach indicated that the maximum difference between the POA and each of the multislice
calculations never exceeds 5 × 10−4 , i.e., all of the calculations agree to four significant figures, as found by Komrska and
Vlachová [12] for the case of an electron biprism. As the multislice approach provides a significant improvement over the
use of the Komrska diffraction integral, since the action is calculated along a piecewise rectilinear path that approaches the
classical electron trajectory in the limit of a very large number of slices, it can be concluded that the POA is validated by
this approach and that the discrepancy reported by Lo Vecchio and Morandi [14] arises from an error in their numerical
evaluation of the diffraction integral.

An important failure of the POA occurs when it is applied to the macroscopic fields of electromagnetic lenses [16]. In
order to recover the results of the wave-optical paraxial theory of electromagnetic lenses [18,19], it is necessary to take into
account the z-dependence of the electron energy and wavelength, due to the variation of the electrostatic potential along
the axis, as well as to include two additional magnetic terms in the POA [4], which are usually overlooked [20]. These terms
are negligible in most other situations, such as for simulations of a fluxon that is aligned parallel to the electron optical axis
and perpendicular to the specimen plane [21].

3. Fields and phase-shift models

The analytical models that have been developed for the interpretation of experimental results can be divided approxi-
mately into two groups, depending on whether the calculation is performed in real space or in reciprocal (Fourier) space.
In real space, the phase shift is calculated by the direct application of Eq. (1) once the electromagnetic field is known.
In reciprocal space, the field is first decomposed into Fourier components, which are then integrated to yield the phase
shift in reciprocal representation; the final phase shift in real space is then re-obtained by performing an inverse Fourier
transform analytically or numerically. The primary advantage of the reciprocal space approach is related to linearity in
electromagnetism: if the field sources are stationary, then the resulting static field throughout space is a superposition of
elementary (Coulomb or dipole) fields, which, mathematically, can be carried out by exploiting the convolution theorem.
Another advantage is provided by the immediate extension of the approach to periodic objects. Furthermore, considering
that numerical Fast Fourier transforms can be performed with negligible computational effort, determination of the phase
shift in real or reciprocal space is essentially equivalent. Finally, when considering the Fourier projection theorem, the phase
shift in reciprocal representation is a two-dimensional slice of a three-dimensional field in Fourier space, which is also a
computationally straightforward operation. On the other hand, there are situations when the real space approach remains
most convenient, in particular when dealing with electrostatic problems involving images (charged objects in the proximity
of interfaces) or objects/interfaces, whose shapes make the Laplace equation separable (e.g., toroids and ellipsoids).

3.1. The electron biprism, the line dipole and charged dislocations

We have mentioned two models for the electron biprism, which produce essentially the same transmission function
across the biprism wire, with the different boundary conditions only affecting the value of the angular deflection for a
given potential difference. The cylindrical capacitor model has also been used to interpret results obtained from electron
holographic studies of charged dislocations [22–24] and to simulate phase images of linear charged dislocations with the
line charge aligned parallel or perpendicular to the electron beam [25]. The Septier model has been extended to deal with
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eccentric and non-cylindrical biprism wires and, by overlapping line charges of opposite sign [9], to interpret experimental
results obtained in the investigation of the so-called electrostatic Aharonov–Bohm effect [26,27].

3.2. Charged dielectric and metallic nanoparticles on conducting films

A simple model that describes the external electrostatic potential around a charged, insulating (opaque) spherical particle
that is positioned over a planar, grounded, conducting substrate can be obtained by considering a point charge at a distance
from the plane that is approximately equal to the particle radius and satisfying the boundary condition at the surface of the
conducting film by using a symmetrically-placed image charge. The field of the charge and its image then give the field in
the particle half-space, whereas the field vanishes in the other half-space. This model was first used to interpret out-of-focus
images of charged dielectric particles by means of the diffraction integral [6]. Equivalent results (see, e.g., the biprism and
p–n junction cases) can be obtained in the POA, with the phase shift in real space given by analytical expressions for both
horizontal (plan-view) and vertical (side-view) geometries [28]. Charged dielectric particles have been used to investigate
the influence of the perturbed reference wave on electron holographic mapping of long-range electromagnetic fields [4,29]
and have become a popular test object in electron holography. More recent work has improved the model to take into
account the incomplete opacity of the sphere, to include the effect of the internal field [30,31], to make use of this model
for the analysis of possible misinterpretation in the holography process [30] and to perform a comparison between off-axis
and in-line electron holography [31,32]. An analytical expression for the field can also be found for a point charge in front
of a conducting half-plane [33]. In this case, however, the phase is obtained by numerical integration of the equation in real
space [34]. When considering metallic nanoparticles, the need to satisfy the laws of electrostatics [35] leads to a different
solution for the field and the corresponding phase shift, which has been found using two complementary approaches, one
based on solving the Laplace equation by separating variables in spherical coordinates for constant charge and the other by
using an iterative image method for constant potential [36].

3.3. Biased nanowires and metallic tips

A description of a charged nanowire as a line of charges can be used to provide an analytical expression for the field [33]
and the phase in real space when the charge density distribution is constant [37] or linear [38]. In order to ensure charge
neutrality, an image charge should be introduced, for example with the symmetry plane perpendicular to the line charge
playing the role of a grounded electrode. It turns out that equipotential surfaces around a line charge can have ellipsoidal
shapes near the tip and can therefore also be used to describe charged ellipsoidal metallic tips [37]. When the aspect ratio
is very high, the model can then also be applied to the study of nanowires [38]. By varying the charge density from that of a
constant or linear distribution, a cylindrical equipotential surface of fixed radius capped by a hemisphere of the same radius
can be approximated, in order to obtain a better model for a nanowire [39]. In addition to their interest for applications,
in situ experiments on metallic tips [37] have demonstrated strikingly that electron holographic contour maps do not in
general represent the potential distribution directly and that the effect of the perturbed reference wave is important and
should be taken into account [4].

3.4. Reverse-biased p–n junctions

The potential across and around a reverse-biased p–n junction in a thin slab can be described in its simplest form by
the Spivak model [13], with the internal field topography connecting to a similar, z-dependent, arctan function in the two
half-spaces, satisfying the Laplace equation. Direct integration of Eq. (1) in real space then provides the phase shift in an-
alytical form [15], which can also be obtained using the Fourier space approach [40]. This model was extended by Vanzi
[41] to the more general case of a two-sided step junction, also in real space and in analytical form. For a junction lying
in a half-plane, as is often encountered in an electron holography experiment where a vacuum region for the reference
wave is needed [42,43], the situation is more complicated, as the solution for the field is the electrostatic version of the
electromagnetic problem of the diffraction of a plane wave by a thin conducting film [44]. A simpler approach to tackle
the same problem, which was found by Gori [45], has provided the key to finding an analytical solution for the electro-
static problem [46]. The Fourier space method allows the components of the phase shift to be calculated in analytical form,
reducing the computing time substantially [47]. The same approach has been used to model charged layers in semicon-
ducting specimens, in order to interpret puzzling features observed in electron holography experiments [48]. Unexpectedly,
experiments aimed at providing a quantitative examination of reverse-biased p–n junctions showed little agreement with
theoretical predictions [49]. Part of the discrepancy, which remains unsolved, may originate from the effect of charges on
the dielectric layers at the specimen surfaces, as evidenced by numerical results from semiconductor device simulators [50,
51] and finite element calculations [52], revealing the key role of the surface potential in establishing the equilibrium charge
density within the junction. Another source of systematic error is likely to be associated with the generation of specimen
currents by the illuminating electron beam (from secondary electron emission and/or electron–hole pair generation), which
may effectively forward-bias the junction and lower the built-in potential [53]. Significant effort is presently being devoted
to bridging the gap between electron holography measurements and results from macroscopic transport measurements, in
order to understand and demonstrate the quantitative capability of the technique.
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3.5. Superconducting vortices

The first model for a superconducting vortex described it as a flux tube in a thin diamagnetic slab, with the two ends
of the tube generating a monopolar field in the two vacuum half-spaces above and below it [21]; a clever application of
Stokes’ theorem [54] was then used to derive the phase shift for a tilted specimen in analytical form. This elementary
solution was refined by distributing flux tubes according to the London or Clem field topographies to mimic the structure
of the vortex core. Although this improvement did not take into account the bending of the field lines near the specimen
surface, it was key to interpreting experimental results obtained using phase contrast methods [55–57]. Even though the
real space approach has been used to interpret many features of experiments on conventional type II superconductors [58],
including vortex deformation by defect pinning [59] and the finite thickness of the specimen [60], it showed its limits in
the investigation of high temperature superconductors, where anisotropy and exotic structures such as pancake vortices [61]
play a dominant role [62]. A more satisfying solution was found by using the Fourier space approach [63], first motivated
by the need to interpret flux line lattices [64]. The reciprocal framework did not suffer from some of the limitations of
the real space approach and proved to be a valuable tool for interpreting complex structures in high Tc and anisotropic
materials, such as the pinning of vortices at columnar defects [65,66], pancake vortices [67], Josephson vortices [68] and
kinked vortices [69]. By making use of knowledge gained from Fourier space simulations performed for a p–n junction in a
half-plane, it was possible to analyze the case of a Pearl vortex near a specimen edge and to explain the reduction of the
otherwise quantized flux associated with it [70].

3.6. Simple magnetic models in real space

Calculation of the phase shift of a magnetic dipole in real space using Eq. (1) is elementary, as is its extension to a line
of aligned dipoles, i.e., a flux tube or a magnetic needle [29], while the solution for a uniformly magnetized sphere can be
found in Ref. [71]. The case of a magnetic bar can be handled easily using Mathematica [72], but the resulting expression
is complicated, as shown in Ref. [73], which also describes the case of a tilted slab and a magnetized cylinder. A simple
expression for the phase shift of a toroidal magnet (containing a circular magnetization distribution) can be found in a
review paper by Olariu and Popescu [74], which is dedicated to experimental and theoretical aspects of the quantum effects
of electromagnetic fluxes (the Aharonov–Bohm effect [75]), as demonstrated in a beautiful experiment on shielded magnetic
toroids by Tonomura et al. [76]. The expression can also be calculated by considering a toroid of negligible cross-section and
integrating the phase shift of the magnetic dipoles aligned along the circular loop. An alternative approach, starting from
the magnetic vector potential, involves using elliptic integrals and is much more complicated [35].

3.7. Magnetic nanoparticles and stripe domains in Fourier space

The computation of phase shifts associated with permanently magnetized objects of arbitrary shape can be performed
conveniently by introducing a characteristic function D(r) associated with the particle shape, i.e., a function that takes a
value of unity inside the particle and zero outside it. Whenever it is possible to perform the Fourier transform of D(r),
which is termed D(k) or the shape amplitude, the corresponding phase shift can be derived analytically in reciprocal rep-
resentation. In this way, in addition to recovering results obtained for simple shapes in real space, it is possible to find
the field and phase shift generated by a uniformly magnetized particle of arbitrary shape [77]. This approach has led to
an extensive treatment of demagnetization and shape effects in micromagnetism [78], ranging from an analytical solution
for the point-function demagnetization tensor for a faceted particle [79,80] to the exact computation of demagnetization
factors for important shapes such as disks, elliptic cylinders and rings [81–85], the development of a compact expression for
the interaction energy between arbitrarily shaped magnetized objects [86] and, more recently, the calculation of forces and
torques between permanent magnets [87,88]. Another benefit of using the Fourier space approach has been the determina-
tion of an analytical solution for the phase shift of a series of magnetic stripe domains terminating at the edge of a thin film
sample. While this calculation could, in principle, be carried out in real space by considering the distribution of magnetic
charges at the sample edge associated with the discontinuity of the magnetization, the Fourier space approach provides a
dramatic shortcut towards finding an analytical solution [40]. This model, which is valid for zero domain wall thickness, can
easily be extended to more representative magnetization topography profiles across domain walls. In this case, the analytical
expression is no longer valid, but the phase shift can still be expressed as a Fourier series with computable coefficients.

4. Shadow, coherent Foucault and TIE methods

The first maps of magnetic fringing fields were obtained by placing a wire [89] or a mesh [90] in the Fresnel region
after the specimen: the image of the specimen was then overlapped onto that of the deformed shadow, which could be
analyzed to provide quantitative information about the field. This method was improved by inserting an island-structured
magnetic field or an amorphous film, which acted as a diffuse scatterer of the transmitted electrons [91]. Recently, in order
to measure the electric field distribution around an electrically biased needle, both a holey carbon film with 2-µm-diameter
holes arranged in a square lattice of spacing 2 µm (Quantifoil R2/2) and an Au-decorated carbon film were used [92].
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Fig. 1. (Color online.) (a) Schematic diagram illustrating the basis of the coherent Foucault method: FEG, field emission gun; CL, condenser lens system; Sp,
specimen; OL, objective lens; PP, phase plate. (b) Coherent Foucault image of a magnetic element with a closure domain structure, generated with a phase
plate containing a hole that introduces a phase shift of π centered on the central maximum in the back focal plane (see inset). The diagonal dimension of
the magnetic element is chosen to be 2 µm, while the pyramidal phase shift corresponds to that of a 30-nm-thick film of permalloy. (c) Coherent Foucault
image generated with the phase plate displaced slightly downwards from the central pixel (marked by a white square in the inset).

The shadow of the electron biprism has also been used in both conventional [93,94] and field emission TEMs to investigate
and measure magnetic domain wall widths [95,96].

A field emission TEM is required for the implementation of the coherent Foucault method of imaging, which is described
schematically in Fig. 1(a). A spherical wave emitted from the field emission gun (FEG) is transformed by the condenser
lens (CL) system into a plane wave impinging on the specimen (Sp), which is chosen here to be a small square magnetic
element that contains four domains in a closure structure. The diagonal dimension of the magnetic element is 2 µm and the
pyramidal phase shift encoded in the object wavefunction corresponds to that of 30-nm-thick permalloy [97]. In the back
focal plane of the objective lens (OL), a phase plate (PP), which is typically fabricated from a thin silicon nitride membrane,
is used to introduce a phase shift of π between the low- and high-frequency portions of the spectrum by a small ion-mill
drilled hole positioned near the transmitted beam. A simulation of the effect of the phase plate on the image is shown in
Fig. 1(b) for a square hole placed symmetrically on top of the central maximum in the back focal plane (see inset) and in
Fig. 1(c) the same hole placed just below the transmitted beam. The slight displacement of the hole introduces a change in
the contrast of the fringes, as well as some contrast in the area around the square, that could possibly be misinterpreted
as indicating the presence of a non-existent fringing field. A careful analysis of the method, discussing its sensitivity to the
position and dimensions of the phase plate, is presented in Ref. [97]. It turns out that in the ideal case of a negligibly small
hole placed symmetrically, the resulting image displays fringes that, similarly to an electron holographic contour map, are
separated by a magnetic flux of h/e, thereby providing quantitative magnetic information directly from the image [97–99].
By assuming that the magnetization is in the plane of an untilted specimen and that there is no fringing field, the spacing
of the fringes �s is given by the expression

�s =
h

eB0t
(3)

where B0 is the saturation magnetic induction and t is the magnetic thickness of the specimen. An advantage of the
technique over electron holography is that no further processing of the image is required, meaning that in situ studies are
possible [100,101]. The technique may not be applicable to studies of ultrathin films if the separation of the fringes is larger
than the magnetic features of interest.

A non-interferometric phase retrieval method that is gaining in popularity relies on the so-called TIE (for a review see
[102]). When applied to magnetic specimens, it allows the magnetization to be recovered and mapped [103–105] and its
consistency with electron holography has been assessed [106,107]. However, it has recently been reported, for superconduct-
ing vortices, that, contrary to expectations, the method does not provide a model-free method to determine their magnetic
structure [108].
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Fig. 2. (Color online.) Schematic diagram illustrating the basis of off-axis electron holography. (a) Hologram recording: FEG, field emission gun; CL, condenser
lens system; Sp, specimen; OL, objective lens; EB, electron biprism; Hol, hologram. (b) Hologram processing. (c) Cosine map of the phase, generated for the
same magnetic element that was shown in Fig. 1. (d) Cosine map of the two-times amplified phase.

5. Electron holography

In this section, we present an overview of progress in the field of electron interferometry and electron holography after
1980. The early pioneering papers in this field, mainly from the Tübingen group led by Möllenstedt and the Hitachi group
led by Tonomura, are reviewed in Ref. [109]. Since then, in large part as a result of the introduction of high brightness
and coherent electron sources, in spite of several shortcomings, the most successful electron interferometry device has
been the electron biprism [5]. When using a single electron biprism, the interference distance, field of view and fringe
spacing are not independent of one another, Fresnel diffraction fringes from the edges of the biprism perturb the image and,
more importantly when studying long-range electromagnetic fields, the reference wave is perturbed by the field itself [4].
Applications of electron holography to high-resolution and field mapping have been overwhelming, as testified by several
books (e.g., [110–112]), book chapters (e.g., [113–115]) and review articles (e.g., [116–121]).

5.1. The basic scheme

Fig. 2 shows the basic scheme of (a) the recording, (b) the processing and (c) the image rendering steps involved in
off-axis electron holography. As in Fig. 1(a), a plane wave emitted from the FEG and collimated by the condenser lens system
impinges on the specimen, which is now off-axis. The back-projected virtual image of the electron biprism (EB) divides
the wavefront into two parts, one passing trough the specimen (the object wave) and the other passing either through
a field-free region of vacuum close to the specimen or through a structureless and field-free region of the specimen (the
reference wave). These two parts of the wavefront, magnified by the objective lens, are brought to overlap by the EB. The
hologram (Hol), which forms in the recording plane, comprises interference fringes which encode the amplitude and phase
of the object wavefunction in their amplitude and phase. In order to recover this information, Fig. 2(b), the hologram is
processed using optical or digital means. In the latter case, first a Fast Fourier Transform (FFT) of the hologram is calculated.
The FFT contains three key features: a center band and two side bands that contain the desired information. The approach
involves selecting one of the sidebands, masking it using a suitable aperture (white circle) and moving it to the origin of
Fourier space. An inverse FFT then allows the real and imaginary parts of the complex image and thus the amplitude and
phase to be recovered. As a specimen, we have taken the same phase object as shown in Fig. 1. Fig. 2(c) shows the resulting
cosine contour map, with a π phase shift added to match the contrast of Fig. 1(b). As a result of the fact that a copy of the
original object wavefunction is now available, many further procedures are now possible, e.g., amplification of the map by
a factor of 2, as shown in Fig. 2(d), in order to generate a more accurate representation of the variation in phase across the
specimen.
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Fig. 3. (a) Fresnel image of an assembly of bundles of single-walled carbon nanotubes biased electrically at 100 V with a gold counter-electrode placed
approximately 10 µm from the support. The image was acquired 3 mm overfocus. The inset shows the image in focus. (b) 4× phase amplified cosine
contour map of the reconstructed phase around the longest tip, biased electrically at 50 V. The width of the overlap region is approximately 600 nm, and
only about a twentieth of the nanotube bundle is captured. The black regions correspond to areas outside the holographic interference fringe pattern, where
no phase information could be recovered.

Fig. 4. (a) Simulated Fresnel (3 mm overfocus) image of a 4 µm line of charges with a linearly increasing charge density along its length of 2.5×10−4 e/nm2

(biased electrically at 100 V). (b) Simulated hologram of the same charged wire, biased electrically at 50 V, with 600/32 nm fringe spacing (much larger
than in the experiments for clarity of the illustration). (c) Double exposure hologram obtained by summing the hologram in (b) with an empty hologram
revealing projected equipotential contours from the resulting moiré pattern. (d) Spectrum of the ideal hologram, calculated as Fourier transform of (b).

5.2. An electron holography case study: the electric field around an electrically biased carbon nanotube

In order to illustrate how a real electron hologram can be recorded and reconstructed to extract a phase image, we
reproduce here a selection of earlier results on the investigation of electrically biased carbon nanotube bundles, carried
out in a Philips CM300 field emission gun TEM equipped with an electron biprism and a Lorentz lens [38]. A bright-field
overview of the specimen, shown in the inset of Fig. 3(a), reveals faint contrast from a series of bundles of carbon nanotubes.
Little or no information is present in the image that can be related directly to the presence of charges and electric fields,
even though an electrical bias of 50 V was applied to the specimen when the image was recorded. The fields are, however,
revealed in the Fresnel image shown in Fig. 3(a), which was taken at a defocus of 3 mm. In this image, strong contrast from
the nanotubes increases with distance from the dark grounded electrode visible in the lower part of the image. Although
the contrast results from the presence of electric fields, it is not easily interpretable.

An image-plane electron hologram was taken from the region around the tip of the longest nanotube using a biprism
voltage of 150 V, corresponding to a field of view of approximately 600 nm and a holographic interference fringe spacing of
∼3 nm. A 4× phase amplified cosine contour map, which is shown in Fig. 3(b), illustrates the projected electric potential
around the tip. A linear ramp has been added to the reconstructed phase to provide a better fit to the expected trend of
the field.

As explained in more detail elsewhere [117,118], a linear ramp in a reconstructed phase image may be a misleading
feature that can arise from incorrect selection of the center of the sideband, from the presence of a constant electric field
or from a perturbed reference wave. Therefore, we used simulations to understand the various steps involved and the
possible pitfalls. Our model object comprised a one-dimensional charge density distribution, which varied linearly from a
value of zero at a grounded electrode to 1 e/nm at its tip over a distance of 4 µm, when biased at 100 V with a gold
counter-electrode placed approximately 10 µm from the support. This charge density distribution was used to generate a
Fresnel image for a defocus of 3 mm, which is shown in Fig. 4(a) and resembles the experimental image shown in Fig. 3(a).

An image-plane off-axis electron hologram is an interferogram obtained by overlapping an object wave with a tilted
reference wave using an electron biprism inserted in the microscope column. Such a hologram is displayed in Fig. 4(b) for a
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Fig. 5. 4× phase amplified cosine contour maps of (a) the ideal phase image corresponding to the charged wire in Fig. 4(b), (b) the phase image taking into
account the perturbation of the reference wave produced by the electric field of the charged object (interference distance 700 nm), (c, d) the perturbed
phase image with two different linear ramps.

field of view of 600 nm and a total of 32 interference fringes (compared to 200 in the experimental hologram). The presence
of the phase shift due to the projected electrostatic potential can be detected in the form of slight bending of the fringes,
especially in the lower part of the image. With 200 fringes, the effect is almost undetectable in the original hologram. Such
a hologram is usually obtained together with a so-called vacuum reference hologram, i.e., an interferogram in which the
specimen has been taken away and only two-beam holographic interference fringes are present. If the object hologram and
reference hologram are superimposed, as in the double-exposure method illustrated in Fig. 4(c), then the resulting moiré
fringes allow detection of the phase even without reconstructing the hologram [122].

The reconstruction process normally involves taking the Fourier transform of the hologram, as shown in Fig. 4(d), fol-
lowed by selecting one of the secondary maxima, which is then filtered and inverse-Fourier-transformed in order to recover
the object wavefunction. A sufficiently small interference fringe spacing is required to separate the two lateral spots from
the central one without losing any useful information in the filtering step. The process involves using the reference holo-
gram to provide the true origin of Fourier space in the reconstruction and to eliminate coarse distortions introduced by the
microscope [117,118,120].

Fig. 5(a) shows a 4× phase amplified cosine contour map of the reconstructed phase. Agreement with the experimental
image shown in Fig. 4(b) is not at first sight very satisfying. One reason for the disagreement could be that perturbation of
the reference wave caused by the fringing field of the specimen extending to the other side of the biprism has not been
taken into account. However, this procedure is not sufficient to remove the difference, as shown in Fig. 5(b), which was
calculated for an interference distance [109] of 700 nm. The effect of adding two linear phase ramps is shown in Figs. 5(c, d),
illustrating the arbitrariness of the procedure and the variety of phase maps obtainable. In the past, this arbitrariness was
corrected by the double-exposure procedure [4,29] and the reason why it does not work in the present case can be found
in the fact that in taking the data the reference hologram was probably affected by the electric field of the biased set-up.

An approach that can be used to avoid this additional pitfall involves taking holograms under different conditions (in
this case at different bias voltages) so that processing them together leaves only the signal linked to the potential difference
between them, as demonstrated in early experiments on p–n junctions [42]. Other approaches involve the comparison of
theoretical and experimental phases once the linear contributions have been removed, or, as shown in Section 7, to use
model-independent measurements of the field sources.

5.3. Multiple biprism set-ups

In order to overcome some of the limitations mentioned above, it has been found to be beneficial to equip a TEM
with more than one biprism, in order to allow multiple beam interferometry [123] and holography [124–126] experiments.
A clever application of two vertically aligned biprisms was developed by Harada and coworkers, who installed and aligned
an upper biprism in the image plane of the objective lens and a second biprism between the crossover point and the image
plane of the magnifying lens, thereby providing independent control of the fringe spacing and the width of the interference
region [127,128]. An additional advantage of this set-up is that the upper biprism is in focus, while the second biprism is
in its geometrical shadow, reducing Fresnel diffraction effects strongly. The same situation can be achieved more cheaply by
inserting a fine filament near the specimen [129]. By varying the azimuthal angle between the biprisms, it is also possible
to vary both the azimuthal angle of the interference fringes and the vertical length of the interference region, which can be
useful for obtaining the phase profile of a one-dimensionally-structured material [130]. When the azimuthal angle between
the biprisms is large, it is possible to obtain four-electron-wave interference, which has been used to map electrostatic
microfields [131]. Triple-biprism electron interferometry has also been developed, in order to control all of the interference
parameters independently [132]. Other arrangements include the twin-electron biprism, which involves the use of two
electron biprism wires that are aligned vertically in order to obtain a larger deflection angle without increasing the applied
voltage [133] and the trapezoidal biprism, where the wires are parallel to each other and in the same plane, allowing
the observation of magnetic fine structure using electron differential holography [134–136]. Another exciting development,
which can be used to reduce the problem of the perturbed reference wave experimentally, is referred to as split-illumination
electron holography and involves the use of an additional electron biprism in the condenser lens system, in order to increase
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the interference distance from a few microns to several tens of microns [137]. Other proposals (e.g., [138,139]) have not yet
been realized experimentally.

5.4. Amplitude and mixed-type set-ups

The electron biprism can be classified as a wavefront division electron interferometer. In contrast, single crystal films can,
through Bragg diffraction, act as amplitude division beam splitters. When compared with an electron biprism, their main
advantages are reduced demand on the coherence of the illuminating electron beam and the absence of Fresnel diffraction
phenomena associated with the edges of the biprism. However, they have little versatility, as the angle of the fringes is
fixed and transmission of electrons through the single crystal film may lead to unwanted effects. An off-axis out-of-focus
or Fresnel holography set-up for mapping the field of a magnetic specimen inserted in the selected area aperture, with a
crystal beam splitter located in the normal specimen plane, has demonstrated the feasibility of the method [140], although
its resolution was limited by the defocus of the specimen. A similar set-up has been realized with a single crystal beam
splitter and the specimen located on different sides of the same grid in the normal specimen plane [141,142]. By using
the transmitted beam and two diffracted beams, three electron wave interference has been achieved and used to map the
electrostatic field around charged latex particles [143]. The combination of a crystal beam splitter and an electron biprism
has also been tested in several set-ups [144–150], but neither this combination nor a double crystal electron interferometer
[151] have yet found applications in the mapping of electromagnetic fields.

6. Electron holographic tomography

An exciting prospect is provided by the combination of electron holography with electron tomography, in order to recover
three-dimensional fields from their projections, because both contributions to the phase shift in Eq. (1) satisfy the projection
requirement for electron tomographic reconstruction [121,152]. After the pioneering papers of Tonomura and coworkers on
3-D reconstruction of electric [153] and magnetic [154] fields, there was little progress for about 20 years, probably due
to the demanding requirements of the experiments (requiring the recording of many holograms at different specimen tilt
angles) and data processing. In spite of these difficulties, electron holographic tomography, has now been applied success-
fully to the mapping of electrical potentials in semiconductor junctions [155–158] and the electrostatic potentials of Pt
nanoparticles [159]. The acquisition and processing of large numbers of electron holograms has been made easier by the
semi-automated acquisition of holographic tilt series [160] and recently applied to the mapping of electrostatic potentials in
III–V semiconductor nanowires [161]. The application of electron tomography to magnetic fields, i.e., vector field tomogra-
phy, is still in its infancy [162–164], with only one experimental study performed using the TIE technique [165]. It should be
mentioned that the perturbation of the reference wave in electron holography could be very detrimental in this respect [29].

7. Model-independent measurement of field sources

It has recently been discovered that, by integrating a measured phase image over a circular path that contains a magnetic
nanoparticle, a quantity that is directly proportional to the magnetic moment of the particle can be obtained. The measure-
ment of magnetic moments from both simulated and experimental images has been demonstrated and problems related to
the presence of neighboring magnetic particles and the perturbation of the holographic reference wave have been discussed
[166]. By applying a similar approach to the electrostatic case, it has been possible to measure the charge distribution along
a biased carbon nanotube bundle, by starting from the Laplacian of a measured phase image [38]. Work is in progress to
assess the performance and limits of these approaches. A first step has been made in this direction, involving the applica-
tion of aberration-corrected electron holography to measure the charge on an individual nanoparticle to a precision of one
elementary unit of charge [167].

8. Conclusions

In this paper, we have reviewed interferometric methods for mapping static electric and magnetic fields in materials
in the TEM and highlighted the advantages of off-axis electron holography over other approaches. Such interferomet-
ric techniques are increasingly being applied to the characterization of magnetic fields in arrangements of closely-spaced
nanocrystals, patterned elements and nanowires, as well as electric fields in field emitters and doped semiconductors.

Future developments in electron holography are likely to involve the introduction of new approaches for enhancing weak
magnetic and electric signals based on the automation of lengthy experiments to improve signal to noise in experimental
measurements, as well as the combination of electron holography and electron tomography to record both electric and
magnetic fields inside nanostructured materials in three dimensions. The characterization of magnetic vector fields inside
materials in three dimensions may ultimately require the measurement and subtraction of the unwanted mean inner poten-
tial contribution to the measured phase shift at every specimen tilt angle. Other future applications of electron holography
may involve the study of dynamic switching processes in spintronic and working semiconductor devices in real time in the
presence of multiple stimuli inside the electron microscope.
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The unique capability of electron holography to provide quantitative information about static magnetic and electric fields
in materials at a resolution approaching (or exceeding) the nanometer scale, coupled with the increasing availability of field
emission gun TEMs and quantitative digital recording, ensure that the technique has a very promising future.
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