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Methodological Issues in Lipid Bilayer Simulations
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Nijenborgh 4, 9747 AG Groningen, The Netherlands, and Department of Biological Sciences,
University of Calgary, 2500 Unéersity Drive NW, Calgary, Alberta T2N 1N4, Canada

Receied: April 5, 2003; In Final Form: June 12, 2003

Methodological issues in molecular dynamics (MD) simulations, such as the treatment of long-range electrostatic
interactions or the type of pressure coupling, have important consequences for the equilibrium properties
observed. We report a series of long (up to 150 ns) MD simulations of dipalmitoylphosphatidylcholine (DPPC)
bilayers in which the methodology of simulation is systematically varied. Comparisons of simulations with
truncation schemes, Ewald summations, and modified Coulomb interactions, either by shift functions or reaction
field models, to describe long-range electrostatics point out the artifacts inherent in each of these methods
and above all those of straight cutoff methods. We further show that bilayer properties are less sensitive to
the details of the pressure-coupling algorithm and that an increased integration time step of 5 fs can be safely
used in simulations of phosphatidylcholine lipid bilayers.

I. Introduction One of the most frequently used techniques in biomolecular
simulations to speed up the computations is the truncation of
the long-range electrostatic forces. These so-called cutoff
methods are also widely used in membrane simulations,
including some of the studies mentioned above. However, such
approximations belong to the most drastic ones in a simulation
procedure and can therefore have a significant influence on the
system properties. To circumvent the abrupt truncation of the
electrostatic interactions, “shift” or “switch” functions can be

Phospholipid bilayers represent the fundamental structure of
most biomembranes. In the biologically relevant liquid-crystal-
line state, these lipid assemblies exhibit very complex structural
and dynamic properties due to an extreme fluidity accompanied
by an inherent disorder. Motions with a range of time constants
are present in lipid bilayers, making their theoretical study
particularly challenging. Whereas individual motions such as

conformational changes occur on a time scale of tens to lied t th the int i f i ith
hundreds of picoseconds, the complete rotation of a phospholipidalc.)'o.Ie 0 Smoo € Interaction energy or force to zero either
ithin the whole cutoff range or over a limited region. Two

molecule around its long axis requires a few nanoseconds, and". . .
tens of nanoseconds are needed to observe lateral diffusion.WIdeSpread alternative methods that include the effect of long-

Events such as the flip-flop of a lipid molecule from one leaflet '2N9e electrostatic interactions are the particle mesh Ewald
to the opposite one even take place on a typical time scale of (PME) and moving-boundary reaction field (RF) approaches.
minutes to houra. PME®10 is based on an interpolation of the reciprocal-space

Molecular dynamics simulations constitute an irreplaceable EW‘."‘";,SUL“‘ Tge centraé.s_lmulatloré cellll 'Sf rehpllcalted by th_e
tool for the visualization of such phenomena and offer insightful periodic boundary conditions, and all of the electrostatic
pictures of membrane structure and dynamics. MD simulations INtéractions in this periodically replicated system are summed.
are primarily limited by the system size, accessible time scale, PME is a well-established method for the rigorous treatment of

and accuracy of the force field that describes the interactions |0Ng-range electrostatics in periodic systefs: In the RF
in the system. Currently, simulations typically involve a few approacHh;? the electrostatic interactions are corrected for the

hundred of lipids and are confined to a few nanosecdndls.  &ffect of the polarizable surroundings beyond the cutoff radius.
Recently, Lindahl and Edholfd reported the first 100-ns  1his method has been developed for homogeneous systems, for
simulation of a bilayer consisting of 64 DPPC molecules, and @nstance, for quL_Jid_ simulations, or for a small solute immersed
a larger system containing 1024 lipids with a linear size of 20 N & solvent. Within the cutoff sphere, solute and solvent are
nm was simulated for 10 ns. Marrink and M&garried out a simulated in atomic detail, whereas the solvent outside the
series of monoolein (MO) bilayer simulations, reaching system Sphere is treated as a dielectric continuum.

sizes up to 20 nm and time scales up to 40 ns. This time scale A number of studies compare the methods of treating long-
order is required to follow the lateral diffusion of individual range electrostatics. In bulk water, for instance, several
lipids adequately, whereas the simulation of large patches allowsstudied?14-16 show an artificial ordering of water when using
one to discern collective phenomena such as undulation motionsa Coulomb cutoff method, resulting in a higher viscosity. The
artifacts induced by the Coulomb cutoff are particularly clear

* Corresponding author. E-mail: marrink@chem.rug.nl. F&31-50- in the analysis of the water dipole correlations: the water dipoles
3634800. . are anticorrelated slightly below the cutoff and correlated slightly

T University of Disseldorf. h R he | inol

* University of Groningen. above the cytof‘f. A S|gn|f|c:_:1nt decrease of the long-range dlpo e

8 University of Calgary. correlation is observed with the RF approach and especially
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with PME. However, short- and intermediate-range correlations observed effects are linked to the chosen system setup, however,
are still stronger with RF than with PME. The use of electrostatic systems were simulated using two different force fields and at
cutoffs has similar effects on the water structure in interfacial two different sizes. The amount of hydration water was also
systems, including the water/lipid interfat®'’ Furthermore, varied.
cutoff-induced ordering strongly affects the structure of ionic ~ An accurate comparison of simulation procedures requires
solutions!318 long simulation times to be able to distinguish differences in
The Ewald technique may induce artificial effects due to the equilibrium quantities unambiguously; sampling times that are
infinite periodicity implied by this technique. The Ewald- 0o short often lead to erroneous conclusions. The simulation
enhanced stability of peptides, for instance, has been observedime was thus extended up to 150 ns in some cases to cover a
in a number of simulation®:21 Periodicity artifacts were found ~ broad spectrum of modes of motion. Special attention was
to be particularly important in systems involving a solvent of devoted to the response of the membrane area to the simulation
low dielectric permittivity, a small unit cell, or a solute with a ~ conditions. This structural quantity not only describes the
net charge or a large dipole. Venable and co-wofkararried molecular packing of the bilayer but also provides information
out a series of MD simulations of a DPPC bilayer in the gel on the degree of membrane fluidity. The area per lipid is very
state, applying the Ewald summation and spherical cutoff sensitive to simulation details and is generally considered to be
methods. Better agreement with experiment was found for the & reliable criterion for comparing and validating calculations.
lamellar spacing and the chain tilt in simulations using the Ewald
summation, and the molecular area was better reproduced byll. Methods
spherical cutoff methods. Simulation times were between 0.2
and 2.5 ns, which might not be sufficient for conclusions to be
drawn about these methods. Instead of 3D Ewald summation
methods, one can also use 2D versions that contain correctio
terms for slab geometri€3 These methods are shown to be additional simulations (G and H) were carried out at a lower

faster and more accurate than previous versions of 2D Ewalddegree of hydration at a water-to-lipid ratio of 6, reducing the
yet not as fas_t as _3D methods. A pseudo-2D system can betotal number of water molecules to 776. The second series of
generated by including a large vacuum layer separating the slabSimulations (FL) was performed on a membrane system
from its periodic image. Recent simulations of a water channel consisting of 256 DPPC molecules surrounded by 8896 water
inside a lipid bilayer show that the ordering of water inside the molecules, corresponding to 35 waters per lipid.

char:mel Is Sdtroggly enr?;g(éed when usingISD EwangC(émpi;ged B Forc:s‘ Fields. The force fields used in this study are
to the pseudo-2D methad Erroneous results usin wa - - , ;

for inttfrfacial systems were also reported by Ye% and Berko- Vanations onstohe united-atom DPPC force field described by
witz.2% Tieleman et af® simulated alamethicin channels embed- Berger et al;’ who parametrized the Lennard-Jones (LJ)

ded in a lipid bilayer, comparing the effects of twin-range cutoff parameters for the hydrocarbon tails using a cutoff of 1.0 nm
PME. and RF methods on the water orientation inside the for the LJ interactions and an isotropic long-range dispersion

channels. The ordering degree of water within the pore was correction. The first set of simulations {Ad) was performed
found to be significantly lower in PME and RF simulations than using this force field without applying the long-range dispersion

in cutoff simulations. The water orientation was, however, better correction, except for simulation B2b. Recently, a new set of
reproduced with the PME than with the RF approach, making hydrocarbon parameters that reproduced new vaporizatioft data

the Ewald treatment the method of choice for this system and and was parametrized for a LJ cutoff of 1.4 nm without the use
. R . d of a long-range dispersion correctf8ibecame available. These
thus suggesting that the periodicity artifacts are minor.

oos _ _ parameters were used in the second series of simulatiens (|
A priori, none of the elgctrostatlc methods m_entlon.ed above L). The new parameters, however, make the tails more attractive,
seem to be very well sungql for memprane simulations. The gpq applying these to phospholipid bilayers led to gel-phase
cutoff method induces artificial ordering, the PME method  stryctures. The balance between lipid tail attraction and lipid
enhances periodicity, and the RF method ignores the hetero'headgroup repulsion was restored by enhancing headgroup
geneous nature of the membrane. hydration by making the LJ interactions between lipid atoms
The effect of the choice of handling the long-range electro- and the water oxygen atom more attractive. The parameters used
static interactions on membrane properties has never beenfor the water oxygen in the interaction with lipid atoms were
systematically investigated in long-time simulations. We attempt = 0.3113 nm andk = 0.7184 kJ/mol. Also, the ester and
to do so in the present study. An extensive series of simulationsphosphate doubly bound O atoms were given different LJ
was carried out of a fully hydrated DPPC bilayer in the parameters to enhance the hydration of the headgroup. The
biologically relevant liquid-crystalline state. We compare four parameters used for=<60 and P=O werec = 0.296 nm and
methods for the treatment of electrostatics: a standard group-= 0.810 kJ/mol. By using these two different force fields, the
based truncation method, the PME summation method, the RFdependence of the electrostatic treatment effects on the balance
method, and the use of shift functions. The size of cutoff radii between attractive and repulsive forces in the bilayer may be
was tested in the truncation, reaction field, and shift function assessed.
methods. We also experimented with different groupings of the  In both series, partial charges were taken from ab initio
partial charges in the phospholipids. electronic structure computatiofisand 1,4 electrostatic interac-
The choice of macroscopic boundary conditi®r#§ and tions were scaled by a factor of 2. 1,4 Lennard-Jones interactions
pressure-coupling algorithms can significantly influence the were scaled by a factor of 8. For water, the simple point-charge
system characteristics as well. Therefore we also tested different(SPC) modeé¥ was chosen.
pressure-coupling types and algorithms. Finally, the effect of C. Electrostatics. Several electrostatics treatments were
an increased integration time step was evaluated. The presenapplied for both force fields. A twin-range cutoff scheme was
work does not aim at testing force fields but concentrates employed in simulations A, B3, C, G, and I£3. In
exclusively on methodology. To reduce the possibility that the simulations A, B+3, C, and G, short-range electrostatic

A. Simulated Systemsin the first series of simulations (A
F), the membrane system consists of 128 DPPC molecules
surrounded by 3726 water molecules, corresponding to 29 waters
Moer lipid and to a fully hydrated st@eof the bilayer. Two
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The PME method was tested in simulations D81 H, and
J. In simulations D, E%3, and H, a cutoff of 1 nm was applied
—0 in the direct-space sum for short-range interactions. For the
calculation of long-range interactions in reciprocal space, the
charges were projected onto a grid using cubic interpolation.
This grid was then Fourier transformed with a 3D FFT (fast

(+0.7) CH,](-0.1) (l)
]
Q
0) o (;DH (0) Fourier transform) algorithm using a maximum spacing of 1.2
¢
T
i
0]

H,C—N—C—C—0f
l 2 H2

CH

A for the FFT grid. In simulation J, the direct-space sum cutoff

H was 1.4 nm.

(0) Moving-boundary reaction field conditions were tested in

2 simulations F and K% 3. A relative dielectric constant of 1 was

applied within the spherical cutoff region, and the region beyond
the cutoff was assumed to have a dielectric constant of 80,

-

|

]

corresponding to the experimental value for water. Tironi et
al.’® simulated their system consisting of sodium and chloride
ions immersed in SPC water molecules with a dielectric constant
of 80, and Hmenberger and van Gunsteréin pure SPC water
simulations, set the dielectric constant to 54, corresponding to
the self-consistent value reported for SPC wétaNe tested
(+1) (l:Hs (1) 0 both values (simulations not shown) and did not observe any
effect on the membrane properties. In simulation F, a cutoff of
H,C—N—C1-C—0—P—0 prop

H
CH32 2

(a)

I
F|> 1.8 nm was adopted. In simulations K3, the cutoff distance
0O was varied from 1.4 to 3.0 nm to assess the sensitivity of the
: approach to the electrostatic cutoff.
0 (|3H2( ) Finally, the effect of a shift functic was tested (L1,2).
C
|
i

Coulomb interactions were modified so that both energy and

H force vanish at the cutoff distance, using a smooth shift function

H_(0) from 0.0 nm to the cutoff distance. The long-range cutoff was
2 varied between 1.4 nm (L1) and 2.0 nm (L2). In both runs, the

Lennard-Jones interactions were also altered to vanish at the

short-range cutoff distance of 1.4 nm, using a switch function,

-

|

1

1

1

Lo

starting the modification of the interaction energy and force at
1.0 nm.

D. Macroscopic Boundary Conditions and Pressure Cou-
pling. All simulations were done under constant pressure
Figure 1. Charge-group definition in the DPPC headgroup part, with conditions so that the size and the shape of the S|mulat[on box
the net charge per group indicated in parentheses. (a) Six charge groupswere free to ad,JUSt’ allowing the'n?.embrane area and thlgkness
(b) Four charge groups. to fluctuate. This offers the possibility to compare and validate
simulations by examining their ability to reproduce important

interactions were calculated for every time step within a sphere Structural quantities such as the projected area per lipid. The
of 1-nm radius, whereas long-range electrostatic interactions COrrect ensemble for this system would NepyT, in which
were calculated within the long-range cutoff sphere only every the surface tension and the normal pressure are spetifigte

20 fs and then kept constant until the next update. The standard>Uface tension is defined by:

long-range electrostatic cutofRc, was 1.8 nm (A, B1, C, and

G). Two additional values foR: were testeeta smaller one of y = f_ww(pN —p.(2)dz

1.4 nm (B2a) and a larger one of 2.4 nm (B3) observe any
influence on the membrane behavior. In simulations31the

(b)

) pn is the pressure in the direction normal to the bilayer, pnd
short-range cutoff was 1.4 nm, afig was varied from 1.5 nm is the lateral pressure. In the simulations, the pressure was

(11) to 2.0 nm (12) to 3.0 nm (I13). The spherical truncation  c,nyolied either anisotropically or semi-isotropically. In the
technique selected here is based on charge groups: neighboring, mer case, the three unit-cell dimensions fluctuate indepen-
atoms are gathered together to form relatively small groups, dently from each other, and the total press@eremains
ideally with no net charge. A neighbor list includes all atom onstant. This corresponds to Bimp,p,T ensemble, which is
pairs belonging to charge groups within the cutoff radius for ot rigorously defined and stable only when at least two of the
which nonbonded interactions are calculated. This group-basedpressure components are equal. The semi-isotropic case corre-
method enables one to avoid the creation of artificial charges sponds taNpyp.T. In both cases, the pressure components are
cutting through dipoles. Ideally, charge groups should be both kept at 1 bar on average. The only difference in the simulations
small and electrically neutral. In the case of the DPPC js that in the anisotropic case the simulation box fluctuates
headgroup, this is not possible. To test the influence of the independently ik andy whereas in the semi-isotropic case the
definition of the charge groups, we simulated two different interface maintains a square. When the lateral pressure and
charge-group distributions. One consists of six small groups normal pressure are equal, the average surface tension is zero;
possessing net charges as small as possible (Figure 1a), whereag constant box length, specifying zero surface tension and a
the other defines four large groups with integer charges (Figure normal pressure of 1 bar is equivalent to specifying a lateral
1b). The latter was tested in simulations A and D; all other and normal pressure of 1 bar. We ignore the effect of the
simulations use the distribution with six small groups. fluctuating box length and assume that specifying a lateral and
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TABLE 1: Overview of MD Simulations

charge pressure coupling simulation time step speed

labeP electrostatics groups algorithm type nw® time (ns) (fs) (h/ns)

A cutoff (1.8 nm) 4 Berendsen anisotropic 29 150 5 20
B1 cutoff (1.8 nm) 6 Berendsen anisotropic 29 150 5 20
B2a cutoff (1.4 nm) 6 Berendsen anisotropic 29 150 5 15
B2kf cutoff (1.4 nm) 6 Berendsen anisotropic 29 100 5 15
B3 cutoff (2.4 nm) 6 Berendsen anisotropic 29 150 5 35
C cutoff (1.8 nm) 6 Berendsen anisotropic 29 50 2 30
D PME 4 Berendsen anisotropic 29 150 5 20
El PME 6 Berendsen anisotropic 29 150 5 20
E2 PME 6 Parrinello anisotropic 29 150 5 20
E3 PME 6 Berendsen semiisotropic 29 150 5 20
F RF (1.8 nm) 6 Berendsen anisotropic 29 150 5 20
G cutoff (1.8 nm) 6 Berendsen anisotropic 6 150 5 10
H PME 6 Berendsen anisotropic 6 150 5 10
11 cutoff (1.5 nm) 6 Berendsen anisotropic 35 40 5 55
12 cutoff (2.0 nm) 6 Berendsen anisotropic 35 30 5 65
13 cutoff (3.0 nm) 6 Berendsen anisotropic 35 20 5 95
J PME 6 Berendsen anisotropic 35 35 5 85
K1 RF (1.4 nm) 6 Berendsen anisotropic 35 35 5 60
K2 RF (2.0 nm) 6 Berendsen anisotropic 35 40 5 70
K3 RF (3.0 nm) 6 Berendsen anisotropic 35 35 5 105
Laf shift (1.4 nm) 6 Berendsen anisotropic 35 40 5 80
L2f shift (2.0 nm) 6 Berendsen anisotropic 35 17 5 90

a|n the first series of simulations (from A to H), the system consists of 128 DPPC molecules. In the second series (from | to L), the system
contains 256 DPPC molecules. In the first and second series, LJ cutoffs of 1.0 and 1.4 nm are used, respectively. The two series use a different
force field.® The long-range Coulomb cutoff is given in parentheseg.corresponds to the number of water molecules per DPPC molecTite
simulation rate is that reached with the GROMACS package, versions 2.1 and 3.0, on a dual-processor Pentium PIIl 1-GAZomgieange
dispersion correction is applied in simulation B2Ghe LJ interactions were smoothly switched to zero from 1.0 to 1.4 nm.

normal pressure of 1 bar is the same as specifying zero surfacehe area continues to decrease until 25 ns of simulation time
tension and a normal pressure of 1 Bar. has been reached. Simulation E2 represents an intermediate case,
A weak pressure-coupling scheffvas adopted in most of ~ where convergence is reached after 10 ns. The time needed for
the simulations. Because the Berendsen algorithm does notequilibration does not appear to depend strongly on the method
produce a perfecNPT ensemble, the ParrinettRahman used, however, but rather on the difference between the initial
barostat® was also tested in simulation E2. This algorithm better and final area per lipid. This is not always true; sometimes
reproduces pressure fluctuations and may also affect equilibriumequilibration is reached after a few nanoseconds, although the
properties such as the membrane area. difference between the initial and final area per lipid is
E. Simulation Conditions. All simulations were performed  considerable. Because of this slow relaxation, data were
with the molecular dynamics package GROMA®Sersions analyzed starting at 25 ns for simulations-A. In simulations
2.1 and 3.0. (Both versions give the same results.) Timings are|—L, relaxation was usually faster, and analysis was started at
reported for dual-processor Pentium PIIl 1-GHz nodes. Periodic 10 ns. Large thermal fluctuations of the lipid area around its
boundary conditions were applied in all three dimensions so average value are observed after equilibrium has been reached.
that actually a multilamellar system is simulated. Simulations Table 2 gives the average argper DPPC obtained for each
were carried out at a constant pressure of 1 bar and a constangimulation, with the standard error (SE) and correlation time
temperature of 323 K. DPPC and water were coupled indepen-(z,). An estimate of the error in the calculated area per lipid
dently to the heat bath. The coupling times for temperature andwas obtained using a block average procedure. Data were
pressure were set at 0.1 and 1 ps, respectively. All bond lengthsdivided inton blocks, over which subaverages were calculated.
in DPPC were kept constant using the LINCS routihend The block averages are considered to be independent of the
the water geometry was maintained with the SETTLE algo- number of blocks when the block length is much longer than
rithm.#2 The efficiency and stability of both algorithms allow &  the correlation time. By dividing the standard deviation of these
time step of 5 f¢3 Owing to this relatively large time step,  plock averages byn'2 a standard error estimate can be
simulation times could be extended up to 150 ns. One systeMcgjculated. The function of the standard error estimates as a
was simulated for 50 additional nanoseconds with a time step fynction of block size is then fitted to a single-exponential
of 2 fs (simulation C) without any change in the equilibrium  fynction. The best estimate of the standard error of the data is
properties, demonstrating that a time step of 5 fs provides then given by the limit at large block size of the fitted curve.
enough accuracy. _ The correlation time is also obtained from this'fitCorrelation
Table 1 gives a summary of the calculations performed.  {imes from 1 to 10 ns have been found. However, even slower
motions exist. A discrete Fourier transform analysis performed
on the first series of simulations indicates two main periods in
A. Equilibration and Fluctuations of Structural Proper- the range of 1520 ns and 3640 ns. A visual inspection of
ties. Depending on the simulation, the instantaneous projected Figure 2 also shows the presence of such modes, independently
area per lipid shows rather slow convergence. Figure 2 displayson the simulation conditions. Even 100-ns simulation times are
the time evolution of the area per DPPC for three selected not sufficient to sample these modes statistically. In contrast to
simulations. In simulation D, the equilibration of the area the area, the volum¥ per lipid converges very fastwithin a
requires only a couple of nanoseconds, but in simulation A, few hundred picosecondsfter which it fluctuates around 1.2

Ill. Results
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T T T T both area means as 0.002 hnve performed two additional
simulations (G and H) at reduced water content, corresponding
to six water molecules per DPPC, to investigate whether this
increase in the area depends on the hydration level. At low
hydration, the area increases by 3% from cutoff to PME,
demonstrating that the response of the area to PME is not related
to the amount of water but rather is governed by a different
balance of forces in the lipid assembly itself. In the second
series, the use of PME also enlarges the area with respect to
the cutoff method (J vs I). The difference between the truncation
method and PME becomes larger as the cutoff radius increases.
We used three values of 1.4, 1.8, and 2.4 nm for the Coulomb
cutoff in the first series (B*3). The smallest cutoff leads to
the largest average area. The area drops by about 4%Rgom

= 1.4 (B2a) toRc = 1.8 nm (B1) and by about 2.5% froR:

= 1.8 (B1) toRc = 2.4 nm (B3), which demonstrates the

A (nm?)

0.63 sensitivity of the area to the choice of the truncation radius. In
the second series (#13), an even more dramatic contraction
0.61 of the system is observed as the cutoff is increased. The total
~ volume, volume per lipid, and (especially) area per lipid decrease
< as the cutoff is increased. With the force field used in the second
< 059 series, it is questionable whether the system remains in the
liquid-crystalline state with cutoffs of 2.0 and 3.0 nm because
the area per lipid was still decreasing when the simulations were
0.57 stopped. The evolution of the area per lipid is shown for the
different cutoff radii in Figure 3. Note that the three systems
0.55 | | | L | behave similarly during the first 10 ns of simulation.

T ' ' f I i Figure 4 shows a comparison between straight cutoff, PME,
! and reaction field approaches for the first series. The order of
the area per lipid as a function of electrostatic treatment is
straight cutoff< PME < RF. The difference in the area is less
between PME and RF than between PME and cutoff. In the
second series, the same order is observed, although larger areas
are obtained with the RF approach. Increasing the cutoff within
the RF method has relatively little effect on the area per lipid
compared to that obtained from the straight cutoff technique.
Where a straight cutoff of 2.0 nm already led to a very small
area per lipid with the second force field (12), applying the
reaction field correction with the same cutoff (K2) only
moderately condenses the system compared to the RF result
0 25 50 5 100 125 ' with the smaller cutoff of 1.4 nm (K1). Apparently, the removal
time (ns) of the artificial favorable interactions just inside the cutoff sphere
Figure 2. Time evolution of the area per lipid in simulations D, A, DY the reaction field method results in a system that is reasonably
and E2. The horizontal bars represent subaverages calculated oveinsensitive to the size of the cutoff sphere. In this context, the

A (nm?)

blocks of 10 ns each. results of using a shift function, which also avoids unrealistic
_ _ _ _ _ favorable interactions just inside the cutoff sphere but does not
nm? with small amplitudes. The bilayer repeat distahgdike contain an energy term that stabilizes the dipole inside the cutoff

the area, exhibits large fluctuations. Both fluctuations are sphere (runs L1,2), are interesting. The use of a shift function
anticorrelated because the volume remains approximately does not have as dramatic an influence on the area per lipid as
constant. Average values for the volume and the lamellar repeatdoes the use of the reaction field method. The area per lipid is
spacing are also listed in Table 2. similar to the ones seen with the smallest Coulomb cutoff (11)
B. Area per Lipid. Of all of the different simulation and with PME (J). Increasing the cutoff radius from 1.4 to 2.0
conditions tested, the treatment of electrostatics has the largestim with the shift function appears to increase the area per lipid,
impact on the area. In the first series, differences are especiallyan effect opposite to that seen with the reaction field method
found when applying the particle mesh Ewald summation and the straight cutoff approach. Unfortunately, the run with
instead of a simple cutoff (runs D and E versus A and B). Lipid the larger cutoff sphere (L2) proved to be quite unstable and
areas obtained with PME are significantly higher than those therefore limited in simulation time. The reason for this
obtained with an abrupt truncation of the electrostatic interac- instability is not clear.
tions. Taking the best standard error estimates as the standard The size of the charge groups has a significant effect on the
error of an infinitely large sample, a difference in reported areas area. The change from larger to smaller charge groups results
of 0.006 nnd (or 1%) is considered to be significant. In a two- in an increase of the area per lipid by 2% with a Coulomb cutoff
tailed student’s t-test, such a difference corresponds to a(A vs B1l) and in a decrease by 2% with PME (D vs E1). The
significance level of 0.05 when taking the standard errors in effect seen with PME can be attributed to the effect of changing
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TABLE 2: Equilibrium Properties

V + SE L.+ SE A+ SE SDa TA Ka+ SE
label (nmd) (nm) (nmp) (nmd) (ns) (mN/m)
A 1.2225+ 0.0005 7.28+ 0.03 0.585+ 0.002 0.009 3.0 508 100
B1 1.2204+ 0.0005 7.14+ 0.03 0.597+ 0.003 0.011 5.0 358 100
B2a 1.2225+ 0.0006 6.8 0.02 0.621+ 0.002 0.010 2.0 458- 100
B2b 1.1717+ 0.0004 6.79+ 0.02 0.610+ 0.002 0.011 15 358 100
B3 1.2199+ 0.0010 7.3 0.06 0.583t 0.005 0.014 10.0 20& 50
C 1.2245+ 0.0005 7.12+ 0.03 0.599+ 0.003 0.009 25 508 100
D 1.2208+ 0.0005 6.63+ 0.02 0.646+ 0.002 0.011 1.0 408- 100
E1l 1.2190+ 0.0005 6.74+ 0.02 0.635+ 0.002 0.010 15 458 100
E2 1.2200+ 0.0006 6.69+ 0.02 0.640+ 0.002 0.013 15 258 50
E3 1.2200+ 0.0005 6.7 0.01 0.638&+ 0.001 0.010 1.0 458 100
F 1.2180+ 0.0004 6.62+ 0.02 0.647+ 0.002 0.011 3.0 408- 100
G 1.2200+ 0.0006 4.85+ 0.03 0.582+ 0.003 0.010 7.0 408- 100
H 1.2221+ 0.0004 4.72£0.01 0.599+ 0.001 0.007 2.0 858 200
11 1.2018+ 0.0002 7.40t£ 0.03 0.613+ 0.003 0.008 2.0 308 50
12 <1.19 <0.56
13 <1.18 <0.52
J 1.1954+ 0.0004 7.30£ 0.03 0.623t 0.003 0.007 15 308 50
K1 1.2163+ 0.0002 6.48+ 0.02 0.705+ 0.002 0.008 1.0 408- 100
K2 1.2131+ 0.0002 6.60t 0.02 0.691+ 0.002 0.008 1.0 358 100
K3 1.2111+4 0.0002 6.72+ 0.01 0.678&t 0.001 0.006 0.5 608 100
L1 1.2030+ 0.0002 7.40+ 0.04 0.614+ 0.003 0.009 2.0 308 50
L2 1.2081+ 0.0003 7.29+ 0.02 0.624+ 0.002 0.006 0.5 608 100
experiments 1.232 6.7 0.63%/0.64 2314+ 20
aSee ref 45.
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Figure 3. Time evolution of the area per lipid in simulations using Figure 4. Time evolution of the area per lipid in simulations with
different cutoff radii. The solid-line curve corresponds to runig € either a Coulomb cutoff, PME, or a reaction field. The dotted-line curve
1.5 nm), the dotted-line curve, to run IR{= 2.0 nm), and the dashed-  corresponds to run B1, the dashed-line curve, to run E1, and the solid-
line curve, to run I3Rc = 3.0 nm). line curve, to run F.

the effective cutoff for the Lennard-Jones interactions becauseParostat used (Berendsen or Parrineftahman) did not affect
the electrostatic cutoff in PME serves only as a numerical device the equilibrium properties significantly. (Compare runs E1 and
to separate direct- and reciprocal-space sums. E2. o o

The introduction of a correction term into the Lennard-Jones  C- Area Compressibility. The area compressibility modulus
potential to account for the long-range dispersion forces (B2b Ka describes an elastic property of the membrane and can be
vs B2a) leads to a global compression of the bilayer system: a'elated to the variance of the lipid area’:
decrease of 2% in the area per lipid is observed, and a decrease

) SN . ks TA

of 4% in the volume per lipid is registered. A=

The effect of pressure coupling on the area per lipid is NUA2
deduced from a comparison of simulationsL In the case
of the smaller system (first series of simulations), the anisotropic A denotes the average area per ligitlis the number of lipid
pressure coupling tends to generate a net deformation of themolecules in one layerT is the temperature, ankk is the
unit cell in the membrane plane. This anisotropy tends to be Boltzmann constant. Area compressibility moduli have been
more pronounced in the PME than in the cutoff or RF runs. A calculated for all of the simulations and are listed in Table 2,
simulation with semi-isotropic pressure coupling (E3) was added together with the standard deviations (JIn the lipid areas.
to avoid this large anisotropy in box sizes and to make sure At full hydration of the membrane, they range from 200 to 600
that it does not alter structural membrane properties. SimulationsmN/m and are above the experimental value of 2320 mN/
E1 and E3, differing by the type of pressure coupling, lead to mA#® This is due to the suppression of undulatory modes in a
statistically indistinguishable average lipid areas. The type of system of limited siz&.There appears to be no direct relation
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Figure 5. Dipole potential across the DPPC bilayer in simulations  Figure 6. Lateral (solid-line curves) and perpendicular (dashed-line
using either a Coulomb cutoff of 1.8 nm (B1, solid-line curve), PME  curves) box dipole moments as a function of time in simulations using
(E1, dashed-line curve), or RF (F, dotted-line curve). The positien either a Coulomb cutoff of 1.4 nm (B2a, left), RF (F, middle), or PME
0 is taken as the zero of the potential. (E1, right). Averages are indicated by horizontal lines. The lateral dipole
moment was calculated as§ + u,?)"% ux anduy being the dipole
between the average areas and the calculated compressibilitynoment components in theandy directions, respectively.
moduli. A looser membrane packing, characterized by a larger _. h ial is i ith d h
area per lipid, does not systematically lead to a lower compress-(F'gur? 5). The potential is flat wit PME and RF, whereas a
ibility modulus, as would be expected because of the greater POteNtial drop within the water layer can be observed when a
flexibility of membranes with larger surface areas. However, cutoff is z?jpphed. -I]:h"?] can be e>épla||ned byl‘? S|gn|f|caqct Iong]:
given the large standard errors, the observed differences are not2"9€ or erlngh Od the water hlpol €s, a ”;’W_” artifact ﬁ
highly significant. In particular, the compressibility moduli uncation methods. Despite the long simulation time, the
calculated for simulations E1 and E2 with, respectively, the Potential in the two halves of the bilayer is not completely
Berendsen and ParrineftdRahman barostats are not statistically s_ymme_tncal. Th's asymmetry_ IS pgrtlcularly pronoun_ced n
different. The two-tailed student’s t-tgswalue for a difference S|r_nulat|on_s using a cutoff, which might be another artifact of
of 200 mN/m is indeed 0.08. The only compressibility that is thlsr:echnlque. I diool i the | d
significantly different from the mean of the reported values is The average overall dipole moments in the f”“e*aﬂ an
that of run H p = 0.045). perpendlcul_arz()_ directions in the box and their fluctuations
D. Dipole Potential and Dipole Moments.Lipid bilayers are shown in Figure 6 for straight cutoff (1.4 nm, run B2a),
possess an internal dipole potential between the hydrocarbonreac'“orr'] field (F), and PME g?l) rugs.hThgﬁarea per .Ilplg. ml
interior and the aqueous phase surrounding the headgroups. Thi ese t reehrunlz 'i corfnpargl ?'d"’,m ,t € fl ﬁrenf(;es in flpy?e
potential results from an ordering of the water dipoles at the r‘r:oments shou Ledre Orﬁ €n |cat_:2/_e Of the e et(;‘ts 0 g €
interface that overcompensates for the contribution of the lipid electrostatics methods. T e most striking feature observed in
dipoles. The dipole potential across the DPPC bilayer was Flgqree is the difference in the lateral dipole moment bet\(veen
determined as follows. The simulation box was divided into Straight cutoff_and RF or_PME. Both the average lateral d|pole
slices of 0.1-A thickness perpendicular to the bilayer normal, moment and its qucFuanons are much smaller in the straight
and the time-averaged charge density was computed in eac utoff mithOd' The dlffelrence t?etweefllw RF ar_1d PME 'i not_ve:y
slice. The dipole potential profile along the bilayer normal was 'a/9€- The average values of and fluctuations in the dipole

estimated by integrating this charge distribution twice using moments appear to be somewhat larger in the PME. approach.
Poisson’s equation: The magnitude of the lateral dipole moment found in the RF

and PME simulations represents about 10% of the maximum
1 2 , possible for perfect alignment of the—R dipoles. The
Y2 — yp(0)=— —fo dz ﬁ) p(z") dz' distribution of the lateral dipole moment vector orientation is
€0 found to be random; the direction of the vector changes in time
with a correlation time of about 10 ns for the straight cutoff
¥(2) andp(2) are the time-averaged dipole potential and charge sjmulations and about 40 ns for the RF and PME simulations.
density as a function of, respectively, ando is the vacuum E. Diffusion Coefficients. To determine whether dynamic
permittivity. The origin of thez axis was fixed in the middle of  properties of the bilayer are sensitive to the different simulation
the water layer, where the potential was chosen to be zero. Theconditions, we compared the lateral diffusion coefficients of
potential curves were evaluated for different simulations and the DPPC molecules within the membrane plane. The lateral
are plotted in Figure 5. The magnitude and the overall shape of giffusion coefficientD,y can be obtained from the slope of the

the potential profiles are similar to those reported in previous |ateral mean-square displacement (MSD) versus time:
simulations!®47 A positive potential of several hundred mil-

livolts with respect to the water region is found in the bilayer . 1d 2

interior. In the first set of simulations, a potential difference of Dia = !EEZ d—tliﬂr(t o) — (Il

620+ 20 mV is generated with PME (average value over runs

D, E1-3), 720+ 100 mV is generated with a cutoff of 1.8 nm  The mean-square displacements were calculated for the center
(runs A and B1), and 83& 50 mV is generated with RF (run  of mass (COM) of each DPPC molecule and averaged over time
F). The most striking difference between the three groups of and over all of the lipid molecules. represents the COM
simulations is the shape of the potential in the aqueous phasepositions. To improve the statistics, the time origimas shifted
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TABLE 3: Lateral Diffusion Coefficients onds. As previously found by Lindahl and Edhélemd Marrink
Dia & SE (10° crr?/s) and Ma'rkf,3 large fluctuations of the membrane area with long
label Uncomected corrected correla’qon times (up to 10 ns) occur. 'These Iarge area
fluctuations can be attributed to the contribution from a hierarchy
A 350+ 150 3.4+0.4 of motions, including the isomerization, rotation, and diffusion
Bt 12030 S of individual lipids, as well as collective motions of the bilayer
E1 40+ 15 8.8+ 0.5 itself such as the appearance of undulations. Owing to this slow
E2 35+ 5 8.2+ 0.6 process of area fluctuations, simulations of multiple tens of
E3 1545 6.7+ 0.7 nanoseconds are needed to trust the calculated average areas.
F 150+ 50 9.9+ 0.7

B. Area: Poor Judge of Methodology or Force Field.

every 25 ps. Before calculating mean-square displacements, d?eproducin_g experimental values for the lipid area with care is
correction was introduced into the lipid coordinates. Although Particularly important because a large number of both structural
the center of mass of the whole system is reset after each step@nd dynamic quantities are strongly connected to the area.
both lipid layers can acquire some drift velocity and develop Natqrally, larger areas allow more d|so.rder in the lipid tails,
an opposite COM motion while the total COM motion for the leading to an enhanced gaughe population and decreased order
system is still zero. The random relative motions of the two Parameters. The only exception seems to be the area compress-
layerd give rise to an apparent supradiffusivity that is purely ibility, for which we do not observe a clear correlation with
artificial and needs to be removed. For this reason, the DPPCarea.
coordinates were corrected by subtracting these monolayer COM Comparing the areas per lipid that we obtain for our DPPC
motions. The uncorrected and corrected lateral diffusion coef- systems using different methodological approaches (Table 2),
ficients were calculated over 62.5 ns, using data between 25it appears that almost any area per lipid can be reproduced. Areas
and 150 ns, and are given in Table 3. The corrected values foras small as 0.5 nfror as large as 0.7 nhean be obtained with
the diffusion coefficients are on the order of ¥010-8 cn¥/s similar force fields. In contrast to the area, the volume per lipid
and are in good agreement with the coefficient of 342108 does not appear to be very sensitive to methodological changes.
cn¥/s reported by Lindahl and Edholnin a 100-ns DPPC For the area, the exact balance of forces between the headgroups
simulation. Experimentally, Sheats and McConngllising a and between the tails is crucial. The important question now
spin-label technique, measured a lateral diffusion coefficient is, Can we, on the basis of the obtained areas, judge the quality
ranging from 9.9x 1078 to 12 x 1078 cn¥/s in planar DPPC  of the different algorithms and parameters? Clearly, the simula-
multilayers at about 48C. Kuo and Wad# determined the tions corresponding to the extreme values for the area are wrong
lateral diffusion coefficient of DPPC in multilayers by pulsed in the sense that they do not properly model a DPPC membrane,
NMR at various temperatures and hydration levels. Interpolating but DPPC bilayers with an area per lipid in the range ©.62
their data at 323 K for 40 wt % water results in a coefficient of 0.66 nn?, within a few percent of the experimental value of
about 9.5x 1078 cn?/s. Orald and co-worker& also using 0.63-0.64 nn3, are very similar in their properties. Interestingly,
pulsed NMR, found a lateral diffusion coefficient of about 28 areas per lipid in this range can be obtained using significantly
x 1078 cmf/s for DMPC at 323 K using an Arrhenius different methods. Whether using cutoffs, shift functions, RF,
temperature dependence with an activation energy of 49 kJ/or PME, a reasonable area can be obtained. Therefore, the area
mol. Pace and Chahpredicted a coefficient of about 1% per lipid is not a good measure of the quality of the force field
1078 cn¥/s from a jump-diffusion model for two-chain lipids  or of methodology; the right combination of force field and
at 323 K for a probability of jump success of 50%. Correlation methodology can always reproduce the proper area. As stated
between the area per lipid and the lateral diffusion coefficient above, once the area is correct, most of the other properties
is intuitively expected because larger areas would lead to anappear to be reasonable, and this is why the large number of
increased mobility of the lipid molecules and thus to higher DPPC simulations available in the literature, using very different
diffusion coefficients. Although the diffusion coefficients force fields and simulation methodologies, results in bilayers
obtained with PME or RF tend to be slightly larger than those with very similar properties.
obtained with a Coulomb cutoff (D vs A, E1 vs B1, or F vS ¢ Effect of Long-Range Interactions. In the series of
B1), the observed differences are rather small and statistically simylations performed, the area proved to be very sensitive to
insignificant. A truly diffusive regime is reached only at the details of the simulation and especially to the treatment of
simulation times longer than 20 ns on average. In simulation jong.range electrostatic interactions. The observed effects can
A, a long-time diffusive behavior could not be observed. be explained by examining the properties of the electrostatics
methods in conjunction with a simple model of a phospholipid
bilayer. In a simple picture, the phospholipid bilayer system
A number of important conclusions can be drawn on the basis may be viewed as two constrained dipole layers with the
of the simulations in this paper. Although the simulations zwitterionic headgroups as the basic dipoles constituting the
considered only one type of lipid and two similar force fields, layers. The lipid dipoles in a layer will generally be aligned
we expect the effects we observe to be more generally valid. roughly parallel to each other and to the bilayer normal because
A. Equilibration Times on the Order of 10—20 ns of the shape of the lipid molecule and headgroup hydration,
Required for Phospholipid Simulations. Clearly, long simula- thereby having a direct repulsive Coulomb interaction with each
tions are required to calculate basic equilibrium properties such other. The dipole-dipole repulsion can be relieved by tilting
as the area per lipid accurately. In the present simulations of the dipoles with respect to each other. Dipoles ideally adopt
the DPPC bilayer, the equilibration of the area per lipid requires head-tail arrangements or align antiparallel to each other. In a
on average 5 to 10 ns and even up to 25 ns in some cases. Theilayer, tilting the lipid headgroups is possible to a limited extent
slow convergence that is observed demonstrates that thein the lateral directions. Once tilted in the lateral directions,
generation of sufficient equilibrium sampling cannot definitely the headgroups have more freedom to adopt favorable orienta-
be obtained in simulations covering only a couple of nanosec- tions. There are various energetic costs for this tilting. First,

IV. Discussion
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tilting the headgroup requires a larger projected area of the lipid. in ionic systemd318 Increasing the cutoff only makes things
The cost for this is the loss of attractive interactions in the tail worse. (Compare runs B13 and runs 1%+3.) The effect
region. Second, tilting the headgroup at the same area per lipidincreases with increasing cutoff distance because the number
will reduce the hydration of the headgroup because a tilted of these favorable interactions grows faster (scaling wih
headgroup is less exposed to water. This can be remedied bythan the strength of the interaction diminishes (which goes as
pulling the lipid out of the bilayer somewhat, which will again Y/, because of the nonneutral charge groups).
be at the cost of attractive interactions in the tail region. Third,  As an alternative method, one could use a shift function with
condensing the headgroups into the plane of the membraneor without a reaction field correction to the energy. It avoids
results in a loss of entropy. the artifacts arising from cutting through dipoles as in straight
In straight cutoff techniques, only short-range interactions are cutoff methods, and it also avoids dipole correlations across
minimized. Tilting of the headgroup is seen to a limited extent the simulation cell possible with Ewald methods. The RF
and is reflected in a relatively small lateral dipole moment of method has already been discussed. The GROMACS shift
the simulation box (Figure 6). In contrast, both PME and RF function appears to be intermediate between straight cutoff and
show a large lateral box dipole moment due to strong tilting of RF. On one hand, it does not suffer from the dipetigpole
the headgroup dipoles in the lateral directions. Tilting of correlation artifact associated with straight cutoff, but on the
headgroups into the bilayer plane is the cheapest way of building0ther hand, it avoids a large lateral dipole moment as seen with
up dipole moments and is rewarded energetically in both Ewald RF. If computational speed is important and one wants to avoid
and RF methods. Ewald methods may thus induce artifacts bythe artifacts from cutting dipoles, the use of shift functions is
building up large simulation cell dipoles that are being replicated appealing, although a larger dependence on cutoff distance was
into infinity and interact favorably with each other. The reaction Oobserved with the shift function as compared to the RF approach
field model stabilizes local dipole moments. This results in a and instabilities in the simulations were registered as the cutoff
lateral expansion of the bilayers compared to straight cutoff distance was increased.
methods (compare A and BB to F, and 113 to K1—3). The Apart from the long-range electrostatic interactions, the long-
difference between RF and PME for the area per lipid dependsrange dispersion interactions can also have a significant effect
on the balance of forces within the bilayer. For the first force on the membrane properties through the modulation of the
field, RF (cutoff 1.8 nm) and PME give very similar areas System density. Including a long-range dispersion correction for
(compare F and E), whereas for the second force field the areathe Lennard-Jones interactions (run B2b) produces a slight
with RF is larger than with PME (compare K and J). The RF decrease in the area but a net decrease in the volume per lipid,
approach seems to converge to the PME result if the cutoff resulting in a clear contraction of the membrane. The LJ
radius is increased (compare runs+3to J), which is expected interactions also account for small but significant changes in
because the “local” dipole moment within the cutoff sphere area observed upon increasing the number of charge groups with
approaches the box dipole moment with increasing cutoff. PME, as can be seen from the comparison of runs D and E1.
Unfortunately, with large cutoffs, the RF method becomes D. Effect of Pressure Coupling and Time StepThe type
impractical because of the loss of computational speed. of pressure-coupling scheme appears to have no significant
Another possible artifact for bilayer systems in Ewald ©fféct onthe equilibrium properties of the bilayer (compare E1
methods is the arrangement of dipoles parallel to an axis at half@nd E2). Although the ParrinefetRahman method is to be

the axis size. In this particular arrangement, the forces betweenPreferred on theoretical grounds (in contrast to the Berendsen
parallel dipoles are zero, introducing strong spatial correlation Method, it generates a well defined ensemble), the Berendsen

into the systeni2 If the system is small enough, then this could SCheme is more practical because it damps large oscillations in
be a considerable driving force. The tendency of the unit cell POx dimensions that may occur, especially during the equilibra-
to become rather asymmetric in the smaller system (runs D, tion stage. Caution |s_need(_ad when coupling anlsotroplcal_ly. _If
E1,2, and H) may find its origin in the fact that two charges do ©N€ ©f the lateral dimensions becomes too small, periodic
not exert a force on each other at a distalt& wherelL is the ordering effects appear, especially when using PME. For larger
dimension of the unit cell. However, as the dimension of the SYSIEMS, the anisotropy is not worrisome because it does not
unit cell exceeds the mean headgretyeadgroup distance many ~ S€€M to influence any of the system properties. Finally, the
times, the long-range ordering artifact is counteracted by CUTT€Ntconstraining algorithms allow a time step of 5 s, which
stronger fluctuations induced by the short-range interactions. can be safely used in phosphatidylcholine bilayer simulations
The PME run done on the larger system (J) did not show a (compare Bl and C).

strong tendency toward an asymmetric unit cell. However, for
pure bilayer systems that are not too small, Ewald techniques

appear to be more appropriate than straight cutoff methods to  The series of simulations presented in this paper show that
the simulation of fluid-phase bilayers, but one should reaI.ize 10 to 20 ns of equilibration time are required for MD studies
that in mixed systems (i.e., bilayers with drugs or proteins of phospholipid bilayers. The area per lipid is observed to be
embedded or with water channels inside) standard 3D Ewaldery sensitive to the simulation conditions, especially to the
methods can create artificial orcr. treatment of long-range electrostatics. As long as the area
The effects on the area of the bilayer observed with increasedremains within the experimental range, reasonable lipid proper-
cutoff distance with the straight cutoff technique are reminiscent ties are observed. With the right combination of methodology
of the contraction of dipolar systems on increasing the electro- and force field, lipid bilayers with areas close to the experi-
static cutoff described for pure liquid318 The contraction is mentally determined one can be obtained with any approach to
explained by the build up of favorable interactions just inside treating the long-range electrostatics. Benefits and artifacts of
the cutoff sphere, reducing the outward pressure of the system.each method can be pointed out, demonstrating that none of
The nonneutrality of the charge groups gives rise to the creationthese methods is perfect for the simulation of interfacial systems.
of artificial charges, which causes an even stronger lateral long- Straight cutoff methods, however, most clearly show some
range attraction in the bilayer, analogous to the effects observedunwanted ordering effects and should be avoided in pure bilayer

V. Conclusions
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simulations. Instead of straight cutoff methods, shift functions

can be applied: artificial correlation effects are removed, and
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computational speed is maintained. In the present simulations ™~ 5y Bostick, D.; Berkowitz, M. LBiophys. J2003 85, 97.
of DPPC bilayer systems, PME and RF approaches seem to be (26) Tieleman, D. P.; Hess, B.; Sansom, M. SBRphys. J2002, 83,
the most reasonable options, leading to stable runs and alleviat2393.

ing severe artifacts. It is further shown that time steps in o7

combination with proper constraining algorithms and a united-

atom model can be taken up to 5 fs. Details of the pressure
scaling method appear to be unimportant to the observed bilayer':

properties.
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