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It isnow widely recognised that constructing a demain model, or ontology, is animportant
step in the devdopment of knowledge based systems. What islacking, haveve, is a clear
understandng d how to buld ortologies. In this paper we surveythe work which has been
dore so far in beginning to provide a methoddogy for building ortologies. Thiswork is dill
formative, andrelies heavily on paticular experiences. We also provide some discusson d
thiswork, andidentify the keyisaues that must be addressd if we are to moveon from

ontology construction keing an at andto makeit an undrstoodengineaing process

1. Introduction

It is now widely recognised that constructing adomain model, or ontology, is an important step
in the development of knowledge based systems. The alvantages of such damain models have
been widely canvassed, and include enabli ng the sharing of knowledge, the re-use of knowledge,
and the better engineaing of knowledge based systems with respect to aaqquisition, verification
and maintenance. If, however, we examine ontologies, we find significant variety in them, even
when they have been constructed for very similar purposes [32]. At present the @nstruction d
ontologiesis very much an art rather than ascience This stuation reedsto be dhanged, and wil|
be changed only through an urderstanding of how to go about constructing ontologies. In short
what is neaded isagoodmethoddogy for developing ontologies. So far anumber of suggestions

for such a methoddogy have emerged as people refled on their experience of building
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ontologies. In this paper we will survey this work, and some other work giving insights into

ontology development, and provide some comparative discusson.

2. Methodologiesfor Ontological Engineering

There ae agrowing number of methoddogies that spedficdly address the isaie of the
development and maintenance of ontologies. In this edion, we present a (fairly comprehensive)

survey.

2.1. TOVE

Based onexperiencesin the development of TOVE (Toronto Virtual Enterprise) the foll owing
approad to engineeing ontologiesis developed ([15], [16], [17], [30]):

(1) motivating scenarios. the start point is a set of problems encourtered in a particular
enterprise, which are often in the form of story problems or examples.

(2) informal competency questions: requirements of the ontology, based on the motivating
scenario, described asinformal questions that an ontology must be able to answer; this phase acts
as an evauation onthe ontologicd commitments made in the previous dage.

(3) termindogy spedfication: the objeds, attributes and relations of the ontology are formally
spedfied (usualy in first order logic).

(4) formal competency questions: the requirements of the ontology are formali sed in terms of
the formally defined termindogy (see epeadally [16]).

(5) axiom spedfication: axioms that spedfy the definition o terms and constraints on their
interpretations are given in first-order logic, guided by the formal competency questions as the
axioms must be necessary and sufficient to express the cmmpetency questions and their solutions.
(6) compl eteness theorems: an evaluation stage which assesses the competency of the ontology

by defining the mnditions under which the solutions to the mmpetency questions are compl ete.

The initial description d the tasks to be suppated by an ortology in terms of motivating
scenarios seems to result from the methodology being abstracted from the devel opment process

undertaken in the TOVE projed. Motivating scenarios are only one of many ways in which such



tasks could be described and in order to arrive & a more comprehensive methodology, it would

probably be necessary to incorporate other types of representation.

The TOVE approach is most interesting for the emphasis on ortology evauation, espedally as
ameans of performingthis evaluation is provided in the form of completeness theorems. These
theorems are useful in an umber of ontology maintenancetasks, e.g. assessing the extendibility
of an ortology - any extension must be a@le to preserve the validity of the completenesstheorems

- or to provide abenchmark for ontologies [16].

2.2. Enterprise Model Approach

In [29] a skeletal methoddogy for ontology construction is described, based largely on the
experience of developing the Enterprise ontology ([27]). Thisisthen considerably refined in [28]
to give the foll owing:

(1) identify purpose: determinesthelevel of formality at which the ontology should be described.
(2) identify scope: a “Spedfication’ is produced which fully outli nes the range of information
that the ontology must characterise. This may be done using motivating scenarios and informal
competency questions, asin TOVE or by “brainstorming and trimming” i.e. produce alist of
potentially relevant concepts and celete irrelevant entries and synornyms.

(3) formalisation: creae the “Code”, formal definitions and axioms of termsin the Specification.
(4) formal evaluation: the criteria used may be genera, such asthose givenin [16] and [10], [11],
[12], [14] (see2.3 below), or specific to a particular ontology, such as checking against purpose
or competency questions. This dage may cause arevision d the outputs of stages 2 and 3.

In common with most receit KBS development methoddogies, the Enterprise gproac
distinguishes between the informal and formal phases of ontology construction. The informal
phase invaves identifying key concepts then giving text definitions for concepts and
relationships. Asthe use of existing knowledge acquisition techniques is recommended for this
informal stage, noadviceis given on hav to identify ontological concepts. In fad, this comment
applies not only to the Enterprise approadc but to all of methodologies described in this section,

as nore seam to addressthisisaie dthough such guidelines are avail able (e.g. seesedion 3.9



2.3. METHONTOLOGY

Initialy described in [13] and ypdated in [8], METHONTOLOGY starts by identifying the foll owing
adivities that are involved in the development of an ortology.

(2) spedfication: identify the purpaose of the ontology, including the intended users, scenarios of
use, the degreeof formality required, etc., and the scope of the ontology including the set of
termsto be represented, their characteristics and the required granularity. The output of this phase
is a natural-language ontology spedficaion dacument.

(2) knowledge acquisition: this occurs largely in parallel with stage (1). It is non-prescriptive &
any type of knowledge source and any €licitation method can be used, athouwgh the roles of
expert interviews and analyses of texts are spedficdly discussd.

(3) conceptualisation: domain terms are identified as concepts, instances, verbs relations or
properties and ead are represented using an applicable informal representation.

(4) integration: in order to oktain some uniformity acossontologies, definitions from other
ontologies, e.g. Ontolingua standard unts ontology, shoud be incorporated.

(5) implementation: the ontology is formally represented in alanguage, such as Ontoli ngua.
(6) evaluation: much emphasisis placed on this gagein METHONTOLOGY . The techniques used
are largely based onthose used in the validation and erificaion d KBSs. In [14] a set of
guidelinesis given on hav to look for incompl etenesses, inconsistencies and redundancies.

(7) documentation: collation d documents that result from other adivities.

Thelife gycle of an ortology, in which these adiviti es are ordered, is based an the refinement of
a prototype. An ortology goes through the foll owing states (which correspondto some of the
adivities identified abowe): spedficaion, conceptualisation, formalisation, integration,
implementation. Finaly, the ontology enters the maintenance state, which. Knowledge

aquisition, evaluation and daumentation are caried duing the entirelife g/cle.

Like TOVE, the most distinctive aped of METHONTOLOGY is the focus on maintenance (see
[10], [11], [12], [14]). The main dff erence between the two is that in METHONTOLOGY the focus
is on comprehensively addressng the maintenance stage of the life o/cle of an ortology whereas

TOVE utilises more formal techniques to addressa more limited number of maintenanceissies.



2.4. KBSl IDEF5

The IDEF5 method is designed to asdst in the aeaion, modificaion and maintenance of
ontologies[19]. As ontological analyses are necessarily open-ended, it is suggested that it is not
prudent to adopt a “cookbook’ approach to ontology development. The IDEF5 methodology is
thus a general procedure with a set of guidelines:

(1) organising andscoping: establishes the purpose, viewpoint, and context for the ontology
development projed. The purpose statement provides a set of “completion criteria” for the
ontology, including objedives and requirements. The scope defines the boundries of the
ontology and spedfies parts of the systems that must be included or excluded.

(2) data collection: the raw data needed for ontology development is acquired using typical KA
tedhniques, such as protocol analysis and expert interview.

(3) data analysis: the ontology is extracted from the results of data colledion. First, the objects
of interest in the domain are listed, foll owed by identification d objeds onthe boundxries of the
ontology. Next, internal systems within the boundary of the description can be identified.

(4) initial ontology devdopment: a preliminary ontology is developed, which contains
proto-conceptsi.e. initial descriptions of kinds, relations and properties.

(5) ontology refinement andvalidation: the proto-concepts are iteratively refined and tested. This
is esentialy a deductive validation procedure a ontology structures are “instantiated” with

adual data, and the result of the instantiation is compared with the ontology structure.

Asthe IDEF5 methodd ogy is based on refinement of the outputs produced, even with regard to
theinitial scope and level of detail, again we have an evolving prototype model. This gradual
refinement is facilitated through the use of two representation languages. The initial ontology is
defined with the schematic languagg, a graphicd notation that is used to express the most
common forms of ontologicd information duing a projed. The schematic language is used
mainly for communicaion ketween damain expert and the ontology developer. The initia
representation is then analysed and recast into the more structured elabaration language based
onKIF.

A useful inclusionin the IDEFS methoddogy is the library of commonly used relations. This

comprises definitions and characterisations of classification relations (including classinclusion



relations), meronymic relations, temporal relations, spatial relations, influence relations,

dependency relations and case relations.

3. Additional Methodsin the Development of Ontologies

In addition to the development methoddogies discussed in the previous dion, many other
approaches address a specific agpect of ontology development. As these descriptions do not claim
to be comprehensive, it would be unfair to compare them with those described in the previous

sedion. They do havever provide valuable insights into the development of ontol ogies.

3.1. Ontolingua

The guides for use of the Ontolingua server [5], [6], [7] contain adviceon krowsing, developing,
maintaining and sharing ontologies gored at the server. The Ontoli ngua language is based onthe
syntax and semantics of KIF. One of the main benefits in using the Ontolingua server is the
accessit provides to a library of previously defined ortologies. This library is extended as
devel opers of new ontologies add to the repaository. Thus, orntology construction in Ontoli ngua
is based onthe principle of modular development. Ontologies from the library can be re-used in
four different ways:

(&) inclusion: ontology A isexplicitly included in ortology B. The vocabulary of ontology A is
trangated into the vocabulary of ontology B. Thistrandation isthen applied to the aioms of A
and the translated axioms are alded to B [6]. Multipleinclusionis sippated.

(b) pdymorphic refinement: where adefinition from an ortology is included and refined. For
example, the addition qoerator, defined in anumber ontology, can be included in ortology A and
extended to apply to strings and included in ortology B and extended to apply to vedors.

(c) redtriction: arestricted verson d one ontology isincluded in ancther, e.g. anumber ontology
included in an integer ontology with the restriction that al numbers are integers|[6].

(d) cyclicinclusion: as ontology inclusion (i.e. (a)) istrangitive, situations such as the following
are dlowed: ontology A isincluded in ortology B, ortology B isincluded in ortology C and
ontology C isincluded in ortology A.

These distinctions are very useful in the re-use of ontologies, dthough it is not clear whether they
exhaustively spedfy the relationships between ortologies, e.g. mapping functions that convert



from one ontology to ancther do nd seam to be avered. Ontolingua is the de facto standard
means of implementing ontologies athough amore mwmprehensive methoddogy shoud be used

in conjunction with the server.

3.2. CommonKADS and KACTUS

CommonKADsis awidey used methoddogy for the development of knowledge based systems,
inwhich ortologies play an important role. The KACTUS project was afollow-up projed which
focused onthe isaue of ontology development. An engineaing approad is adopted, stressng
moduar design, redesign and reuse [23], [33]. An ortology is constructed from a library of
small-scde ontologies, which requires mapping between the various ontologies included in the
development of the new ontology. Two kinds of mapping functions are defined between the
vocabularies of ontologies:

(i) there is no change in the semantics of expressons of the mapped ortology.

(ii) a dnange occurs in the semantics of the mapped ortology as an interpretation o it occurs.
The seledion d relevant ontologies from a library is suppated by an indexing schema for
ontologies. This charaderises the interpretation context of the use of an ortology acwrding to
three dimensions. task type; problem-solving method and damain-type. The moduar
development principleis commonin ontological engineering and follows from the focus on re-
use. Althowgh the work on mapping functionsis currently quite limited, the approach seems to

have potential in tail oring ontologies to particular applicaions.

3.3. PLINIUS

The Plinius projed [22] attempts the semi-automatic extradion d knowledge from
natural-language texts, namely the title and abstracts of bibli ographic document descriptionsin
the on-line version d Engineaed Materias Abstrads. The Plinius ontology was developed to
suppat the trandation d natura-language sentences into expressons in a knowledge
representation language [31]. Those design dedsions taken duing the development of the
ontology which appeaed to be domain-independent have been propcsed as general ontology

development principles. These ae:



(2) conflicting assertions abou the same entity can be more readily discovered if the concepts
are defined asfully as possble.

(2) pre-existing formal theories are taken as given and adomain ortology does not speafy the
semantics of logicd constants.

(3) an ortology shoud be independent of any particular knowledge representation language.
(4) the principle of the amnceptual construction kit states that an ontology consists of primitives
concepts and construction rules that all ow the definition o all other conceptsin terms of these
primitives.

(5) abattom-up approadc istaken in arder that the ontology exhibits sufficient completeness for
the intended task (see principle 7). Thus the @mnceptua construction kit consists of the
bottom-level concepts together with rules for the nstruction of higher-level concepts from
these.

(6) the development of an ortology shoud be based onengineeing dedsions, e.g. dedsions
abou the inclusion d particular concepts soud be based onakind d cost-benefit analysis.
(7) the ontology should be asses=ed in terms of its compl eteness with respect to the intended task.
This completenesscriterion can be decompaosed into two sub-criteria: coverage (is every concept
of interest covered?) and granularity (is every relevant distinction made?).

Although the aithors claim that these principles apply generaly in the development of
ontologies, they also suggest that they are not aways snsible or even feasible. Guidelines on
when these principles do a do nd apply would therefore be auseful addition.

3.4. ONIONS

The ONIONS (ONtologic Integration Of Naive Sources) methodology [9], [24] is motivated by
the knowledge integration problem, i.e. how to integrate heterogeneous sources of information
in knowvledge aquisition. This problem is addressed through the aedion d aformal domain
ontology by the integration d existing repasitories of knowledge. One of the most distinctive
aspeds of the ONIONS approach is the method d ontology aaqquisition. This produces a
nonformal ontology, a schematic acourt of the mnceptualisation d a domain. Rather than
focus on the issue of a final representation d an ortology, ONIONS focuses on problems in
ontology acquisition such as modelling stopover, (‘how do we stop over -refining an ontology?')

and knavledge relevance (‘how dowe state what is conceptualy relevant?) . The solution used



in ONIONS is that stop-over and relevance ae both dependent on the intended task(s) of the
ontology, athough no means of determining the adequacy of an ontology with resped to task has

yet been given.

3.5. Mikrokosmos

A total of thirty guidelines were developed to assst in the development of the Mikrokosmos
ontology [20], [21]. While most make sound suggestions, some ae obviously spedfic to the
particular use of the ontology or even to the Mikrokasmos projed (e.g. “Keep ather languages
in mind. Just becaise English names are used for the amncepts in the ontology, we must not
forget that the ontology must be equally useful for interpreting or generating any of a set of
natural languages’, [20] p.60 and therefore canna be generali sed to form part of an approach
to ortology development. However, some of the guidelines can be gplied more generally.
Examples of the guidelines are: “if something has afixed pasitionin time and/or space it's an
instance if nat, it's a cncept” and “do nd creae spedalised events with new arguments as
concepts unlessthey are significantly different from existing concepts (e.g. walk_to_airport,
walk_to_car_park, etc.)”. Wethus have aset of interesting heuristics that are used in making fine
detail design choices when bulding an ortology; such heuristics could be useful in any

methoddogy.

3.6. MENELAS

The MENELAS ontology was designed as part of anatural language understanding system ([ 3],
[4]). Four principles useful in the development of taxonamic knowledge in ortologies are
described:

(1) similarity: a subclassmust be of the same type & its parent.

(2) spedficity: a subclassmust have some difference that distinguishes it from it parent (the
differentia@. This difference with the definition d the parent form necessary and sufficient
conditions for the definition d the subclass

(3) oppaition: the subclasses of a ancept are incompatible with ead ather.

(4) unique semarntic axis: the subclasses of a wncept can be wnstrained to dffer from the parent

in some cmmon roperty or ‘axis'.



Again this offers asgstance mainly at a fine level of detail. It does, howvever, take arather

idedised view of taxonamies which may not be gpli cable to many domains.

3.7. PHYSSYS

Thisisan approach that address problems in the use of libraries of ontologies, such as dructuring
of the library, retrieval of applicable mmporents and maintenance of the library [1], [2]. The
methodaims to fadlitate the selection d pre-existing ontologies based on dynamic knowledge
construction rather than the simple selection of knowledge cmponents. Two types of ontology
are distinguished:

(a@) primary: represent adomain from some point of view (e.g. functional, behavioural, etc.)
(b) seconday: introduce alditional distinctions that can be gplied to oljedsin (a).

Theterm ‘ontologicd mapping’ is used to describe the processwhereby an entity of a primary
ontology is further differentiated through the gplicaion d a dimension from a secondary
ontology. The mapping exists between the secondary and the primary ontology. Constraints on
a secondary ontology restrict the goplication of its elements. An antological commitment is added
as aresult of ontologicd mappings, giving a new ontology. This technique derives from an

engineaing domain, and may not be goplicableto lesswell defined damains.

3.8. SENSUS

Described in [26], this approach is based on the assumptionthat if two knawledge bases are built
ona cmmon ortology, knowledge can be shared between them more reaily sincethey share
a ommon unaxlying structure. Firstly, two kinds of ontology are distinguished:

(a) domain ortology: provides a set of terms for describing some domain.

(b) theory ontology: provides a set of concepts for representing some asped of the world (e.g.
time, space causdlity, etc.)

SENSUS is abroad coverage ontology that includes both high and intermediate level (but not
domain-specific) terms. It was developed by merging the Penman Upper Mode, Ontos, WordNet
and semantic caegories from eledronic dictionaries (Engli sh, Spanish and Japanese). The terms
are organised into an AKO (subsumption) lattice but do nd include slots as the gplicdionis
expeded to dictate what relations are most appropriate.



In the development of a domain-spedfic ontology, some “seed” terms are seleded as
representative of relevant domain-spedfic concepts. These terms are then linked (by hand) to
SENSUS. All of the cncepts from the seed terms to the root of SENSUS are included in the
final ontology. Other terms are dso included, such as (i) relevant semantic caegories, and (ii)
entire sub-trees of (nornthigh level) nodes that have alarge number of paths running through them
from domain-spedfic termsto the root. SENSUS terms not included are deemed irrelevant and

are pruned from the domain-spedfic ontology in order to reduce storage and increase dficiency.

3.9. Guarinoet al.

Asdiscussed in [18], [25] defines sortal predicates, i.e. those that alow usto identify athing as
a particular kind, as providing a principle for distinguishing and courting individuals, e.g.
‘apple(X)’. This contrasts with nonsortal predicaes, which suppdy such a principle only for
individuals already distinguished, e.g. ‘red(X)’. In [18] apredicateis deemed to be sortdl if it is
(a) courtable, i.e. the predicae dlows a given oljed to be identified amongst other kinds of
objects, and (b) temporally stable, i.e. if the predicate holds for an dbject at agiven time, it also
holds for the same objed at another time. Further, a substantial sortal is one that is ontologicdly
rigidi.e. it cannot lose the property without losingits identity. Substantial sortals are predicates
that identify the type of an entity and shoud therefore be defined as classes. Non-substantial

sortals shoud be defined as roles onthose dasses.

This kind d analysis neals to be incorporated into a cmprehensive ontology development
methoddogy in order to enable one to determine those predicaes that shoud be included as
classes and those that should be specified as roles. Indeed, this type of analysis seemsto be one
of the main principles that would separate an ortology development methoddogy from the
domain modelli ng aspeds of a KBS development methoddogy.

4. Discussion

Although there ae mnsiderable differences between the methoddogies described abowe, a

number of paints clealy emerge:



(1) many of the methodologies take atask as a starting point. Thisis obviously very useful, if it
ispossble: it focuses the aquisition, povides the potential for evaluation and provides a useful
description d the caabiliti es of the ontology, expressd as the aility to answer well defined
competency questions. On the down side, however, it seemsto provide limitations to the re-use
of the ontology; tying the ontology closely to a task seems to admit defed in the faceof the
interadion problem. It raises the question d whether ontol ogies are homogeneous, or whether
reuse ontologies, sharing ontologies and design ortologies may turn ou to be rather different
things, needing to be built in dfferent ways.

(2) the comprehensive development methoddogies described in sedion 2 seem to be split
between mainly stage-based models (TOVE and ENTERPRISE) and evolving prototype models
(METHONTOLOGY and IDEF5), although the distinction is nat quite as clean as this might suggest.
Both approaches have benefits and drawbadks. Where the purpose and requirements are dear at
the outset, a stage-based approach seems more appropriate whereas where no clear purpose has
been identified, the evolving prototype model may be more gplicable. It may be useful to have
a set of guidelines that advise on the overal approad that shoud be taken or for a particular
methoddogy to spedfy the kinds of analyses to which it is most suited.

(3) there aetypicadly separate stagesto produce first an informal description of the ontology, and
then its formal embodiment in an ontology language. The existence of these two descriptionsis
an important charaderistic on ortologies, and the informal description dten caries through to
the formal description (for example, the aucia role of commentsin Ontolingua). Ontologies are
intended to help bridge the gap between the executable system and the real world it models, and
for this an identifiable nexus between the formal and informal descriptionsis essential.

(4) thereis an expedation that alibrary of ontologieswill be acemulated, and form the basis for
further ontology development. Thisis thematic with the ideas of re-using and sharing knowledge.
However, it does raise issues of how to describe ontologies, how to seled a suitable ontol ogy,
and hav to extend an ortology. How to seled an ortology needs a dea answer from a
satisfactory methodology, if a development is not to runtherisk of being “shoe-horned” into an
unsuitable structure. Extending ontologies is addressed by severa of the methoddogies, bu is
not a straightforward matter. The principled inclusion and refinement of library ontologies,
perhaps based on dstinctions such as thase described in the discusson o Ontolingua, shoud
form part of any comprehensive ontology development methoddogy.



(5) A complete methodology must provide gudelinesto assist the ontologicd engineer in making
choices at avariety of levels, from the high level structure of the ontology, to the fine detail of
whether or not to include some particular distinction. Currently there exist anumber of heuristics,
derived from experience in ontology building, and ather guidelines based on ontologicd analysis,

such as those described in sedion 3.9, btithere is plenty of scope for refinement here.

5. Conclusions

It isquite dea that building ontologiesis gill amatter of craft skill rather than an understood
engineaing process If ontologies are to redise their potential, it is important to clarify this
pradice, taking into acourt the variety of experiencethat is avail able, rather than basing the
methodol ogy too much on the experience of one or two projects. The five issues outlined above
must be addressed if a proper methoddogy, with a dealy defined range of application, is to

emerge.

6. References

[1] BORST, P., BENJAMIN, J. WIELINGA, B and AKKERMANS, H. (1996 “An Applicaion of Ontology
Construction”, ECAI-96 Workshop onOntological Engineeing, Budapest, August 13th.

[2] BORST, P. and AKKERMANS, H. (1997) “An Ontology Approach to Product Disassembly”, EKAW 97, Sant
Feliu de Guixols, Spain, October 15-19th.

[3] BOUAUD, J. BACHIMONT, B., CHARLET, J. and ZWEIGENBAUM, P. (1994 “Acquisition and Structuring
of an Ontology within Conceptual Graphs’, in Proceadings of ICCS94 Workshop onKnowledge Acquisition
using Conceptual Graph Theory, University of Maryland, College Park, MD, 1-25.

[4] BOUAUD, J. BACHIMONT, B., CHARLET, J. and ZWEIGENBAUM, P. (1995) “Methoddogical Principles
for Structuring an Ontology”, 1JCAI-95 Workshop on Basic Ontological 1sauesin Knowledge Sharing, August
19-20th, Montred.

[5] FARQUHAR, A., FIKES, R., PRATT, W. and RICE, J. (1995 “Collaborative Ontology Construction for
Information Integration”, Technica Report KSL 95-63, Knowledge Systems Laboratory, Stanford University.

[6] FARQUHAR, A., FIKES, R. and RICE, J. (1996) “The Ontolingua Server: A Tool for Collaborative Ontology
Construction”, Technicd Report KSL-96-26, Knowledge Systems Laboratory, Stanford University.

[7] FARQUHAR, A., FIKES, R. and RICE, J. (1997) “Tools for Assembling Modular Ontologiesin Ontolingua’,
Tedhnicad Report KSL-97-03, Knowledge Systems Laboratory, Stanford University.

[8] FERNANDEZ, M., GOMEZ-PEREZ, A. and JURISTO, N. (1997 “METHONTOLOGY: From Ontologicd
Art Towards Ontologicd Engineeing’, AAA-97 Sping Symposium on Ontological Engineering, Stanford
University, March 24-26th.

[9] GANGEMI, A., STEVE, G. and GIACOMELLI, F. (1996 “ONIONS: An Ontologicd Methoddogy for
Taxonomic Knowledge Integration”, ECAI-96 Workshop on Ontological Engineering, Budapest, August 13th.

[10] GOMEZ-PEREZ, A. (1994) “Some ldeas and Examples to Evaluate Ontologies’, Technicd Report KSL

94-65, Knowledge Systems Laboratory, Stanford University.

[11] GOMEZ-PEREZ, A. (1994b) “From Knowledge Based Systems to Knowledge Sharing Tedhnology: Evauation

and Assessment”, Tedhnicd Report KSL 94-73, Knowledge Systems Laboratory, Stanford University.



[12] GOMEZ-PEREZ, A. (1995) “Criteriato Verify Knowledge Sharing Techndogy”, Technical Report KSL 95-10,
Knowledge Systems Laboratory, Stanford University.

[13] GOMEZ-PEREZ, A., FERNANDEZ, M. and DE VICENTE, A.J. (1996 “Towards a Method to Conceptualize
Domain Ontologies’, ECAI-96 Workshop onOntological Engineeing, Budapest.

[14] GOMEZ-PEREZ, A., (1997). “A Framework to Verify Knowledge Sharing Technology”, Expert Systemswith
Applications, 11(4), 519529,

[15] GRUNINGER, M. and FOX, M.S. (19943 “The Design and Evaluation of Ontologies for Enterprise
Engineering’, Workshop onlmplemented Ontologies, European Conference on Artificial 1ntelli gence 1994,
Amsterdam, NL.

[16] GRUNINGER, M. and FOX, M.S. (1994b) “The Role of Competency Questionsin Enterprise Engineaing’,
IFIP WG5.7 Workshop onBenchmarking - Theory and Practice, Trondheim, Norway.

[17] GRUNINGER, M. and FOX, M.S. (1995 “Methoddogy for the Design and Evaluation of Ontologies’,
IJCAI-95 Workshop onBasic Ontological Isauesin Knowedge Shaing, Montred, August 19-20th.

[18] GUARINO, N., CARRARA, M. and GIARETTA, P. (1994 “An Ontology of Meta-Level Categories’, in J.
Doyle, E. Sandewall and P. Toras (eds) Principles of Knowledge Representation and Reasoning:
Procealings of the 4th Internationad Conference, Morgan Kaufmann, San Mateo, CA.

[19] KBSI (1999 “The IDEF5 Ontology Description Capture Method Overview”, KBSI Report, Texas.

[20] MAHESH, K. (1996) “Ontology Devel opment for Machine Trandation: Ideology and Methodology”, Technicd
Report MCCS 96-292, Computing Research Laboratory, New Mexico State University, Las Cruces, NM.

[21] MAHESH, K. and NIRENBURG, S. (1995 “A Situated Ontology for Pradicd NLP’, 1JCAI-95 Workshop on
Basic Ontological Isauesin Knowledge Shaing, Montred, August 19-20th.

[22] MARS, N.JI., TER STAL, W.G., DE JONG, H., VAN DER VET, P.E. and SPEEL, P.-H. (1999
“ Semi-automatic Knowledge Acquisition in Plinius. An Engineaing Approadh’, in Proc. 8th Banff KnomMedge
Acquisition for Knowledge-based Systems Workshop, Banff, January 30th-Febraury 4th, 4.1-4.15.

[23] SCHREIBER, A.TH., WIELINGA, B.J. and JANSWEIJER, W.H. (1995 “The KACTUS View on the ‘O’
Word”, 1JCAI Workshop onBasic Ontological I1saiesin Knowledge Shaing, Montred, August 19-20th.

[24] STEVE, G. and GANGEMI, A. (1996) “ONIONS Methodd ogy and the Ontological Commitment of Medical
Ontology ON8.5", Proc.10™ Knowledge Acquisition Workshop- KAW 96, Banff, Canada, November 9-14"

[25] STRAWSON, P.F. (1959 Individuds: An Essay in Descriptive Metaphysics, Routledge, London.

[26] SWARTOUT, W.R., PATIL, R., KNIGHT, K. and RUSS, T. (1997 “Towards Distributed Use of Large-Scde
Ontologies’, AAA-97 Sping Ympasium on Ontological Engineeing, Stanford University.

[27] USCHOLD, M. (1996 “Converting an Informal Ontology into Ontolingua: Some Experiences’, ECAI-96
Workshop onOntological Engineering, Budapest, August 13th.

[28] USCHOLD, M. (1996 “Building Ontologies. Towards A Unified Methoddogy”, Proc. Expert Systems 96,
Cambridge, December 16-18th.

[29] USCHOLD, M. and KING, M. (1995) “Towards A Methodology for Buil ding Ontologies’, 1JCAI-95 Workshop
on Basic Ontological Isuuesin Knowledge Shaing, Montred, Canada.

[30] USCHOLD, M. and GRUNINGER, M. (1996) “Ontologies: Principles, Methods and Applications’, Knomedge
Engineaing Review, 11(2), 93-137.

[31] VAN DER VET, P.E. and MARS, N.J.I. (1995 “Bottom-up Construction of Ontologies: The Case of an
Ontology of Pure Substances’, Technicd Report 95-35, Department of Computer Science, University of
Twente, Netherlands.

[32] VISER, P.R.S., AND BENCH-CAPON, T.JM., (1998) “A Comparison d Four Lega Ontologies’, Artificial
IntelligenceandLaw, in press

[33] WIELINGA, B.J,, SCHREIBER, A.TH., JANSWEIJER, W.H., ANJEWIERDEN, A. and VAM HARMELEN,
F. (1999 “Framework and Formalism for Expressng Ontologies’, KACTUS Projed Deliverable DO1b.1,
University of Amsterdam.



