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Preface

These Proceedings report the scientific results of an International Workshop on

Methodology and Software for Interactive Decision Support organized jointly by the

System and Decision Sciences Program of the International Institute for Applied Sys­

tems Analysis (nASA, located in Laxenburg, Austria) and The National Committee

for Applied Systems Analysis and Management in Bulgaria. Several other Bulgarian

institutions sponsored the Workshop - The Committee for Science to the Council of

Ministers, The State Committee for Research and Technology and The Bulgarian In­

dustrial Association. The workshop was held in Albena, on the Black Sea coast.

More than 80 scientists from 15 countries attended the workshop; 50 lectures were

presented and 17 computer demonstration sessions took place. This Workshop is one of

a series of meetings organized by nASA with the collaboration of scientific institutions

from the National Member Organization countries. The previous meetings took place

in Austria (1983), Hungary (1984) and the German Democratic Republic (1985). All

proceedings of these meetings have been published by Springer Verlag in the series

Lecture Notes in Economics and Mathematical Systems.

The research on decision support systems has long tradition at nASA. The Institute,

being the forum for common research of scientists from East and West, with different

cultural backgrounds and different experiences with real life applications of their results,

operates the international network of scientific institutions involved in research related to

the methodology of decision analysis and decision support systems. The approach to this

research assumes high level of synergy between three main components: methodological

and theoretical backgrounds, computer implementation of decision support systems and

real life applications. This synergy is reflected in the subject of papers presented during

the workshop as well as in the structure of the Proceedings which is divided in three

main sections.

In the first section, Theory and Algorithms for Multiple Criteria Optimization, new

theoretical developments in multiple criteria optimization are presented. Tanino pre­

sents new approach for application of multiple objective optimization in hierarchical

systems, Wierzbicki discusses the relation between simulation and gaming for conflict

resolution as well as proposes the interactive framework for supporting this kind of de­

cision problems. The other group of papers addresses purely theoretical questions ­

Nakayama presents recent developments in sensitivity and trade-offs analysis in mul­

tiobjective programming, Ramesh and others discuss the degeneracy problem. Finally,

several papers are more algorithmic oriented - like paper by Katoh with presentation

of new algorithms for bicriteria combinatorial optimization or the paper presenting the

reachable set approach by £otov. Finally, Steuer presents the current state-of-the art

in the interactive multiple criteria optimization.

In the second section, Theory, Methodology and Software for Decision Support Sys­

tems, the principles of building decision support systems are presented as well as software
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tools constituting the building components of such systems. Moreover, several papers

are devoted to the general methodology of building such systems or present experimen­

tal design of systems supporting certain class of decision problems. For example, paper

by Makowski presents the HYBRID system for solving dynamic linear multiple criteria

problems using the aspiration level paradigm. This system has been used as component

of several practical implementations of DSS. Similar nature has the paper by Ogryczak,

presenting a software system for solving multiple criteria problems for network anal­

ysis. In a more general paper, Nitchev discusses the relationships between DSS and

knowledge based systems. Some other papers present the analysis of specific decision

situations and discuss problems of development decision support systems supporting

this specific classes of decision situations. Paper by Bronisz describing an experimental

system for supporting multiple objective bargaining problems belongs to this category;

the other is presented by Serafini and presents a decision support system for manufac­

turing management. Finally, some papers address more general problems, like software

engineering principles in building the decision support systems - the issue discussed

by Stanchev.

The third section addresses issues of Applications 0/ Decision Support Systems and

Computer Implementations 0/ Decision Support Systems. The most substantial series

of applications is presented in the paper by Danev, who describes the experience of us­

ing multiple criteria optimization and decision support system technology for support­

ing management problems in Bulgarian industry. Other papers address such problems

like bank management (Langen), management of research and development problems

(Petrovsky) or water systems management (Rathke).

Another part of this section has a special character. Beside theoretical and method­

ological papers, several practical implementations of software for decision support have

been presented during the workshop. These software packages varied from very exper­

imental and illustrative implementations of some theoretical concept to well developed

and documented systems being currently commercially distributed and used for solving

practical problems.

The editors of this proceedings would like to thank IIASA for financing the Workshop

and continuous support and encouragement for research in the field of Decision Support

Systems. This support and encouragement came especially for Academician Alexander

Kurzhanski, Chairman of the System and Decision Sciences Program at IIASA. It would

not be possible to organize the workshop without strong support from the Bulgarian

Academy of Sciences and its Vice President, Academician Blagovest Sendow, as well

as without support from several scientific and industrial institutions in Bulgaria. Fi­

nally, we would like to thank the authors for their participation in the Workshop and

permission to publish their contributions in this volume.

A. Lewandowski, I. Stanchev
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Theory and Algorithms for Multiple Criteria
Optimization



Approximational Approach to Multicriteria

Problems

V. Borzenko

Institute for Control Sciences

Moscow, USSR

In this paper we consider some methodological aspects of multicriteria programming,

i.e. theory and methods of solving multicriteria problems with the help of computer.

Special attention is paid to the problem of adequacy of real DM preference systems

modelling. After a short introduction I am going to formulate certain conception and

methodological principles that form the approximational approach to DM preferences

modelling, then some relevant theoretical results and approximational models will be

presented. Afterwards, a number of applications and experiments will be described,

which have enabled the estimation of the efficiency of these methods and the approach

itself.

1 Introduction

It is typical of decision making practice that DM cannot choose by himself the best

solution from a given presentation (i.e. set of alternatives, feasible solutions, etc.). Such

difficulties may stem from the size of presentation, which may be a domain in some de­

cision space, as well as from complexity of the DM preference system, involving several

conflicting criteria, characterizing quality of decisions. Moreover, in many multicrite­

ria problems a purely automatic choice is required. These are problems, in which no

interaction is possible from the moment when the presentation is determined till the

moment when the decision is to be made. Problems of data processing organization

may be taken for example.

In all such cases some formal choice mechanism (including utility functions, binary

relations, choice functions, etc.) is to be used as a model of real DM preference system

for supporting the decision process. This choice mechanism is often parametric, the

parameters value being determined with the help of DM. It is clear that such a mecha­

nism is to reflect (model) the real preferences of DM in a given problem. So we can see

that the problem of adequate modelling of preferences is a central one for multicriteria

programming - the accuracy of modelling determines to a great extent the quality of

the resulting decision. This is why the importance of many multicriteria problems ne­

cessitates the development of models allowing any required accuracy of real preferences

modelling.
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Demands of practice have led to appearance of several hundreds works on various

methods, but still, to my mind,

1. they lack a general theoretical base in the area of preferences modelling,

2. the adequacy problem is hardly being paid proper attention to, and as a result,

3. means of choosing an adequate model and method for a given problem are really

scarce.

Priority of setting the adequacy problem belongs to the choice theory, see for example

(Arrow, 1959; Plott, 1976; Sen, 1977; Iserman et aI., 1981). Thus, prof. Iserman and

his colleagues (1981) have clearly demonstrated, that many popular mechanisms do

not possess some properties which seem to be quite natural for human preferences.

So far, however, theoretical research in this area has been mostly focused on various

set-theoretical aspects of choice and on finite problems, paying little attention to rich

geometrical structures of criteria space and to specific demands of applications. To

bridge the gap between theory and practice of preferences modelling was the basic

aim of my research. Some of the results, mentioned in this paper, can be found in

(Berezovsky et aI., 1981).

2 Some drawbacks of preferences modelling

Now consider some obvious examples illustrating the previous remarks. First of all,

assumptions about the nature of a DM preference system are often dubious or not

formulated at all. For example, the traditional assumption that DM preferences corre­

spond to some utility function is hardly realistic, for it does not allow for the existence of

incomparable points in criteria space. In other words, this assumption implies, that the

incomparability relation is transitive, which hardly holds in practice. Moreover, even

in the framework of accepted assumptions, accuracy of modelling is strictly limited by

the model itself - no matter how accurate the DM can be and how much time and

other resources are granted. Thus, any attempt to model DM preferences by means of

linear utility functions is inaccurate - as it is in the case of approximating a curve by

a straight line. One more drawback is that questions to DM are being stated in terms

of the model and therefore messages are being interpreted rather arbitrarily. Thus,

one and the same message from DM about the comparative criteria importance can

be sometimes interpreted in terms of coefficients of a linear utility function and some­

times in lexicographical sense, which evidently leads to absolutely different solutions.

Besides, a cooperative DM is interested in answering even when he is not sure - lest

his competence is questioned.

All these examples are typical, though trivial. It can be shown, that many of more

advanced methods are not free from similar drawbacks either. As a rule,

1. these methods consist of a more or less arbitrary combination of certain heuristical

steps,

2. the interpretation of DM messages in terms of the chosen model is often poorly

grounded,
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3. the question about the ability of the chosen model to accurately reflect the real

preferences is not being discussed at all.

3 Conception and principles of approximational

modelling

The analysis of multicriteria problems and methods has led me to the following concep­

tion of preferences modelling. As the formal object associated with the notion of DM

preference system we accept choice function (as a set-theoretic operator) in a given cri­

teria space R" Le. a triple (A, P, C), where A ~ R" is a universal set, P ~ 2A is a family

of presentations, C : P -+ 2A
: X t--+ C(X) ~ X is a choice operator. We often refer

to this operator as choice function - as it is accepted in the case of mappings. This

operator C is generally unknown, but some of its properties may be clear from the gen­

eral sense of the given problem. Besides, its values C(X) for some presentations X E P

can be indicated by the DM - such presentations are referred to as simple. To solve a

given problem is to extrapolate operator C from a certain set of simple presentations to

the presentations required by the problem in question. It is done by means of a model

of DM preferences, which is a parametric family of choice functions Ca., defined on the

same universal set A. This interpretation allows the use of criteria-space topology for

formalizing the notion of approximation accuracy.

Now we can formulate the following principles of preferences modelling:

• all the assumptions about general properties of the DM preference system C must

be explicitly stated and properly justified;

• in the framework of these assumptions the model must allow approximating of the

DM preference system with any required accuracy (Ca. -+ C);

• any question to DM may be stated in terms of his preferences only - and never

ih terms of the model;

• DM may answer "I don't know", whenever he really does not.

Having this conception in mind, a theoretical research has been undertaken concern­

ing some practically important properties of choice functions and (binary) relations in

criteria space.

4 Geometry of choice and relations

First of all, notions of induced choice and induced relation were introduced, allowing

establishment of a correspondence between choice functions and relations, defined on

different universal sets.

Der. Let (A, P, C) be a choice function on A, / : B -+ A. Then for all Y ~ B s.t.

/(Y) E P

r(C)(Y) ~ f rIo C 0 /(Y) n Y
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DeC. Let R ~ A x A be a (binary) relation on A, I : B -+ A. Then

F(R) ~ {(x,y) E B x B : l(x)RI(y)}

These notions are in mutual agreement, as the following shows.

Prop. FMaxR = MaxrR

It was demonstrated, that these notion possess certain general properties allowing

further considerations in a fairly wide context. To put it more accurately, these are

properties of contravariant functor, acting (in the case of choice functions) from the

category of sets into the category of choice functions spaces, built by the author. On the

base of this, the notions of invariant and semiinvariant choice functions and relations

were introduced.

DeC. Choice function C (relation R) is I-invariant iff

F(C) = C (F(R) = R).

Then a general classification of choice functions and relations invariant w.r.t. various

groups of space transformations (symmetries) was built. Here are the groups: transla­

tions (shilts)(T), dilatations(D), monotone mappings(M), etc. This may be viewed as

a development of the idea of preferences invariance w.r.t. scales transformations. Rep­

resentatives of the introduced classes were used for description of preferences in some

problems with the corresponding scale types, as well as for approximation in the general

case. The form of upper sections of relations (R", = {y E A : xRy}) of these classes was

studied.

Prop. If relation R is T-invariant, then R",-x = const = S(R), called as the (upper)

section of relation R; if R is D-invariant, then S(R) is a cone; if R is M-invariant, then

S(R) consists of orthants.

In the framework of this classification certain connections were established between

some geometric and set-theoretic properties of relations, such as transitivity and exis­

tence of cycles of a given length (k-cyclicity), interpreted as the degree of preferences

consistency.

Theorem. Let relation R be D-invariant. Then R is transitive iff its section S(R)

is convex; R has k-cycles iff k < min dim L(S), S ~ S(R), S is obtuse; (L(S) is the

linear span of S, S is referred to as obtuse if it has no plane of support in L(S)).

These results allowed us to propose some algorithms for determination of such char­

acteristics of M-invariant relations. For example, if M-invariant relation is "in strict

scales" (which implies that its section S(R) consists of only n-dimensional orthants),

then the following holds:

Theorem. Let R be M-invariant. Then R is transitive iff it is Pareto relation; R

has k-qcles iff k is less or equal to the minimal number of orthants from S(R), s.t. the

convex hull of their union is the whole space.
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A number of useful results were obtained concerning homomorphisms of acyclic

relations.

Der. Let R be a relation on a set A, R' - relation on Band f : B --+ A. Then f is

a homomorphism (isomorphism) of R' to R iff r R 2 R' (I'R = R'). IT A is real axis

and R ='<', such f is referred to as homomorphic (isomorphic) function.

Theorem. Let R' be acyclic relation. Then (a classical result of Spielrein) it is a

part of some complete ordering;

• if R' is a relation on Rn, then the measure of lower section of transitive closure of

R' (Mes(TrR')") is a homomorphic function for R'j

• if R' is D-invariant, then there is a linear homomorphism to L (lexicographic

relation);

• if R' is M-invariant, then it is a part of L-relationj

• if R' is M-invariant "in strict scales", then one of the criteria is homomorphic

function for R';

• if R' is smooth (see def. below), then the field of its indifference planes is integrable,

the integral being an ordinal function, homomorphic for R' and isomorphic for its

transitive closure TrR'.

These results proved to be a useful instrument for determining maximal points and

for studying the convergence of some interactive methods.

Furthermore, a new notion of smooth relation was introduced for spaces and mani­

folds.

Der. Relation R is smooth if its boundary(frontier) III A X A is a smooth sur­

face(submanifold).

Prop. If R is smooth, then its section R.. is also bounded by a smooth surface (in A)

• for almost every point Xj

• for every point x, if R 2 Pareto.

Tangent planes at x of upper and lower sections coincide.

To this case such notions were extended as indifference plane, substitution coeffi­

cients, etc., considered before only in connection with smooth utility functions.

Der. The tangent plane of upper section of R at x (T.. R.. ) is referred to as indiffer­

ence plane of R at x.

Note that in contrast with utility function, the assumption of smooth relation allows

for incomparable points and seems in general much more realistic. Nevertheless, it was

demonstrated that for a smooth relation the integral of indifference planes field exists
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and is isomorphic for TrR (see above). Quasiconcavity of this function can be interpreted

in terms of criteria saturability.

The obtained results allow to substantially extend the application area that have

been as far restricted to somewhat dubious assumption of utility function.

All these theoretical results allowed the development and justification of.a number

of procedures and methods.

5 Some approximational procedures and methods

We consider two types of problems: problems with fixed presentation (when there is a

possibility of interaction after presentation is determined) and problems with variable

presentation (for such problems a model of the whole DM preference system must be

constructed in advance). Of the first type of problems the use of various iterative proce­

dures is characteristic. So iterative procedures of three different types were considered:

• contraction of pre8entation

• transition to a better point

• transition to an equivalent point.

For presentation contraction procedure some correctness conditions were established.

Theorem. Let a choice function C satisfy H-condition (Iserman et aI., 1982)

[for any presentations X,X' X' ~ X=> C(X') ~ C(X), where C(Y) = Y \ C(Y)]

and M--condition for a given presentation Xo
[for any presentation X C(Xo) ~ X ~ Xo => IC(X)I ~ IC(Xo)l]

Then for any C' ;2 C and any family of presentations P' C P C 2xo all the

C'-rejected points may be ignored:

C(Xo \ U C'(Y)) = C(Xo).
YEP'

Theorem. Let R; t R. Then MaxR; ! MaxR. (Here the topology is pointwise, the

condition R; ~ R is essential for convergence.)

These results justify the use of binary relations in many situations when the choice

differs from just obtaining maximum with respect to some relation. Some convergence

problems were considered as well.

For transition to a better point and to an equivalent point certain approximational

procedures were developed and studied. On this base approximational versions of some

well-known methods were proposed as well as two new methods - of comparison and

of sorting frames (Borzenko et aI., 1986, 1987). The idea of comparing of two points

consists in drawing a polygonal approximation of the integral curve of indifference lying

in a certain two-dimensional plane. The method of sorting frames was designed for

problems with variable presentation and is based upon stratification of small pieces of

the criteria values area along the corresponding indifference planes and the aggregation

of the strata with the help of the proposed method of comparison.
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6 Experiments and applications

Now about experiments. This aspect of multicriteria research seems to be of particular

interest, for it is rather difficult to find a practical multicriteria problem with feedback.

Indeed, in real-life projecting and evaluation planning problems means of objective

estimation of a multicriteria method effectiveness as well as of a DM reliability are

really scarce.

I was lucky to find such problems in the area of OS programming. In particular,

we have experimented with the problem of scheduling queues in batch processing mode

and obtained simultaneous 10 to 20 per cent improvement of all the main characteristics

as compared with other disciplines. Besides, we have tried the described methods in

some other problems of computer science, such as distributed storage organization,

distribution of branches in multiprocessor computers, etc. The presence of feedback in

these problems allows not only to compare methods and decision makers, but even to

utilize means of automatic adaptation. More details about these applications can be

found in (Borzenko et aI., 1985, 1986, 1987, 1988).

In these papers we tried to demonstrate that the approximational methods can

provide fairly convenient, flexible and accurate means for solving various multicriteria

problems.
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About Some Applications of a Special

Fuzzy-Concept of Efficiency in Multicriteria

Decision-Making

J. Ester

Technische Universitaet Karl-Marx-Stadt

Sektion A u t o m a t i s ~ ' e r u n g s t e c h n i k

PSF 964

Karl-Marx-Stadt, CDR 9010

1 Introduction

It is understood that there is no generally applicable and accepted concept for the

(more or less automated) choice of best elements from the Pareto set of a Multicriteria

Decision Making Problem. I am sure that this situation will also obtain in future. For

computer-aided decision making systems, this means that they must make available

a lot of different methods, based on different theoretical concepts. In this way, it is

possible to choose the suitable method for the decision maker and his problem. The

choice of the method must be made in collaboration with the decision maker, while basic

ideas of the methods and the basic information, which is needed, are being explained.

Recently, an increasing number of papers, topic of which is the introduction of FUZZY

THEORY into MCDM, have been published. A good analysis of desirable properties

of mathematical operations, used in FUZZY MULTICRITERIA DECISION MAKING

(FMCDM), is presented by Werners (1984). In this paper it is pointed out that there

is no aggregation rule for fuzzy sets, which incorporate all these properties. In (Ester,

1986) an aggregation rule, based on the equation of the weighted Lp-norm, is given. In

(Ester, 1987) it is shown that this rule has all these desirable properties.

In MCDM-problems fuzziness (or uncertainty, perturbations etc.) can be located in

three places (z(·) - membership function):

a) The set X of all feasible decisions is a fuzzy set:

X = {x Izx(x)}, x E R"

b) The mapping from the decision space into the criteria space is a fuzzy set:

{(x,q)} = {(x,q) I zXQ(x,q)}, (x,q) E R" X R m
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c) The rule for the choice of the final decision from the set of the best solutions (e.g.

the Pareto set) is fuzzy.

In this paper we consider only the problem c). Let us start with the following consid­

erations:

The "goodness" of a decision is a fuzzy notion, which can be characterized by a

set of concrete attributes. The fuzzy set G of good decisions is an aggregation of

fuzzy sets G i of good decisions with respect to the single attributes i = 1(I)m. The

membership functions of these sets depend on the performance degrees of the single

attributes, which can be measured by the values of the single criteria. By normalization

of these values to the interval [0,1], where "I" means the "best" performance index and

"0" means the "worst". We can use the criteria qi in the sense of membership functions

of the fuzzy sets G i . We get

G = {q I zG(q)}, q E Q ~ R
m

•

Now we choose the following equation as an aggregation rule (cr. Ester, 1986)

ZG = {f:9i(qi)1' f/Pl,
i=1

0:S gi:S 1, i = 1(I)m, (I m )Tg = 1, -00 < P < +00.

(Ol)

(02)

This aggregation rule of fuzzy sets has the following properties, which are regarded

as very advantageous for decision problems:

a) commutative,

b) associative,

c) inductive,

d) strongly monotonically increasing (for finite p),

e) idempotent,

f) continuously controllable between intersection (p -+ -00) and union (p -+ +00),

g) compensatory,

h) stable,

i) continuous with respect to each component,

j) continuously differentiable.

For the proof of some of these properties it is necessary to take into consideration

that, in case of adding a new criterion, the weighting factors gi must be modified by a

recursive equation

(03)
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It is possible to vary (03). In this way, we can take into consideration possible dynamics

of the notion "goodness" or "quality". This leads, of course, to the loss of such properties

like associativity, for instance. It is easy to prove that well-known aggregation rules are

special cases of (02):

a) p --+ -00 minimum operator,

b) p=o product operator,

c) p=1 sum operator,

d) p --+ +00 maximum operator.

Moreover, some other properties of (02) are proved in (Ester and Troeltzsch, 1986).

These properties apply to the optimal fuzzy decision (Werners, 1984), which is usually

given, due to maximization of the membership function ZG.

ZG(q(x)) = max!
z

or ZG(q) = max!
q

(04)

Completing (02) with (04), a special nonlinear parametric substitute optimization prob­

lem for multicriteria decision making arises. We denote the solution set of these prob­

lems (g varying, p fixed) by E(p). The additional properties are shown in (Ester and

Troeltzsch, 1986):

A. It holds

B.

E(P2) ~ E(Pl) for - 00 < Pi :S P2 < +00.

E(p) ~ PM for - 00 < P < +00,

(05)

(06)

where PM denotes the Pareto set of the multicriteria optimization problem.

C. Suppose p --+ E(p) is continuous for p < p'. Then for a given arbitrary positive e,

we find a p < p', satisfying the following condition:

v q E PM: :Jq' E E(p) : Iq - q'l < c. (07)

If g and p are fixed, we get a solution E(p, g). Now, if p is increasing (increasing

disjunctive property of (02)), then E(p) is moving in the direction of the individual

optima of the single criteria, which are reached at p --+ +00 for any g > O. In contrast

to this, decreasing p leads to solutions, which have an increasing character of compro­

mise. Simultaneously, we can obtain decreasing compensatority. Therefore, all these

properties permit us to state that in (02) an aggregation rule for decision making is

found, which reflects human's decision behaviour reasonably well.

Indeed, the unknown parameters p (p controls the logical property of (02)) and g

(g controls the relative importance of the criteria) must be found. To do this, a ques­

tionnaire procedure with the decision maker is necessary. There are a lot of possibilities.

One of them is described in the following.
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2 Decision analysis

Some - real or hypothetical - alternatives, given in the criteria space, are proposed to

the decision maker. Let ko be the number of these samples (sample size). For all these

alternatives (points in Rm) the marginal rates of substitutions have been inquired from

the decision maker. These rates are estimates for the local direction of the level surfaces

of Za in these points and therefore also estimates for the local gradient directions of Za.

After the definition of a suitable estimation error, we can compute the values of P

and g, which minimize the estimation error (divergence between the gradient directions

of Za and their estimates by the marginal rates of substitution). Here a problem arises.

The problem is the definition of the error. At a first glimpse, we would measure the

error by the angle between the directions. But, unfortunately, this leads to a nonlinear

parametric definition of the error, which is not useful for further computation. Instead

of gi, we use new variables Vi = g;jgm' i = 1(I)(m - 1), and linearize the single error

with respect to these new variables. We obtain the following definition of the single

estimation error

ejk = [1 + (mjk)2r
1

[Vj(Qjk/Qmk)(P-l) - mjk] ,

where the symbols mean:

ejk angular deviation by the projection in the (j, m)-plane at the point k.

mjk marginal rate of substitution -(fj.qm/ fj.qj) at the point k.

qjk value of the criterion i at the point k.

i = 1(I)(m - 1), k = 1(I)ko

This expression has an error of linearization less than 5% in the interval 0 ~ mjk ~ 1,

if the difference between the substitution rate and the quotient of the partial derivations

is not greater than 40%. For mjk > 1 the error of linearization increases like the

tg-function.

For this reason, the definition of the estimation error must be modified:

o ~ mjk ~ 1 : then (08) is valid,

1 < mjk < 00 : mjk:= l/mjk, Vj:= l/vj, qjk:= qmk , qmk:= qjk

then (08) is also valid.

Therefore, in case of large values of mjk, we use the difference between the recipro­

cals, and the error of linearization is in each case less than 5% (if the difference between

the substitution rate and the quotient of the partial derivations or their reciprocals,

respectively, is less than 40%). With V== (VI, ... , vm -lf the following estimation algo­

rithm arises
ko m-l

L L (ejd = min! (09)
k=1 j=l V,P

The necessary conditions for a minimum of the error function lead, owing to the

nonlinear parametric error, to the following decoupled equations for optimal Vj

Aj(p) * (Vj)4 + Bj(p) * (Vj)3 + Gj(p) *Vj + Dj(p) = 0, i = 1(I)(m - 1) (10)
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From the partial derivation to p follows an equation, which cannot be exploited

for computation. But for (10) it can be proved that the largest positive real zero i ~

the solution for the minimum of (09) and, in consequence, (09) can be solved by a

onedimensional search along the p-axis.

With the aim of developing computer-aided decision methods, a new software module

(ZUG) for the interactive decision support system POLYP.Be was implemented and

tested. With ZUG, decision analysis can be carried out in the way described and for

discrete MADM problems the alternatives can be ordered by the values of ZG.

3 Test results

First, we show the results of the estimation algorithm by two simple, constructed exam­

ples. The first example is an exact problem. This means the problem setting corresponds

exactly to equation (02).

EXAMPLE 1: m = 3, ko = 7

k 1 2 3 4 5 6 7

m1k .2 .1 .2 .4 .1 .2 .4

m2k .8 .8 .4 1.6 .4 1.6 .8

q1 .33 .5 .25 .25 .4 .4 .2

q2 .33 .25 .5 .25 .4 .2 .4

q3 .33 .25 .25 .5 .2 .4 .4

Supported by ZUG, we get the following values:

gl = .100000, g2 = .400000, g3 = .500000, p = 0.000000.

This corresponds exactly to the given problem. The values of the error function

EPSmin(p) and the values of a corresponding weighting coefficient, maybe g2, are given

in the next table:

p -10 -9 -8 -7 -6 -5 -4

EPS .770885 .769416 .766483 .760631 .748983 .725920 .6807

g2 .444340 .444236 .444027 .443608 .442768 .441079 .4376

p -3 -2 -1 0 1 2 3

EPS .594154 .437058 .192951 .000000 .695048 5.78858 30.62

g2 .430877 .418225 .403044 .400000 .414267 .444683 .4641

p 4 5 6 7 8 9 10

EPS 139.667 595.760 2460.12 9997.59 40307.6 161868. 6E+05

g2 .471955 .474964 .476234 .476811 .477085 .477218 .4772

Now we give a next example, where the error cannot be zero, because the substitution

rates do not correspond to an exact problem.
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EXAMPLE 2: m = 2, ko = 10

k 1 2 3 4 5 6 7 8 9 10

mlk 8.00 2.33 .867 2.50 1.25 1.33 .600 .428 .333 .111

ql .2 .3 .4 .5 .5 .6 .7 .7 .8 .9

q2 .9 .7 .3 .8 .6 .7 .5 .3 .4 .1

With ZUG we get the results:

p = -0.3, gl = 0.514138, g2 = 0.485862.

We can compute the membership values zG(k) of the alternatives and the angular error

phi(k) for each alternative (measured in degree).

k 1 2 3 4 5 6 7 8 9 10

zG .38 .44 .34 .62 .54 .64 .59 .45 .56 .26

phi .5 6.0 5.0 5.0 2.0 1.0 3.0 4.0 5.0 3.0

Even in this example the values of EPSmin(p) and of any weighting coefficient - for

instance gl - are very interesting.

p -10 -9 -8 -7 -6 -5 -4

EPS .954 .944 .929 .906 .871 .815 .727

gl .956 .941 .921 .895 .860 .814 .746

p -3 -2 -1 0 1 2 3

EPS .566 .367 .138 .082 2.74 86.8 3E+3

gl .456 .528 .523 .511 .495 .424 .336

p 4 5 6 7 8 9 10

EPS lE+5 5E+6 2E+8 9E+9 3El1 lE13 6E14

gl .262 .200 .150 .111 .081 .059 .042

In all investigated examples (about 100) we found, that EPSmin(p) was a quasiconvex

function of p. The steepness of the ascent was very different from example to example.

Almost symmetric curves occur and so do totally asymmetric curves. It seems that it

is possible to apply onedimensional, local search algorithms to fast computation.

4 Applications

With the method described above, we have investigated practical problems in the field

of designing textile articles. The results are very interesting. In this paper we shall

present the problem of choosing a concrete technology of refining cotton fabric. With

respect to 25 criteria we must find out the best variant from 16 different ways of refining

cotton fabric.
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By consulting 14 engineers, economists and managers, who are concerned with the

decision making process, the marginal rates of substitution have been determined f(\r

each alternative. The basic criterion was "total cost" .

criterion unit of symb. max/min
measurement

washfastness mark 1-5 q1 max!

washfastness, modified mark 1-5 q2 max!

handle mark 1-0 q3 min!

crease recovery mark 1-5 q4 max!

tensile strength, longit. N q5 max!

tensile strength, horiz. N q6 max!

fastness to rubbing mark 1-5 q7 max!

washfastness (pigment dyes) mark 1-5 q8 max!

pilling resistance mark 1-5 q9 max!

angular crease recovery 1 degree q10 max!

angular crease recovery 2 degree qll max!

modification of dimensional

stability, longit. % q12 min!

modification of dimensional

stability, horiz. % q13 min!

resistance to roughening mark 1-5 q14 max!

fastness to perspiration mark 1-5 q15 max!

fastness to ironing mark 1-5 q16 max!

water vapor permeability mg/cm224h q17 min!

power to tear glide seam,

longit. N q18 max!

power to tear glide seam,

horiz. N q19 max!

power to tear out seam,

longit. N q20 max!

power to tear out seam,

horiz. N q21 max!

breaking elongation, longit. % q22 max!

breaking elongation, horiz. % q23 max!

resistance (el.) Teraohm q24 max!

I total cost TM/106m 2 q25 min!



17

The values of the criteria differ in the following intervals:

criterion best value worst value

ql 5. 4.

q2 4.7 1.

q3 O. .9

q4 4.7 3.2

q5 599. 488.

q6 439. 318.

q7 5. 5.

q8 4. 1.

q9 5. 4.

qlO 155. 132.

q11 165. 140.

q12 .9 204

q13 1.7 3.7

q14 4. 3.

q15 5. 4.

q16 5. 5.

q17 1. 2.2

q18 97. 76.

q19 119. 64.

q20 243. 161.

q21 268. 159.

q22 1304 8.5

q23 18.2 14.5

q24 .90 9.30

q25 188.6 387.2

All alternatives were Pareto optimal. Differences in some of the criteria were very

large and in others were not measurable. After normalization of the criteria to the

interval [.1,1.] and application of ZUG we get the results shown in Tab. 1. Average

value of the angular error: 10.6537 degree, p = .69,

The values of the membership function differ rather strongly. The computed order of

alternatives was stable, even if the normalization interval was changed ([.25,1.], [.5,1.],

[.1, .75], [.1, .5], [A, .8]), and the average value of the angular error changed in the first

digit after the decimal point only. The order of the alternatives was been accepted.

This applies especially to the alternative 13, which dominates due to the good values in

the most important criteria: washfastness, handle, crease recovery, fastness to rubbing,

pilling resistance, modification of dimensional stability, fastness to ironing, total cost.

In this practical decision making problem the parameter p, which controls the logical

property of the aggregation rule, was computed with the value p = .69, which means

"weak conjunctive aggregation".



Weighting

coefficients

gl .0215923

g2 .2568180

g3 .0333461

g4 .2094010

g5 .0015245

g6 .0035447

g7 .0168755

g8 .0995977

g9 .0037298

glO .0057991

gl1 .0066219

g12 .0175869

g13 .2348320

g14 .0087173

g15 .0022823

g16 .0270121

g17 .0058949

g18 .0028019

g19 .0068365

g20 .0072689

g21 .0068123

g22 .0067682

g23 .0018330

g24 .0077332

g25 .0107700
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EPSmin(p) p

1.1E+22 -10

1.4E+20 -9

8.1E+09 -8

3.8E+16 -7

4.8E+08 -6

2.9E+07 -5

1.8E+06 -4

1.2E+05 -3

8068.52 -2

594.28 -1

46.66 0

19.78 1

1256.71 2

1.2E+04 3

5.5E+05 4

2.9E+07 5

1.6E+09 6

9.3E+1O 7

5.4E+12 8

3.1E+14 9

1.5E+24 10

Tab. 1

ZG of 16

alternatives

.712

.665

.611

.740

.693

.359

.247

.724

.682

.648

.679

.299

.945

.583

.765

.700

Order of

alternatives

13. altern.

15. altern.

4. altern.

8. altern.

1. altern.

16. altern.

5. altern.

9. altern.

11. altern.

2. altern.

10. altern.

3. altern.

14. altern.

6. altern.

12. altern.

7. altern.

5 Open problems

In (Ester, 1986) the idea was developed that a multilevel hierarchy of attributes char­

acterizes the quality of decisions. For instance, a two-level hierarchy can be described

in the following way:

G aggr1 (G l1 , ••• , G1m),

G1j aggr1,.(G21 , ••• , G2mi)

The goodness G is an aggregation of partial "qualities" G1j , which are aggregations of

basic attributes G2j • It is possible that a concrete basic attribute is basic for more than

one partial quality.
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With the normalized criteria as membership functions of the basic attributes, the

aggregation rule (02) and the decision rule (04), the following equations hold:

g > Om, -00 < P < +00,

Zi -00 < pi < +00, i = 1(1)m, ZG = max!
q

In case of a known structure of the hierarchy (e.g. if the decision maker can give

corresponding information), it is necessary to determine the unknown parameters p

and g for each element of the hierarchy. The solution of a corresponding estimation

problem (analogously (09)) will be more difficult than in the problems described above.

On the other hand, the detection of an unknown structure of the hierarchy is very hard

and there is no creative idea for solving this structure-building problem. Because the

assumption that a hierarchic structure can better reflect the human's decision behaviour,

it is reasonable to think about appropriate methods and algorithms.
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1 Introduction

The choice of a compromise solution fulfilling additional conditions with regard to its

location in the criteria space is essential in numerous real-life multiple criteria optimiza­

tion problems. For instance, the choice of a technological process from many variants

proposed by experts, taking into account the total cost of investment and the minimal

necessary time to start the production, is often based on the analysis of upper and lower

bounds for values of the above criteria (Gorecki, 1981). Such bounds are usually not

strict; they are called aspirations levels and are assumed to be imposed independently

by experts or the decision-maker after the formulation of the problem, therefore serving

as an additional information for selecting the compromise solution.

The nature of aspiration levels is often uncertain and the arising set of demanded

values of criteria may be represented as random or fuzzy set. When selecting a com­

promise solution, the decision-maker is obliged to take into account the possibility of

unexpected change of aspiration levels using an uncertainty handling technique. For

the case where the demanded set is defined by two aspiration levels such a method has

been proposed by Gorecki (1981). In this approach, the search for a non-dominated

solution has been executed on a line which joins the aspiration levels, and lies inside of

so-called skeleton of the demanded set. An outline of the skeleton method may be found

in Gorecki (1981) and Wiecek (1984). The numerical implementation of this method

has been developed by Gorecki et al. (1982, 1985). Here, we will present some of its

theoretical foundations.

Throughout this paper we will assume that the set defined by the lower and upper

aspiration levels, called demanded set, and the attainable set of the criteria values have a

non-empty intersection. Then we will analyse the problem of selecting a non-dominated

compromise solution from this intersection which is - in some sense - most reliable to

the changes of the demanded set. Namely, we look for a problem solution on a specific

class of lines called the ordinal skeleton curves of the demanded set. The solution
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thus obtained will possess the property that the expected value of the distance form

the boundary of the demanded set is maximal, or equivalently, that the probability

of remaining within the demanded set - which boundary changes according to some

random rules - is maximal.

In this paper we will concentrate our attention on the particular case of the criteria

space constraints, namely on the sets defined by aspiration levels of the form:

Q := (q1 + e) n (q2 - e) (1)

(2)

where: q1 and q2 are the aspiration levels for criteria, denoting the maximal admissible,

and the most desired values of the criteria, respectively, and e is the positive cone of

the partial order in the criteria space. Usually e = Rf., and

N

Q = n[qli; q2i]
i=1

where q1 = (qn, •.. ,qIN) and q2 = (q2h ... ,q2N), qli:S q2i for 1 :s i:S N and the

product of intervals is understood in the Cartesian sense.

2 Problem formulation

Definition 1. The interval demanded set for the problem

(F: U -4 R N
) -4 min (8)

is given by the formula (1) where

(3)

ql rt F(U), q2 E F(U)

Interval demanded set in the case e := Rf. may be represented as

N

Q1 = n[qi; q;]
i=1

where qf, q; are lower and upper estimates of the i-th criterion demanded values respec­

tively.

Definition 2. The subset 8 1 of the interval demanded set QI defined by the formula:

8 1 := { x E QI : 3 Gi , G;, i i- j - facets of Q, such that

d(X,aQI) = d(z,Gi ) = d(z,G;)}

where aQI - the boundary of QI - will be called the skeleton of QI.

Now, let C(QI) be the subset of QI consisting of points maximally distant form the

boundary of QI, i.e.

(4)
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and let ql and q2 be two distinct elements of 8QI such that ql :'Sa q2. If QI is convex then

for each element q of the boundary of QI there exists a unique half-line v(q) starting

in q and such that the function d(',8QI) grows fastest on v(q) in a neighborhood of

each point belonging to v (q). It is easy to see that v(q) links q and C (Q I) and it is

linearly ordered. Thus we may formulate the following:

Definition 3. The ordinal skeleton of QI is the set

(5)

It is evident that if Q = QI then 80 C 8 1•

£d(x,8QI) dP :'S 1d(x,8QI)dP (6)

where P is a uniform probability distribution on g or c, and d is the II or 100 distance

in the criteria space. In particular, (6) holds for the skeleton curve 8.

Lemma 1. (a maximal safety principle). Let L(ql' q2) be the set of all curves joining

ql and q2 inside QI and being linearly ordered. Then for every g E L(qI,q2) and every c

such that c' C 80

Corollary 1. In the situation where there is no information about the location of

the Pareto set, the search along the skeleton curve 8 results in finding a non-dominated

solution maximally distant to the boundaries of QI.

Theorem 1. Let X be an arbitrary subset of QI. The probability distribution '7

defining the changes of 8Q is assumed uniform. Then the maximally safe element of X

with respect to the changes of Q belongs to 8 whenever 8 n X ¥ 0.

3 An application to a design problem

Let us consider the problem of designing a construction lift taking into account the set

of parameters which decide about the commercial success of the product. These criteria

include the time of evaluation of the project, the lifting capacity, the maximal range

of the arm - F I1 F2 , F3 respectively. We assume that may exist other criteria such

as reliability coefficient, or the production price per unit (F., F6 - respectively) which

should be simply optimized, without paying attention to the constraints in the criteria

space. Such criteria are not included in the model of preferences here presented. The

total cost of design and investment may be regarded as a constraint, together with the

employment, materials and technology limitations. We assume that all constraints for

a set U of admissible design strategies. The annual net income anticipated I may serve

as an aggregated utility function which, however, depends on the above listed criteria

in an unknown way. We can only assume that I is monotonically depending on the

measure of fulfillment of the market's expectations which are expressed by the set Q.
According to the preference model presented in the preceding subsections U is de­

fined by upper and lower limitations for the values of criteria. These parameters can

have the following practical interpretation:
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F ll - the minimal time necessary to distribute an announcement about the new

product to the potential customers, also - if all or a prevailing part of lifts

is to be sold to one company - the minimal supply time required by this

company;

Flu - estimated upper limit of period warranting a sufficient market's demand, or

the maximal supply time required by the commissioning company, or the

estimated time a similar lift will be designed and offered be other producers;

F21 - minimal lifting capacity admissible for lifts of this type;

F2u - maximal reasonable lifting capacity estimated basing on the knowledge of

potential scope of application of lifts;

Fs., Fsu - similarly as above - the minimal admissible, and maximal reasonable values

of the range of arm.

Each criterion should be optimized inside of the bounds Fil , Fiu , 1 ~ i ~ 3, whereas

F I should be minimized, the other criteria - maximized. To treat the functions Fi

in an uniform way, we will instead minimize the function (-FI ) and (Fs), replacing

simultaneously lower bounds be upper ones with opposite signs and vice versa.

The demanded set Q can be expressed in the form

s

Q = n[Fil, Fiu ]

i=1

The bounds of Q are uncertain as the values of Fil and Fiu , 1 ~ i ~ 3 are only estimates

of the real user's needs. By Theorem 1 the strategy chosen on the skeleton set S ensures

that the probability of remaining within a perturbed set Q" is minimal, 11 being a

random perturbation coefficient of Q. Roughly speaking, the better the solution chosen

fits into the set Q", the higher is the income I, on the other hand I should be monotonic

with respect to the criteria F.. F2 , ••• , FN • Thus we can conclude that I should be

monotonically proportional to the utility function defined by the formula

(7)

where d(.,BQ) is the distance to the boundary of Q, j = (F.,F2 ,Fs), i = (F.,F5 ),

and II and 12 are certain order representing functions defined so that the maximum

of G were non-dominated and situated within Q x R 2 (cr. also formula (9) in the final

subsection). Let ~ s denote that the values of II and 12 are entirely independent if the

values of F and F are not depending on each other.

Hence it follows that the maximal safety with respect to j of a compromise solution

chosen is not conflicting with the goal of optimizing F in Q x R 2
• According to the

results of the preceding subsection, such a compromise value of F should be found on

the skeleton curve S.

Since we do not impose any decision choice rule for the remaining criteria F. and F5 ,

we might consider two subcases:
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1. F and F are independent - then we get a family of solutions of form

(Fe> i) !EFP(U,9)

where Fe is the compromise value of F found on the skeleton curve S.

2. the values of F are uniquely determined by F - then we get a unique solution

A simple example is presented below.

3.1 A simple numerical example

In the above model suppose that

Fu = 2 months,

Flu = 12 months,

F2l = 5000 kilograms,

F2u = 25000 kilograms,

F3l = 10 meters,

F3u = 50 meters.

Then we get

3

Q = n[lib Fou],
0=1

ql := (2; 5000; 10), q2 := (12; 25000; 50).

The decision space is defined as the intersection of Q and

F(u) := {(XbX2,X3) E R~ : Xl - 0.002X2 + 3X3 :S 100,

xi + 3(0.OOlx2)2 + 0.5x; :S 1600 },

where U is the set of available design strategies connected with the employment, invest­

ment of financiai strategies which are not considered here.

The distance in R 3 which serves to define the safety coefficients inside Q is given by

Since Fl is only minimized objective function, the criteria F2 and F3 can be equiva­

lently taken into account in the minimization problem:

(8)
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after the following transformation:

F; := -F•• i = 2,3 (9)

Simultaneously,

and

q ~ := (2; -25000; -50),

3

Q':= n[F:1,F:u ]'

.=1

q~ := (12; -5000; -10).

After finding the skeleton curve S and the compromise solution f. for the transformed

problem (8)-(9), one should perform the transformation reverse to (9) to obtain the

numerical values interpretable for the decision-maker.

There exist 4 breaking points in the skeleton curve S which can be found according

to the construction algorithm given in (Gorecki et aI., 1982; Gorecki and Skulimowski,

1987) and amount to

ql = (7,10,15); q2 = (7,15,20); q3 = (7,15,40); q4 = (7,20,45);

The core C(Q) is the rectangle

The ordinal skeleton SQ consists of C(Q) and the intervals [Ft,ql] and [q4,F].

The compromise solution 1. can be found on the interval [q3, q4] and amounts to

(7;15.58;40.58). One can observe that in the above case r. E C(Q).

4 Final remarks

Another possibility of investigating the theoretical fundamentals of the method consists

in interpreting the search for a non-domain solution on S as maximizing certain utility

function r.p which admits its local maxima on S. In this approach r.p can be taken as

the membership function of certain fuzzy set which describes the uncertainty of the

demanded set Q. This function can have the form

It follows immediately from the above formula that r.pQ has the desired property men­

tioned above i.e.

arg max { r.pQ(x) : x ~e ql} C S;

and, moreover, r.pQ is order representing (Wierzbicki, 1980).

These properties could provide for a combination of fuzzy set theory and the skeleton

method.
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Multicriteria Game Models and Negotiation

Processes

V.A. Gorelik

Computing Center of the USSR Academy of Sciences

Moscow, USSR

1 Introduction

Recently questions connected with the analysis of conflict situations and negotiation

processes have excited the common interest and become the subject of scientific inves­

tigations for economists, historians, politologists, sociologists, ecologists. Taking into

consideration certain limitations of mathematical models and difficulty of checking its

adequacy of reality in this field we want to consider these problems from the point of

view of mathematics.

Generally there is a special area of mathematics, ie. the game theory, for analy­

sis of conflict situations. So it's natural to use game models in investigations of real

conflicts and negotiation processes in different fields (for example, international trade

agreements). However, to our regret, the game-theory approach is not widely used in

practical researches. This is caused by a number of reasons, but the most important

that there is no the common principle of optimal behaviour in the game theory. This

means that the rational agreement from the point of view of one principle of optimality

is not the same from the point of view of the other. As a result there is an element

of subjectivity in the investigation of real conflicts connected with the choice of the

conception of solution for corresponding game models.

There are at least two ways out of this situation: 1) to find such classes of game

models which have just the same solutions for different principles of optimality; 2) to

construct basing on an initial game which is a model of real conflict another dynamic

game which describes a negotiation process of choosing acceptable agreement among

those solutions which are connected with different principles of optimality.

2 Games with stable and Pareto optimal solutions

Our investigations show that conflicts and their game models have good structure which

is characterized by the existence of stable and mutually profitable agreements if each

participant has several criteria connected with different spheres of interests among which

there are private, common and antagonistic goals. For example, let's consider two­

person game in which each player has two efficiency criteria. One criterion describes
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personal achievements of the player in his own sphere of activity (let's name it internal

sphere). We'll denote this criterion F;(Ui), i = 1,2. The second criterion describes

achievements of the player in a competition with the other player in some common

sphere of activity (let's name it external sphere). We'll denote this criterion Gi(Ul,U2),

i = 1,2. Strategies (controls) of players Ul, U2 are the proportions of distributions of

resources or products between the internal and external spheres of activity. Thus the

value of the first criterion of each player depends only on an amount of his own resources

invested in internal sphere. The value of the second criterion of each player depends on

strategies of both players because this criterion evaluates the relative achievements or

influence in external (common) sphere.

The definition of these criteria is insufficient for describing exactly individual prin­

ciples of behaviour. It's necessary to introduce one general criterion or to determine a

concept of vector optimum. It's well known that there is a general criterion which is

connected with one of the most used concepts of vector optimum - Pareto optimality.

This criterion can be formed from several criteria by the operation of taking minimum

("estimation by worse result"). In our case it looks like

i = 1,2 , (1)

where .Ai is weighting coefficient. Each point of Pareto set in the space of two criteria

(for one player knowing a strategy of the other player) can be obtained as a solution of

maximization problem for criterion (1) with accordingly determined .Ai.

We'll suppose that individual preferences of players can be described by the cri­

teria (1) with fixed .Ai, i = 1,2. Such transformation leads us to non-differential

optimization which is connected with difficult mathematical problems. We'll not dis­

cuss these problems in detail because in the case considered here these difficulties can be

easily overcome. It can be mentioned that for more general problems of such type rather

convenient conditions of optimality and some interesting qualitive results are obtained.

Game models with criteria (1) are investigated in static and dynamic cases. In

dynamic cases all criteria are determined in virtue of systems of multistep or differential

equations. As an example we'll consider the economic system which can be described

by linear differential equations

{

Xi = (a;Ui-JLi)Xi, Xi(O) = X?,

Yi = a;(1 - Ui)Xi - OiYi, Yi(O) = Y?,
(2)

where phase variables Xi and Yi describe processes states in internal and external spheres

correspondingly and the control Ui E [0,1]. Real data for big economic systems show

that the control of such type (for example a share of unproductive expenses) changes

in time slowly, so we'll suppose in this paper that player's controls are constants as

functions of time on fixed plan period [0, T] (for program controls results are interesting

but rather complicate and must be discussed separately).

Criteria Fi(Ui), Gi(UI,U2), i = 1,2, are supposed to be unimodal functions. More

exactly Fi(Ui) are unimodal functions with maximum points ut E (0,1], Gi(Ul,U2) as

functions of Ui are unimodal with maximum points u; E [0,1) and as functions of ui
increase for ui ~ uj, where ut > u;, i, j = 1,2, i =I- j. These suppositions are in
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accordance with the meaning of criteria because the value Ui determines the share of

resources in internal sphere and the value 1 - Ui determines the share of resources in

external sphere. For dynamic variant of the model, for example, terminal criteria

~ ( U i )

Gi(Ul,U2)

xi(T) - Xi,

AiYi(T) - A~Yj(T),
(3)

which are determined in virtue of system (2), answer these suppositions. In (3) Ai, A~ are

coefficients comparing achievements of participants in external sphere, Xi are standards

in internal spheres.

Let us remind some concepts which we'll use further. The point (u;,u;) is (Nash)

equilibrium point (situation), if

H1(u;,u;) > H1(ull U;)

H2(u;, u;) > H2(u;, U2)

V'UI E [0,1],

V'U2 E [0,1].
(4)

If inequalities (4) are strict under Ul =I- ui, U2 =I- u;, than the situation of equilibrium

is called strict.

The point (UllU2) is called Pareto optimal if there is no point ( u ~ , u ~ ) , for which

i = 1,2, (5)

and at least one of inequalities (5) is strict.

The point (Ul,U2) belong to ,-core C., if it is Pareto optimal and Hi (ull U2) ~ 'i,

i = 1,2, where

"Yl max H1(Ul, u~(ud) = H1(u;, u~(u;)),
U-;$Ul$U;

max H 2 ( U ~ ( U 2 ) ' U2) = H2(U~(U;), u;)
U;-$U2$U!

(6)

and functions u?(Uj) = Argmaxu:-<u.<u+ Hi (ul,U2), i,j = 1,2, are single value. Here

"Yi is a result of player i when he' ~ ;; l ~ a d e r , that is he plays first and communicates

his choice to the other player (such game was introduced by Stackelberg in the case

of single value functions u?(Uj) and was named a game with hierarchical structure and

studied in general case by Gorelik and Kononenko (1982)).

For the game with criteria (1), where Fi(u;), Gi(Ul, U2) are unimodal functions, in

particular, have form (3) and are determined by system (2), such results are valid:

1. there exists at least one situation of (Nash) equilibrium, all situations of equilib­

rium are strict and can be found with the aid of necessary and sufficient conditions

i = 1,2; (7)

2. if there are several equilibrium situations, then among them there is the best

one for both participants, in which they gain more than in any other equilibrium

situation;
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3. if the function

(8)

does not increase by Ul, U2, in particular, G(Ul,U2) == const, then (ui,ui) is the

unique situation of equilibrium, Pareto optimal and is a point of ,-core C,;

4. if additionally the function G(Ul, U2) decreases monotonously by one argument Ul

or U2, then C, = {(ui,ui)}i

5. if equilibrium situation is unique then it is stable, that is any tatonnement process

converges to it.

As examples show (Gorelik, 1986), conditions of monotonity for function G(Ul, U2),

determined by (8), are essential (without these conditions properties 3 and 4 may be

not valid). These conditions can be easily interpreted: thought achievements of each

participant in external sphere decrease, when his opponent augments a share of resources

here, summary achievements of both players don't change (closed system) or increase

(maybe at the expense of third party). For dynamic variant of the model these conditions

are equivalent > . ~ ~ >.t (>'~ > >.n·
Results obtained can be generalized in the case of n-person game. We'll not discuss

this case in detail here, only note that there also exists an equilibrium point under

analogical suppositions and it is strong, that is even coalitions of players can not break

it (Gorelik, 1986).

These results show that in the game of type considered different principles of optimal

behaviour (equilibrium and Pareto optimality) give just the same solution. There is

also no sense to struggle for leadership because in games with an arbitrary sequence of

moves (with a hierarchical structure) equilibrium strategies (controls) are optimal for

both players. Thus, in conflicts of such type there are stable and mutually profitable

agreements. Moreover even individual actions of players which don't know or don't take

into account interests of the other party lead to the same stable and Pareto optimal

situation. It means that in such conflicts there is no a reason for negotiations, in spite

of the fact that they are not antagonistic.

3 Negotiation processes

A subject for negotiations appears when equilibrium point isn't Pareto optimal, or

there are several equilibrium situations among which players prefer different points,

or there are no equilibrium points at all. Let's consider a case when there is unique

and even stable equilibrium situation but it's not Pareto optimal. In this case players

can achieve equilibrium point by means of individual actions trying to maximize their

own gains. Here tatonnement process stops and players can't improve their positions

acting individually. But there are situations which are more preferable for both players

simultaneously than equilibrium situation. Now it's profitable for players to achieve

some reasonable agreement. So in such situation individual behaviour is not efficient

and group (collective) behaviour is preferable.
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There are several principles of collective behaviour in the game theory connected

with different axioms of choice (arbitration schemes, Shaply vector and so on). But

there is one demerit inherent to these concepts of solutions, that is statical approach

(one-step choice). This circumstance combined with instability of solutions reduces their

practical significance. But real conflicts of such type can be usually resolved by means

of negotiations, which are dynamic multistep process with intermediate suggestions and

agreements. We'll try to describe this process using the game-theory approach.

So players have achieved an equilibrium situation by means of individual actions.

It seems real conflicts often develop without resultive collective actions of participants

till a definite moment. Then a process becomes stationary and players come little by

little to an idea that they can't achieve better results, which are possible in principle,

without collective actions. At this moment really resultive negotiations may begin. As

negotiations are also a collision of interests we may describe them by a game which is

a kind of superstructure on an initial game describing a real conflict (economic, trade,

ecologic and so on). This new game is dynamic with the initial point ( u ~ , u g ) , which

is equilibrium point for the first game. At each step K one player by turns suggests a

new point (agreement) (uf, uf) and the other player accepts it or declines, that can be

described by boolean variable OK. Thus we have dynamic process

{

~K
K ui ,

u· =
• K-lu i ,

OK = 1,

OK = 0, i = 1,2, K = 1,2, ... ,
(9)

which terminates in Pareto set, because further any suggestion more profitable for one

player is less profitable for the other. Strategies of players are sequences

{ ( M2K-l -2K-l) c2K K 1 2 } {c2K-I (M2K M2K) K 1 2 } (10)u l , u 2 ,CJ, =" ..., CJ ,u l , u 2 , =" . . . ,

where variables at each step are functions of preceding choice (a game with full infor­

mation). New criteria of players in the dynamic multistep game must be determined on

these strategies and trajectories of the process (9), for example, it may be the discounted

sum
00

Wi = LafHi(uf,uf), i=I,2. (11)
K=O

This multistep game may be investigated in traditional game-theoretical manner (for

example, we can put a question of an equilibrium situation existence), but it seems more

realistic approach is to estimate and to compare some heuristic strategies of type (10)

basing on an imitation of the process (9). Such gaming can be used in a negotiation

decision support system.
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1 Introduction

The optimal design of experiments constitutes an important part in data processing.

In the theory of the inverse problems in control system dynamics two basic procedures

of the design of experiments are usually considered: the measurement allocation for

estimation of the state of the system and the design of optimal inputs for systems

parameters identification. Both these problems were studied carefully in control lit­

erature (Aoki and Staley, 1970; Athans, 1972; Herring and Melsa, 1974; Mehra, 1974

and others) for the systems with statistical description of unknowns. At the same time

there exist applied problems concerned with the design of experiments for dynamic sys­

tems where either statistical description of disturbances is not available or disturbances

are not probabilistic in their character. The models with setmembership description

of unknowns, considered in the theory of control and observation under uncertainty

conditions (Krasovski, 1968; Kurzhanski, 1977) appear to be more suitable in the last

case.

The problem of choice of the optimality criterion for experiments arises within this

models, because of it is impossible to use the standard statistical criteria, such as the

trace of the error covariance matrix, or the trace of the Fisher information matrix, etc.

Usually a maximal possible error of estimation is considered as a criterion instead of

statistical characteristics.

Both problems of measurement allocation and of optimal inputs design can be con­

sidered within united general scheme. Further we describe this scheme and its detailing

for each of the problems under consideration.

2 The design of experiments under uncertainty con­

ditions (general statement)

A wide range of problems of estimations for dynamic systems, when the measurements

are performed on a fixed interval of time, admit the following statement.
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Let X, Y, Z be real Banach spaces, let operators A : X --+ Y, F : X --+ Z, a point

y E Y and a set W ~ X be given. It is necessary to find Z = Fw under the conditions

Aw = y, w E W. Here w may be treated as unknown input of the system, W gives an

apriori information on w, y is the result of measurements of the output.

Let us assume, that Z = R N, Z = (Zb" .,ZN)T, Fw = ((fl, w), ... , (IN,W))T, where

Ii are linear continuous functionals. Let operator A = A(u) depend on the control

parameter u E U, where U is a given set.

The experiments design procedure may be treated as follows. Consider two decision

makers involved in the procedure. The first one (DM1) tries to get the best (in a

certain sense) possible estimate of vector Z from the results of measurement of y, while

the second (DM2) controls the process of measurements, choosing control u E U.

The aims of DM1 and DM2 do not coincide in general. The last circumstance leads

to the game theoretic statement of the problem analogous to the one considered by

Kurzhanski and Gusev (1978).

Here we assume that DM1 and DM2 have the same aim, this gives a possibility to

suppose that choice of u E U and estimation of parameters z;, i = 1, ... , N, are carried

out by the unique DM.

Let A be linear continuous operator, W = X. Let DM obtain y + ~ as the result

of measurements instead of y, and all available information on error ~ is given by the

inequality Ikll ~ 0, where 0 is known positive number. Consider an apriori estimate

2" = (b",y), b" E Y' (Y· denotes the space adjoin to Y) (Krasovski, 1968). Under the

condition ~ = 0 the following equality should be fulfilled

hence A'(u)b" = r (A·(u) denotes the operator adjoin to A). Maximal possible value

of an error of estimation is given as follows (II . II. is a norm in the space Y·)

Hence the best guaranteed value of an estimation error - J,,(u) may be obtained

as the solution to the following extremal problem

(1)

The problem of the experiments design consists in the choice of u E U, minimizing

vector functional J(u) = (J1(u), ... ,JN(U))

It may be shown, under some assumptions, that J,,(u) may be determined from the

solution of the following "dual" problem (see, for example, Krasovski, 1968; Kurzhanski,

1977; Kurzhanski, 1983):

So minimization of J(u) is equivalent to maximization of I(u)
where

I,,(u) = min{ IIA(u)wll : (I, w) = 1} (2)
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3 The measurement allocation problem

3.1 Geometrical restrictions

Consider the linear system on interval T = [to, tIl

dx/dt = A(t)x, x(to) = xo,

and the equation of measurements

y(t) = G(t)x(t) + ~(t),

t E T, (3)

(4)

where x E R", y E R"', ~ ( t ) is an error of measurements (initial vector Xo is assumed to

be unknown).

Let us assume that the measurable matrix function G(t) takes its values in the given

finite set of matrices { G lo ••• , Gr } and ~ ( t ) is restricted to the inclusion

dt) E a(G(t)), t E T, (5)

where a(Gi) = ai, i = 1, ... , r are convex compact sets.

It is necessary to specify function G(t) which determines the allocation of measure­

ments, so that to ensure the best estimate of scalar parameter z = IT xo (vector IE R"
is assumed to be given). This problem constitute a special case of the one considered

in the previous section, with u = G(.), w = xo, y = y('), N = 1, and input-output

operator A : xo -+ y(.) determined by the equations (3), (4).
Using the results on duality in observation theory (Krasovski, 1968; Kurzhanski,

1977; Kurzhanski, 1983) we can reduce calculation of the estimation error value to the

solution of the following problem

lp = max inf max p(G(t)x(t,l) I aO(G(t)))
c(·) ITI=l lET

Here p('18) is a support function of a, aO denotes a set polar to a, and x(t, l) is a solution

of the system (3) corresponding to the initial vector l.

Let us denote

,pq(x)=p(Gqx I 8~), q=I, ... ,r,
4>(l) = max max,pq(x(t,l)).

lET q

It is not difficult to show that function 4>(l) is convex.

Consider the following convex programming (dual) problem

lei = min{ 4>(l) : IT I = 1 }.

Theorem 1 (duality theorem). Let there exists k E {I, ... ,r}, such that the pair

A(t), G Ic is completely observable on T, and 0 E int 2(G Ic ). Then lp =h

The theorem states that the values of the primal and the dual problems coincide.

Theorem 2. Let l· be the solution to the dual problem. Then the optimal mea­

surement allocation function G· (t) may be specified as follows: G· (t) = GIc(I), t E T
where

,p1c(1) (x(t, ZO)) = max{ ,pq (x(t, ZO)): q = 1, ... , r }.
q
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3.2 Integral restrictions

Consider the problem of measurement allocation for the system (3), (4), assuming that

all available information on the errors is restricted to the integral inequality

i: 1

~T (t)R (G(t)) ~ ( t ) dt ::; p,2 (6)

instead of the inclusion (5). Here R(G) is positive definite matrix for every

G E {G l , ... ,Gr }.

The solution of the problem with integral constraints may be obtained as follows.

Consider the matrix differential equation

t E T, (7)

with boundary condition P(tl) = O.

If the pair A(t), G(t) is completely observable on T, then P(to) is the positive definite

matrix.

Consider the optimal control problem for the system (7): determine measurable

function (control) G(t) which takes values in the set {Gl>"" G r } and minimizes func­

tional

J(G(·)) = IT P-l(to)1 --+ min (8)

Theorem 3. Every solution GO(.) of the measurement allocation problem is the

solution to the optimal control problem (7), (8) and vice versa.

Function ~ ( P ) = IT p- l I is convex on the cone of positive definite matrices. The

optimal measurement allocation function G(t) can be specified from the following max­

imum principle conditions.

Theorem 4. In order that GO(t) be the solution of the measurement allocation

problem it is necessary and sufficient that

(S(t), GoT(t)R-l(GO(t))GO(t)) = max{ (S(t), Q) : Q E e},

where S(t) is the solution to the equation

dSjdt = -AS - ST A, S(t) = (P-l(to)/)(P-l(tO)f)T,

e = {GiR-l(GdGl"'" G; R-l(Gr)Gr }, (A, B) = trATB (tr denotes the trace of

matrix).

The optimal guaranteed estimate of z is given as follows

z= hWOT(t)(Go(t)x(t) + dt))dt.

WO(t) = P-l(to)R(GO(t))X(t,to)/,

where X(t,r) is the fundamental matrix of the system dxjdt = A(t)x.

The solution to the problem of measurements allocation with vector-valued func­

tional and disturbances in the right hand side of the systems (3) is described by Gusev

(1985).
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4 Optimal inputs for system identification

Let us consider the problem of identification of the parameters of stationary control

system

dx/dt = Ax + bu, x(O) = 0, (9)

on the interval [0,1] (x ERn, U E R is control parameter). Let us assume that vector

x(t) is accessible for measurements. It is necessary to reconstruct the matrix A and the

vector b from the results of measurements of x(t). It may be shown, that if uf:.O (as an

element of £2) then the necessary and sufficient condition of identifiability of A, b from

the results of exact measurements of x(t) is the complete controllability of the system

(9). Denoting by w the vector (ail,"" ilin, bi), i = 1, ... , n we get the following infinite

system of equations

where

n+l

x(t) = L w;y;(t),
;=1

o ~ t ~ 1,

dy;/dt = x;(t), j = 1, ... , n, dYn+I/dt = u(t), y;(O) = 0, j = 1, ... , n + 1.

Let us define operator A : Rn+l --+ C as follows

n+l

(Aw)(t) = L w;y;(t),
;=1

o ~ y ~ 1,

Consider the problem of estimation of Uk, W), k = 1, ... , n + 1, Uk E Rn are assumed

to be given) under condition (Aw)(t) = Xi(t), 0 ~ t ~ 1.

Let Xi(t) be given with an error non exceeding 6 in the norm of the space C. Then

the maximal value of estimation error can be obtained as the solution to the problem

(1) (we neglect the influence of measurement errors on the operator A).

Let us consider the problem of the design of the input (control) u(t) (selected from

the given set U = {u(.) E £2 : lu(t)1 ~ I}) which minimizes the value of estimation

error. This problem may be reduced to the following optimal control problem:

• specify control u(·) which maximizes vector-valued functional

I(u(·)) = (II,"" In)(u(·)) ,

n+l

Ik(u(.)) = min max\L w;y;(t)j,
(j,w)=1 IEla,11 ;=1

on the trajectories of the linear control system

did' ( : ) ~ ( ~ ~ ~) ( : ) + ( ~ ) _, x(O) = 0, y(O) = 0 (10)

We shall consider the special case of the last problem, arising when fk, k = 1, ... ,n + 1,

are coordinate vectors and linear functionals bk from (1) are sought for in the form of
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(bl;, x(·)) = X(TI;). Here TI; E [0, tj, k = 1, ... , n + 1, are given instants of time such, that

Ti i- Tj if i i- i·
In this case functionals ]I;(U(')) from the "dual" problem (2) are determined by the

equalities ]I;(U(')) = IYI;(TI;) I if

Yi(Tj) = 0 i i- i, i,i = 1, ... ,n+ 1, (11)

and ]1; (u(.)) = -00 otherwise.

So multicriteria control problem, arising from the problem of input design, takes the

following form:

• specify control u(.) E U, that maximize vector functional

under the restrictions (10), (11).

Let us define function 4>(1) as follows

(12)

Here pi = (p~, ... , p ~ ) T E Rn, P ~ + l E R,li = pL i = 1, ... ,n+ 1, S(T,Tj,p) is the solution

to the second order differential equation d2s/dT2 = -ds/dTAT, with initial conditions

ds/dT(Tj) = p, S(Tj) = 0, X(T) = 1 if T ~ 0 and X(T) = 0 if T < O.

Theorem 5 (duality theorem). Let II = (lib'" ,lIn+dT
• There exists u(·) E U,

such that conditions (10), (11) and equalities Yi(Ti) = IIi, i = 1, ... ,n + 1, are fulfilled if

and only if II E B4>(O).
Here B4>(I) is the subdifferential of convex function 4> at the point l.

The set B4>(O) is symmetric with respect to the origin, if rank (b, Ab, . .. , An-1b) = n

then 0 E int B4>(O).

Theorem 6. Let the system (9) be completely controllable, u·(·) be Pareto optimal

control in the problem (10), (11) and Yi(Ti, u·(.)) = IIi. Then

1. II E fr(B4>(O));

2. there exist the solution I' to the problem

and solution p ~ . of the problem (12) with P ~ = I;;

3. the equality
n+1

U'(T) = sign[l.: s(T, Til pi')b + P!.~IX(T - Tj)]
j=1

holds true.
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Theorems 5, 6 permit to reduce the design of optimal input to the description of the

boundary of subdifferential of convex function.

The solution of the problem of input design for the system (9) with energy constraints

can be obtained by the analogous way. The corresponding function ¢(l) takes the

following form: ¢(l) = (lTQl)l/2, where Q is positive definite matrix. Matrix Q can be

determined directly from the coefficients of the system (9), we omit the details here.

The Pareto set (in the criteria space) constitute in this case the part of the boundary

of the ellipsoid
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1 Introduction

From among the mathematical models applied for development of the various branches

of the national economic planning, the multilevel (hierarchical) models represent a big

model-family.

The characteristics of the hierarchical models derive from the organizational struc­

ture of the economy known from the planning practice:

• there is a central planning organization which - on the basis of information for the

whole of the economy - makes decisions regarding the distribution of resources,

• there are the various sectors of the economy which, being aware of their own

resource possibilities, make decisions about the proportions of production and

use,

• there is some information relationship between the center and the sectors, this

plays an important role in their decision-making.

The aim of the multi-level decision-making is the elaboration of such a plan that

meets both central and sectoral conditions and central and sectoral optimum require­

ments. (The first type of the two-level decision-making models was elaborated in 1963

by Kornai and Liptak.)

It is also a characteristic feature of the multi-level decision-making that the goals

of the center and the sectors do not always coincide by any means. The handling of

the contradicting interests leads up to the use of the methodology of multiobjective

optimization.

This paper presents a special multicriterial hierarchical model and its use in the

planning of agriculture.
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2 Background of the modelling work

The problem arose from the planning of agricultural development. In the past few years

a research project was carried out on the developmental problems of Hungarian food

and agriculture.

In this project the investigation of the following problems was stressed:

• short and long term possibilities of biomass utilization,

• the economic and environmental consequences of the more complete and rational

utilization of the biomass produced year by year.

In the selection of the mathematical model the following viewpoint was paramount:

• Changing the behaviour of the system is possible over a longer period only. For

this it is necessary to study the system in its dynamics.

• The operation of the system is determined basically by plant production, the

productivity of the soil and the level of nutrient supply.

These factors are controlled by the allocation of financial resources. For this the system

was described by a control problem, with the allocation of resources playing the role of

control.

The model system is divided into three elements:

• plant production model,

• model of animal husbandry,

• the block of biomass utilization.

The first two models can be directly linked via feeding and product output respectively.

The models of plant production and animal husbandry are connected by biomass uti­

lization and the controlling conditions. The models presented here have been elaborated

on two levels of aggregation. Relationships are described on the macro level by the more

aggregated version, while the more detailed version are used to describe the production

within regions or sectors. This solution was necessitated by two causes:

• the detailed model describing the production and utilization of biomass in the

whole country is practically unsolvable because of its large size,

• real decision processes are better represented by a hierarchical structure.

Central planners make their decisions on the basis of macro-level relationships concern­

ing the allocation of central resources, and formulate at the same time productions

targets. The production structure is then set up by the sectors according to their pref­

erence system - which is not necessarily identical with central goals. We tried to

represent these by a hierarchical model system as follows:
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central
model

prescription

of condition
of production

sector
models

equilibrium

conditions

Figure 1

3 Mathematical model

The blocks of the model system - central model, plant production model and model

of animal husbandry are developed by similar ways, therefore we give only the mathe­

matical description of the plant production model (Csaki, Ramos and Lang, 1984).

Control conditions

B!!N(t) < !!~(t)

!!N(t) > Q

State equation

D ~ N ( t ) + E~(t) + C!!N(t)

liv

Equations describing the functioning of the system

~ N ( t ) = F~(t)

A&'N(t) = Q(t)

HN(&'N(t) , llN(t), !!N(t)) ~ 0

The output of the system (the product mix) is described by

together with the constraints

The meaning of the different groups of conditions is as follows:

The characteristics of the production site in plant production - Le. area of land

available and its composition according to fertility classes - are represented by the

state variables of the system.



42

The individual groups of variables have the following meanings:

;l;.(t) - quality composition of lands

~ ( t ) - actual sowing structure, also containing nutrient levels and agrotechnology in

an implicit form

E - effects on the land of the agrotechnology applied

C - amelioration and other qualitative changes of the land.

The equality

~ ( t ) = F~N(t)

in the equations describing the functioning of the system refers to the utilization of

available area, while the condition

to the relationships of sowing structure, and the condition

to the connections between nutrient supply and product mix. Representing the product

mix, lLN(t) is the output of the system, to be computed from sowing structure and

average yields on the basis of the equality

The matrix G(t) is for describing the development of yields, with the elements deter­

mined by using a prognoses.

The product mix, lLN is controlled by

• domestic consumption,

• fodder needs of animal husbandry,

• processing capacity of the food industry,

• raw material needs of different industrial sectors, and

• export-import possibilities.

We chose two types of objective function. One of them characterized the productivity

of the arable land (Harnos, 1986), i.e. it served to regulate the change of productivity,

the second described the economic targets.



43

4 The model structure

As is shown in Figure 1, the model system has a hierarchical feature, but it can be

represented as one single system of inequalitie&.

In this case the matrix of coefficients has the following structure:

center

1st
sector

2nd
sector _I

Figure 2

The conflicting interest of the center and the sectors can be expressed by the objective

functions. Let Ik and Ii, i = 1,2 denote the objective functions belonging to the central

and sector problems respectively, and let L = Uk, I .. 12) be the common objective

function of the problem. The basic task is to find the Pareto optimal solutions of the

task T, i.e. we have to solve the following problems:

T

P - opt J(;f, '![l' '![2)

(;f, '![,~) E Ok

(~:i, '![i) E Oi('!['~) j = 1,2.

Here we used the following notion system:

The set of

Ok = {(;f,'![,~) E Rm+nHj Hk(;f,'![,y,) :S a}

denotes the feasible solutions of the central model, where ~ E Rk, '![ ERn, ;f E Rm

denotes the control, decision and state variables respectively. The projection of the

feasible solutions on the RnH represent the plans of centre:

Every (Y, il) central plan determines the set of feasible sector plans. The set

represents the feasible solutions of the j-th sector belongs to the central plan

An (Y, il) element of Pk is called consistent plan if

j = 1,2.
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The common solutions of the whole system are represented by the vector

(

A A 1 2 2)
J 2 , y , u , ~ , ~ ,'!{

where

and (11, u) is a consistent plan

and

j = 1,2.

Let us decompose the task T in the following form

P - opt h('!{)

(J2, '!{,~) E Ok

and

P - opt !i('!{j), j = 1,2

C ~ i , '!{i) E OJ ('!{,~)

It can easily be controlled if (J2, y,~) is an optimal solution of Tk i.e. (y, u) is a consistent

plan and ( ~ j , ' ! { i ) is an optimal-solution of Tj , j = 1,2, then ( J 2 , ' ! { , ~ , ~ 1 , ~ 2 , ' ! { 2 ) is an

optimal solution of T.

This observation means: the determination of some solution of T can be reduced on

determination of smaller size, decomposed mathematical programming problems. The

main problems connected with the shown hierarchical model are:

• how can a consistent plan be determined ?

• among the consistent plans how can an optimal solution be selected?

We are unable to give a positive answer to the first question in general. However, if

there is a special interrelationship between Tk and T;, j = 1,2, then the solutions of Tk

formulate consistent plans.

Before formulating the theorem in exact terms, we introduce some notions. Suppos­

ing that Tk is linear and can be divided into three parts

where Ht (j = 1,2) represent the more aggregated version of the sector models.

The aggregation are connected with the coefficients of the system which express the

efficiency of the investments and the productivity of land and animals on the central

and sectoral levels.

As the detailed model is yet to be expounded, it is unnecessary to give the exact

aggregation formula here. It can be found in (Hamos, 1985).
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Theorem: Let us suppose the system Tk and Tj , j = 1,2 are linear, and Tk satisfies

the conditions regarding the aggregation. If ( ~ , y,!!) is a feasible solution of Tk, then

Tj (y, u) ¥- 0, Le. (u.,!!) is a consistent plan. -

From this theorem follows: The problem T is solvable independent of the objective

function, i.e. (x, Y, u) is a Pareto optimal solution of Tk and C ~ : i , y j
), j = 1,2 are Pareto

optimal solutions of Tj, j = 1,2 respectively, then ( ~ , u.,!!, &:\ u.l,~?, u.2 ) is a Pareto

optimal solution of T.

The next simple example proves that the previous theorem is not valid in the general

case.

Let us consider the following problem:

Ul + U2 ::; 1

y~ + y~ ::; 1

Ui 2: 0, y ~ 2: a

2y~ + y~ --4 max

It is easy to check

Tj

Yj 2: y~
1
-Ul > y'2 - 1

Yj --4 max

y ~ = Yj = Uj = 0.5, j = 1,2

is an unique Pareto solution of T, but it cannot be derived from optimal solutions of Tk

and Tj , j = 1,2, because the (1,0,Ul,U2) form vectors construct the set of optimal

solutions of Tk, and OJ(1,0,Ul,U2) = 0.
In many cases the Tk is not derived from Tj, j = 1,2, and so the determination of

consistent plan causes a computation problem.

In this case the problem may be solved iteratively. In the first step we solve Tk • Let

(Y', u·) denote the corresponding plan. There may be two cases if

OJ(Y',U') ¥- 0, j = 1,2,

then (y', u·) is a consistent plan, and to solve Tj, j = 1,2 problems we obtain a

solution T,

if OJ(Y',u') = 0, j = 1 or/and 2,

then we modify the whole system. First we determine a solution of the Tj system by a

modified goal function using Y' as a reference point.

Let Y'jP\ j = 1,2 denote the optimal solutions of Til j = 1,2. In the knowledge

of y', Y?\ y ~ P t we formulate a new equilibrium condition H(y', y ~ P \ y ~ P t ) = a and

modify Tko The set of feasible solutions of the new Tk system is

O~ = Ok n {(x,y,u); H ( y ' , y ~ P \ y ~ P t ) : : ; a}.
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We solve Tic again and continue this process. It can be seen from the construction that

we successively receive better and better solutions.

We are not able to prove the convergence by this iteration process, but if in some

iteration step the set OJ is not empty, then we obtain a consistent plan.

By using the tools of game theory the existence of consistent plan under some further

condition can be proved (Sivak, 1983).
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1 Introduction

In recent years, many types of interactive optimization methods have been developed in

order to support multicriteria decision makings (see the book by Sawaragi, Nakayama

and Tanino, 1985 and Wierzbicki and Lewandowski, 1987). Given a feasible decision set

X ~ Rn, and p objective functions, h, 12, ... ,I p (all are assumed to be minimization for

convenience), the following problem has been used in various situations of interactive

multicriteria decision makings:

minimize m!3JC {ad, (x) + ~,},
zEX lS.Sp

(1)

(2)

where a, and ~ , are positive and real constants respectively, which are computed based

on the information supplied by the decision maker and/or the decision support system.

For example, a, and ~ , are determined from aspiration and reservation levels in the

reference point method which is one of the well known methods used in interactive

multicriteria decision support systems (see Wierzbicki and Lewandowski, 1987, for the

survey of reference point methods).

In view of this, it is of great significance to study the computational complexity

required for solving the problem (1).

We concentrate on the case where p = 2 and each single objective problem P"
i = 1, 2 defined below

P,: minimize I, (x)
zEX

is a minimum cost circulation problem (SMCP). Both problems are assumed to have

optimal solutions. We shall study problem (1) with such restrictions, which we call a

bicriteria minimum-cost circulation problem (BMCP). Given a directed graph G = (V, E),

where V and E denote the sets of vertices and edges respectively, a single objective

·On leave from Department of Management Science, Kobe Univenity of Commerce, Japan
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minimum-cost circulation problem (SMCP) can be written as follows.

SMCP: minimize L c(e)x(e) (3)
tEE

subject to

{Lx(e) Ie = (u,v) E E} = {Lx(e') Ie' = (v,w) E E} for v E V (4)

a(e) S x(e) S b(e) for e E E. (5)

Here a(e), b(e) and c(e) are given integer numbers. a(e) = -00 and b(e) = +00 are

allowed. Hence the feasible set X of SMCP and BMCP is the set of vectors {x(e) leE E}

satisfying (4) and (5).

Let the objective functions II and h for Problem BMCP be

h(x) = L cI(e)x(e) and h(x) = L c2(e)x(e),
tEE tEE

(6)

and define

g,(x) = ad,(x) + f3" i = 1,2, (7)

where CI (e) and C2 (e) are integers.

Recently Tardos (1985) discovered a strongly polynomial algorithm for SMCP. Rough­

ly speaking, an algorithm is called strongly polynomial if the running time is poly­

nomially bounded only in the number of input data but not in the input size (see

Tardos, 1986, for the precise definition of "strongly polynomial"). The best known

strongly polynomial algorithm for SMCP is due to Galil and Tardos (1986), which runs

in O(n2(m + n log n) log n) time, where n = IVI and m = lEI. See (Fujishige, 1986) and

(Orlin, 1984) for other versions of strongly polynomial algorithms for SMCP.

The major goal of this paper is to propose a strongly polynomial algorithm for

solving Problem BMCP.

Notice that BMCP can be equivalently transformed to the following form:

BMCP': minimize z

subject to x E X and

g,(x) S z, i = 1,2 .

Such formulation has been used in the more general setting in order to solve problem (1)

(see Chapter 7 of the book by Sawaragi, Nakayama and Tanino, 1985). This approach

may not be recommended in case the set X has a good structure, since the new con­

straints g,(x) S z, i = 1,2 added to the original feasible decision set X may destroy the

good structure of X. In our problem, we cannot guarantee any more the total unimod­

ularity of the constraint matrix associated with the constraints for the above problem

BMCP'.

The algorithm proposed here, on the other hand, does not use the above formu­

lation, but takes full advantage of the good structure of the constraints (4) and (5).

It employs as a subroutine the strongly polynomial algorithm for solving Problem

SMCP by Galil and Tardos (1986) and finds an optimal solution of Problem BMCP in



49

O(min{n6 Iog3 n,n4 (m+nlogn)log5 n }) time. The techniques we use are related to

Megiddo (1979, 1983), though our problem is different form those treated in Megiddo

(1979, 1983). We shall also show that the idea developed to solve BMCP can be applied

to solve two other variants of BMCP.

2 Basic concepts and properties

The following auxiliary problem with nonnegative parameter A plays a central role in

our algorithm.

P(A) : V(A) == minimize {h(x) + Ah(x) Ix EX} (8)

It is well known (see Gal, 1984, for example) that the function V(A) is piecewise

linear and concave in A, as illustrated in Figure 1, with a finite number of joint points

A(1)' A(2)"'" A(N) with 0 < A(1) < A(2) < ... < A(N). Here N denotes the number of

total joint points, and let A(O) = 0 and A(N+1) = 00 for convenience. Define for each

AE[O,oo)

vIA I

X'(A) == {x E X Ix is optimal to P(A)} (9)

Figure 1: Illustration of v (A).

The following lemma is well known in the theory of linear parametric programs (see

Gal, 1984, for the survey of this topic).

Lemma 1. For any A E (A(k-1), A(k), k

x E X'(A') holds for all A' E [A(k-1)' A(k)]'

1, ... ,N + 1, and any x E X'(A),

o
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By Lemma 1, XZ = X"(A) holds for any A E (A(k-l)' A(k)). We use the notation f(x)
to stand for a vector (/1 (X),/2 (x)). Let

y = {(fl(X)'/2(X)) I x EX}.

The set Y is illustrated in Figure 2. The thick piecewise linear curve in the figure is the

efficient set.

Lemma 2.

(i) For any two x, x' E XZ with 1 ~ k ~ N + 1, fl(X) = ft(x') and f2(X) = h(x')
hold.

(ii) For any x E XZ- l and any x' E XZ with 2 ~ k ~ N + 1, fl(X) < fl(X') and

f2(X) > f2(X') hold.

o

Therefore, we use the notation x k to stand for any x that is optimal to P(A) for all

A E [A(k-l)' A(k)].

Lemma 3.

(i) For any A ~ 0 and any x E X"(A), f(x) is weakly efficient.

(ii) For any A > 0 and any x E X"(A), f(x) is efficient.

(iii) For any xk, k = 1,2, ... ,N + 1, f(xk) is a vertex of set Y.

o

As k increases from 1 to N + 1, the efficient vertex corresponding to x k moves from

top-left to bottom-right in the objective place (see Figure 2).

The following lemma gives a basis for our algorithm.

Lemma 4.

(i) If gl(Xl ) > g2(Xl ), then Xl is optimal to Problem BMCP.

(ii) If gl(XN+l) < g2(XN+l), then xN+l is optimal to Problem BMCP.

(iii) If neither (i) nor (ii) holds, there exists k" with 1 ~ k" ~ N such that

gl(XkO) ~ g2(XkO) and gl(Xk"+l) ~ g2(Xko+l) (10)

hold. Letting ~ be the solution of the following linear equation

Ml(XkO) + (1 - ~)gl(XkO+l) = M2(XkO) + (1 - ~)g2(Xk"+l), (11)

then

x" = ~xko + (1 - ~)Xko+l

is an optimal solution of BMCP.

(12)

o
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--+:-o------------------t> 1, (xl

Figure 2: Illustration of the set Y and efficient vertices.

Proof. (i) If Xl is not optimal to BMCP, there exists x E X such that f1(X) < h(x1)
and h(x) < h(x1) hold. h(x) < h(x1) implies that Xl is not optimal to P(O), but Xl is

optimal to P(O) by Lemma 1. This is a contradiction. (ii) is proved in a manner similar

to (i). (iii) First note that by Lemma 2 (ii) and by definition of 9;(X), there exists k·

such that xl:' and xl:'+l satisfy (10). In addition, by Lemma 2 (ii), the linear equation of

(11) in J.L has a unique solution satisfying 0 ~ J.L ~ 1. x· defined by (12) is then optimal

to X·(>'(I:')) by Lemma 1, and f(x·) is efficient by Lemma 3 (ii). It follows from (11)

and (12) that

91(X·) = 92(X·)

holds. Since f(x·) is efficient, there is no x E X such that h(x) < h(x·) and

f2(X) < 12 (x·) hold. Thus there is no x E X such that 91(X) < 91(X·) and

92(X) < 92(X·) by (7) and all a2 > 0, implying that there is no x E X such that

max {91(X),92(X)} < max {91(X·),92(X·)} holds.
o

Lemma 5. Let

a1 max { max{ la(e)1 leE E, a(e) is finite},

max{ Ib(e)1 leE E, b(e) is finite} },

a2 = max { Ic;(e)1 Ii = 1,2, e E E},

and

Then

(13)

(14)

(15)

(16)
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and

hold.

k = 1, ... ,N-1 (17)

o

The proof is done by using the total unimodularity of the constrained matrix asso­

ciated with (4) and (5) and the integrality of a(e), b(e), cl(e) and c2(e). See (Katoh,

1987) for the details of the proof.

3 The outline of the algorithm

By Lemma 5, the test whether the condition of Lemma 4 (i) (resp. 4 (ii)) holds or not

is simply done by solving P(>.) for some>. with 0 < >. < 11M (resp. >. > M). Thus,

we assume in the following discussion that the condition of Lemma 4 (iii) holds, and

we shall focus on how to compute >'(.\:0) with k' satisfying (10). After >'(.\:0) is found,

x.\:
0

and X.\:o+1 are computed by solving P(>'(.\:O) - f) and P(>'(.\:O) + f) respectively. Here

f satisfies 0 < f < 11M2
• This is justified since (17) implies >'(.\:0) - f E (>'(.\:0_1),>'(.\:0))

and >'(.\:0) + f E (>'(.\:0), >'(.\:0+1))' Then x· can be computed by (11) and (12).

The idea of finding >'(.\:0) is similar to the one given by Megiddo (1979). It tries to

solve P(>'(.\:O)) by applying the algorithm of Galil and Tardos (the GT-algorithm) with­

out knowing the exact value of >'(.\:0). The computation path of the GT-algorithm may

contain conditional jump operations, each of which selects proper computation path

depending upon the outcome of comparing two numbers. Notice that the GT-algorithm

contains arithmetic operations of only additions, subtractions, multiplications and divi­

sions, and comparisons of the numbers generated from the given problem data, and that

when applying the GT-algorithm to solve P(>.) with>' treated as unknown parameter,

the numbers generated in the algorithm are all linear functions of >. or constants not

containing >.. Note that comparisons are necessary at conditional jumps. If a compari­

son for a conditional jump operation is made between two linear functions of >'(.\:0), the

condition can be written in the form of

(18)

for an appropriate critical constant >., which can be determined by solving the linear

equation in >'(.\:0) constructed from the compared two linear functions. Here>. is assumed

to be positive since otherwise>' < >'(.\:0) is clearly concluded.

An important observation here is that condition (18) can be tested without knowing

the value >'(.\:0). For this, solve P(>' - f), P(>') and P(>' + f) by the GT-algorithm,

where>' is now a known constant, and f is a positive constant satisfying f < 112M2
•

Let x, x', x" be the obtained solutions of P(>' - f), P(>') and P(>' + f) respectively. First

we test whether>' is a joint point or not, based on the following lemma.

Lemma 6. (Katoh, 1987). Let x, x' and x" be those defined above. Then >. is a

joint point if and only if the following linear equation in >. has the unique solution >.'
equal to >..

ft(x) + >'h(x) = ft(x") + >.f2(X"). o
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After computing x, x' and x" defined above, the algorithm proceeds as follows. If

one of x, x' and x" (say, x) satisfies

(19)

x is an optimal solution of BMCP by Lemma 3 (i). So, assume in what follows that none

of x,x',x" satisfies (19). Depending upon whether ~ is a joint point or not, consider the

following two cases.

Case 1. ~ is not a joint point. We then compare the two values gl(X') and g2(X').
Two subcases are possible.

Subcase lA. gl(X') < g2(X'). Then A" > ~ is concluded, and the algorithm chooses

the computation path corresponding to A" > t
Subcase lB. gl(X') > g2(X'). Then A" < ~ is concluded, and the algorithm chooses

the computation path corresponding to A" < ~.
Case 2. ~ is a joint point. Then we consider the following three subcases.

Subcase 2A. gl(X") < g2(X"). Then gl(X) < g2(X) follows and A" > ~ + I': holds. The

algorithm chooses the computation path corresponding to A" > ~.
Subcase 2B. gl(X) > g2(X). Similarly to Subcase 2A, gl(X") > g2(X") follows. This

implies A" < ~ - I': and the algorithm chooses the computation path corresponding to

A" < t
Subcase 2C. gl(X) < g2(X) and gl(X") > g2(X"). Then ~ is the desired joint point A(.\:.)

by Lemma 4 (iii). By Lemma 5 and 0 < I': < 11M2
, X E Xi., and x" E Xi.+! follow.

Therefore, by Lemma 4 (iii), an optimal solution x" of BMCP is found by (11) and (12)

after letting x.\:' = x and x'\:'+! = x" .

With this observation the algorithm starts with the initial interval ( ~ , X, where ~

and Xare typically determined by ~ = 1/(M+1), X= M +1, and every time it performs

the conditional jump operation, the critical value ~ is computed, and P ( ~ - I ' : ) , P ( ~ ) and

P ( ~ + I ' : ) are solved. Depending upon the cases explained above, the length of the interval

may be reduced in such a way that the desired joint point A(.\:.) exists in the reduced

interval. It can be easily shown that Subcase 2C always occurs during the course of

the algorithm, which proves the correctness of our algorithm. Since the GT-algorithm

requires O(n2 (n log n + m) log n) jump operations, and at each jump operation at most

three minimum cost circulation problems, i.e., P ( ~ - 1':), P(~) and P ( ~ + 1':), are solved

by calling the GT-algorithm, the entire algorithm requires O(n4 (n log n + m)210g2 n)
time in total.

Theorem 1. BMCP can be solved in O(n4 (n log n + m)210g2n) time.

o

The algorithm is in fact strongly polynomial, since the running time depends only

on the numbers of vertices and edges in a graph.

The running time O(n4 (n log n + m)210g2n) can be further reduced to

O(min{n4 (n log n+m) log6 n, n6 10g3 n}) by applying the idea of Megiddo (1983). Instead

of using O(n log n + m) shortest path algorithm when applying the GT-algorithm, a

parallel shortest path algorithm such as (Dekel, Nassimi and Sahni, 1981) and ( K u d ~ r a ,

1982) is simulated in a serial manner. We omit the details here. See (Katoh, 1987) for

the details of the time reduction.
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4 Extensions

We mention two other variants of BMCP for which we can develop a strongly polynomial

time algorithm with the same running time as the one explained in the previous section.

The first problem is the minimum-cost circulation problem with one additional linear

constraint (MCPLC), which is described as follows.

MCPLC: minimize II (x)
subject to x E X and f2(x) ~ d.

(20)

Here II and f2 are those defined in (6), and d is a given constant. This problem was

studied by Brucker (1983), but he did not give a strongly polynomial time algorithm.

The above problem is solved as follows. It is easy to see that there exists an optimal

solution x· of MCPLC such that f(x·) is efficient. Define xk, k = 1, ••. , N + 1, as before.

If f2(x l) ~ d, Xl is optimal to MCPLC. If f2(x N+l) > d, there is no feasible solution to

MCPLC. So assume f2(xN+l) ~ d < f2(x l). Let

Lemma 1. Let J.L satisfy

min{A(k) 11 ~ k ~ N, f2(XHI) ~ d},

max{A(k) 11 ~ k ~ N, f2(XHI) > d}.

(21)

(22)

Then

is optimal to MCPLC.

(23)

(24)

Proof. By (6), x· satisfies f2(x·) = d and f(x·) is efficient since f(X k1 +l) and

f(xk,+l) are adjacent efficient vertices by (21), (22) and Lemma 3. Thus, there is no

x E X such that fl(X) < lI(x·) and f2(X) ~ f2(X·) hold. This proves the lemma.

o

By the lemma, all what we do is to compute A(k.) and A(k,). Once A(k.) and A(k,) are

obtained, Xk1 +l (resp. xk,+l) are computed by solving P(A(k.) + E) (resp. P(A(k,) + E)),
where E satisfies 0 < E < 11M2. Computation of A(k.) and A(k,) is done in a manner

similar to the way of finding A(k.) given in Section 3 by following the GT-algorithm

to solve P(A(k.)) (or P(A(k,))) without knowing the exact value of A(k.) (or A(k,)). In

addition, we can also apply the idea of the time reduction given in Section 3 and Problem

MCPLC can be solved in O(min{n 6 10g3 n, n4 (n log n + m) logS n}) time.

The second problem is described as follows:
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where p is a positive integer constant, qi are real constants and O:i are positive constants.

This problem arises in the following situation of interactive multicriteria decision mak­

ing. Consider the situation in which only aspiration level q = (q., q2) is specified by the

decision maker and q is unattainable. In this case, the distance between f(x) and q can

be considered to represent a measure of regret resulting from unattainability of f(x)
to q. If we measure the distance by the weighted lp-norm, we have the above problem.

Because of the space constraint of the paper, we do not give the details of the

algorithm (see Katoh, 1987). However, we notice that this problem can be solved in the

same running time as the above two problems.
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Makers
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1 Introduction

In the present paper the following dynamic models of decision making are considered.

Dynamics of the process is described by a vector differential equation with right-hand

side depending on vector controls of many decision makers. Each decision maker has

some personal control resource and tends to extremize his own scalar cost functional.

The following two elements are of importance for the statement of the problem:

(I) description of the information available for each decision maker while choosing his

control

(Naturally, decision makers form their controls (admissible strategies) as functions

depending on the available information. Having the personal control resource ev­

ery decision maker is able to guarantee himself some value of his cost functional for

any current position. This property is not valid for multicriteria control problems

because of the fact that total control resource is not distributed among decision

makers a priori.)

(II) description of the rules which regulate the decision making procedure; without loss

of generality it is assumed that these rules do not influence on the informational

structure given in (I)

(For instance rules of this type are assumed in dynamic Stackelberg game (see

Sec. 2); dialogue decision making procedures give one more example of these

rules. )

Such models can be formalized within the framework of the theory of nonantagonistic

differential games. If the accessible to all players information (I) contains the complete

information about the current phase state then the game is a positional one.

The author is of the opinion that any sensible notion of a solution to the game

must satisfy the Nash equilibrium condition. For a solution of the dynamic game this

condition means that for every player it is unprofitable to deviate individually from this

solution at any moment of time. A deviation from the solution is profitable for some
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player or not depending on the change of his guaranteed result. The rules (II) usually

select some subset of the set of Nash equilibrium strategies and this subset is taken as

a set of solutions of the game.

Contents of this paper are as follows. Sec. 2 deals with a positional nonantagonistic

two-person differential game. Three variants of rules (II) are considered. In Variant (a)

rules (II) state the simultaneity of strategy choice by all players. In Variant (b) rules (II)

make the game the Stackelberg one. In Variant (c) we have a modified Stackelberg

game. In Sec. 3 an m-person game is considered. It is assumed that if one of the players

deviates from the solution of the game it becomes known to all the players immediately.

2 A positional dynamic two-person game

Consider a control system described by the equation

.:i; = f(t, x, U, v), u E P, v E Q, x[to]= Xo, t E [to,1?] (1)

where x E Rn is a phase vector, u E P c RP and v E Q c Rq are vector controls handled

by Player 1 (PI) and Player 2 (P2), respectively, the sets P and Q are compacts, 1? is the

fixed final time. The function f is continuous with respect to all arguments, satisfies the

Lipschitz condition in x and a condition of extendability for solutions of the equation (1)

on the interval [to, 1?].

PI and P2 choosing controls u and v tend to minimize the cost functionals

Ii = Ui(X[1?]),

where Ui are given continuous functions.

i = 1,2 (2)

(1.1) PI and P2 have the complete information of the current phase state x[t] at time t

Under the condition (1.1) both players can use pure positional strategies or - un­

der additional informational assumptions - mixed positional strategies and positional

counterstrategies. Further we use the formalization of strategies and motions which was

introduced for antagonistic differential games (Krasovski and Subbotin, 1974; Krasovski,

1978, 1985). For nonantagonistic differential games this formalization is described in

(Kleimenov, 1987b). Now we single out its basic elements.

A pure positional strategy (or strategy for short) of PI is identified with a pair

U = {u(t,X,C),.81(c)} where u(o,o,o) is any function depending on the position (t,x)
and on a positive precision parameter c and having values in the set P. The function

.81 : (0,00) --+ (0,00) is continuous monotonous one and satisfies a condition .81 (c) --+ 0
if c --+ o. The usage of precision parameter as an argument of the strategy allowed

to prove the existence of universal saddle points for antagonistic differential games in

sufficiently general form (Krasovski, 1978). The function .81(·) has the following sense.

For a fixed c the value .81(C) is the upper bound for the step of a subdivision of the

interval [to,1?] which PI uses when forming approximate motions.

Motions of two types: approximate ones (Euler splines) and ideal (limit) ones

are considered as motions generated by strategies of players. Approximated motion
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x[" to, xo, U, eI, ~ l , V, e2, ~ 2 ] is introduced for fixed values of players precision parame­

ters el and e2 and for fixed subdivisions ~ l = {t.} and ~ 2 = {til of the interval [to,1?].
A pair of strategies (U, V) generates a nonempty compact (in the metric of Cfto, 1?]) set

consisting of ideal motions x[" to, Xo, U, V].

We consider three variants of rules (II).

(ILa) Both the players choose their strategies simultaneously.

As solutions of the game in Variant (ILa) we use N-solutions and PO-solutions defined

as follows.

Definition 1. A pair of strategies (U', V') is a Nash equilibrium solution

(N-solution) if for any strategies U and V the following inequalities are true

maxul(X[1?,to,xo,U',V']) < minul(x[1?,to,xo,U,V'J)

max U2(X[1?,to,xo,U', V']) < min U2(X[1?,t o,xo,U', Vl)

where max and min are taken over corresponding sets of limit motions. The set of

N-solutions is denoted by J./.

Definition 2. N-solution (U', V') is modified Pareto solution (PO-solution) if for

any N-solution (U, V) one of the two following alternatives is valid

(1): u.(x[1?,to,xo,U, V]) = u.(x[1?,to,xo,U', v'l), i = 1,2

(2): :Jj E 1,"2: Ui(X[1?,to,xo,U, vl) > Ui(X[1?,to,xo,U', VOl)

The only difference from the classical Pareto-solution (P-solution) introduced for

multicriteria control problems is that P' -solution is, by definition, N -solution. The sets

of PO-solutions and P-solutions are denoted by P' and P, respectively.

The sets J./ and P' can be constructed in the following way. Consider auxiliary

antagonistic differential games f., i = 1,2 in which Player i minimizes the cost func­

tional u.(x[1?]) (2) and Player j, j =I- i opposes him. It is known from (Krasovski and

Subbotin, 1974; Krasovski, 1978, 1985) that under so-called condition of saddle point

in the minor game both the games f 1 and f 2 have universal saddle points

(3)

and continuous value functions 1.(t, x). The property of strategies (3) to be universal

means that they are optimal for any initial position (t, x) not only for the fixed one

(to, xo).

Problem 1. For the control system (1) find the measurable functions u(t) and v(t),

to :s t :s 1? which generate a trajectory x(·) satisfying the following inequalities

1.(t, x(t)) ~ 1.(1?,x(1?)) = u.(x(1?)), to :s t :s 1?, i = 1, 2 (4)
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Problem 2. For fixed>. E [0,11 find the solution of Problem 1 that minimizes the

cost functional > ' O " I ( X ( ~ ) ) + (1 - >')0"2(X(~)).

Let controls u·(t) and v·(t), to ~ t ~ ~ generate a trajectory x·(·) of the sys-

tem (1). Consider the strategies of PI and P2 UO = {uO(t,x,c),.ar(c)} and

vO = {VO(t,x,c),.a~(c)} where for all t E [to,~] we have

UO(t,x,c) = u·(t),

uO(t,x,c) = u2(t,x,c),

VO(t, x, c) = v· (t),

vO(t,x,c) = v l (t,x,c),

if Ilx - x·(t) II ~ c
if Ilx - x·(t)11 > c

(5)

and the functions .aro and . a ~ ( . ) are chosen so that the following inequality holds for

c > 0, to ~ t ~ ~

Ilx[t, to, Xo, UO, c, ~ l , VO, c, ~ 2 ] - x·(t) II < c (6)

The functions u 2
(.,',.) and v1

(.,',') are defined in (3). They can be interpreted as

universal penalty strategies used when one of the players refuses to follow the trajectory

x· (.) at some moment of time t. Penalty strategies were applied in nonantagonistic

differential games in (Kononenko, 1976). The pair of the strategies (U0, VOl (5), (6)

generates a unique limit motion coinciding with x·(·).

Theorem 1. Let controls u·(.) and v·(·) be a solution of Problem 1. Then the

pair of the strategies (UO, VOl (5), (6) is an N-solution. Inversely, any N-solution is

equivalent to an N-solution having the form (UO, VOl (5), (6) where u·(·) and v·(·) is a

solution of Problem 1.

Theorem 2. Let controls u·(·) and v·(·) be a solution of Problem 2. Then the pair

of the strategies (U0, VOl (5), (6) is a PO-solution. Inversely, if the functions O"i (2) are

convex then any P·-solution is equivalent to an P·-solution having the form (UO, VOl
(5), (6) where u·O and v·(·) is a solution of Problem 2.

Consider now the second variant of rules (II)

(II.b) The rules are the same as introduced in hierarchical Stackelberg game. They

are the following. One player, called the leader, announces his strategy before

the beginning of the game and another player, called the follower, knowing the

leader's strategy chooses his rational strategy.

The definition of the concept "rational strategy" can be found in (Kleimenov, 1986).

The same paper gives the definition of a solution of a hierarchical Stackelberg game

with PI as the leader (Sl-solution). The set of SI-solutions is denoted by 51 .
We define Problem 3 as Problem 2 for>' = 1.

Theorem 3. Let controls u·(·) and v·(·) be a solution of Problem 3. Then the

pair of the strategies (UO, VOl (5), (6) is an SI-solution. Inversely, any SI-solution is

equivalent to an SI-solution having the form (U0, VOl (5), (6) where u·(·) and v·(·) is a

solution of Problem 3.
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An analogous statement holds for solutions of a hierarchical Stackelberg game with

P2 as the leader (S2-solutions) and solutions of Problem 4 which is Problem 2 for

A = O. The set of S2-solutions is denoted by 52.

It follows from Theorems 1-3 that

Theorem 4. 5; c po c}.l, i = 1,2

The proofs of Theorems 1-4 can be found in (Kleimenov, 1986, 1987b).

Finally we consider the third variant of rules (II)

(lI.c) The rules are such that we have a modified Stackelberg game with the cautions

follower in the sense of (Kleimenov, 1987a).

The caution property for the follower means that his guaranteed result in corresponding

antagonistic differential game r; is monotonically not increasing along the trajectory

generated by the solution of the game. The set of solutions of modified Stackelberg

game with PI as the leader (Sj-solutions) can be constructed on the basis of solutions of

auxiliary Problem 3m which differs from Problem 3 only in substitution of the following

inequalities

')';(t1,X(t 1)) 2: ')';(t2,X(t2)), to::; t1< t2 ::; '19 (7)

for the inequalities (4).

It can be shown that Sj-solution is not P'-solution, in general. However any

S;n-solution is always an N-solution.

Trajectories generated by Sr-solutions satisfy Bellman's principle of optimality.

However trajectories generated by S;-solutions do not satisfy this principle, in general.

Remark 1. The sets }.I, P', 5;, 5t contain, in general, more than one element.

Therefore the coordination of players' actions is required to make physical realization

of solutions possible.

3 A positional dynamic m-person game

Consider a control system described by the equation

x = f(t, x, UJ, • .• ,um ), U; E Pi, x[tol = xo, t E [to, '19] (8)

where x E Rn is a phase vector, Ul, U2,"" U m are vector controls governed by Players

1, 2, ... , m, respectively. The sets P are compacts in RP
,. The function f is continuous

with respect to all arguments, satisfies the Lipschitz condition in x and a condition of

extendability for solutions of the system (8) on the interval [to, '19].

The aim of Player i is to minimize the cost functional

I; = 0"; (x ['19]) , i = 1, ... ,m (9)

where 0"; are continuous functions.

As stated above (Remark 1) even in a two-person game the coordination of players'

actions is required for physical realization of solutions. That concerns the m-person
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game to an even greater degree. We assume in this section that there exists a certain

coordinating organ not belonging to the system. This organ checks joint actions to

realize some solution during the process of the game. If one player, say Player i, deviates

from the solution then this organ informs all the players about his index i at the moment

of the deviation. In (Kleimenov, 1982) such an assumption was formalized as follows.

All the players get the information about the current value of a function al] which is

equal to zero when there is no deviation from the solution and is equal to i beginning

with the moment T when Player i deviates from the solution for the first time. Denote

aO[t] = {O, if to ~ t ~ d} and a;,T[t] = {O, if to ~ t < Tj i if T ~ t ~ d}.

So we have the following informational assumption (I)

(1.2) Players 1,2, ... ,m have the complete information of the current phase state xlt]
and of the current value of the function a[t] at time t.

A strategy of Player i is identified with a pair U; = { u;(t, x, a, c),,8; (c) } where u(', " ".)
is any function depending on the position (t, x), a parameter a E {O, 1, ... , m} and a

positive precision parameter c and having values in the set Pi. The function ,8j(') is of

the same type as in Sec. 2. For a fixed Cj the value ,8j(Cj) is the upper bound for the

step of a subdivision of the interval [to, d] which Player uses when forming approximate

motions (Euler splines). An Euler spline corresponding to the function a[·] is denoted

by symbol x[" to, Xo, {Uj , Cj, ~j}; a[·]]. Further we assume that all the players choose

one and the same value of their precision parameters, i.e. Cj = c, i = 1, ... , m. For

the function a[·] a collection of strategies (U1 , ••• , Urn) generates a set of ideal (limit)

motions x[', to, Xo, U1 , •.• , Urn; al']] (for details see Kleimenov, 1982).

(II.d) Players 1,2, ... ,m choose their strategies simultaneously.

As solutions of the game we use N-solutions and P'-solutions defined as follows.

Definition 3. A collection of strategies (U;, ... ,U;*, ... ,U,:;.) is an N-solution if for

any i E {i, ... ,m} any T E [to, d) the following inequalities

max OJ (x[d, to, Xo, U;, ,U;*, ,U':;'; aO[.] J) <

< min OJ (x[d, to, Xo, U;, ,Uj , ,U':;'j aj,T[.J J)

are true for all the strategies Uj coinciding with U;* on the interval [to, T). Here max

and min are taken over corresponding sets of limit motions.

N-solution is called P'-solution if it is unimprovable.

The set Non N-solutions and the set P' of P'-solutions can be constructed in the fol­

lowing way. Consider auxiliary antagonistic differential games r;, i = 1, ... ,m in which

Player i minimizes his cost functional oj(x[d]) (9) and Players 1, ... , i-I, i + 1, ... , m

oppose him. Under so-called conditions of saddle points in the minor games the games r;
have universal saddle points in the classes of strategies not depending on parameter a

{u;(t,x,C)' ( u ~ ( t , x , c ) , j = 1, ... ,i -l,i + 1, ... ,m)}

and continuous value functions '"1; (t, x), i = 1, ... , m.

(10)
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Problem 5. For the control system (8) find the measurable functions UI (t), . .. , um(t)
to ~ t ~ il which generate a trajectory x(·) satisfying the following inequalities

to ~ t ~ il, i = 1, ... , m

(11)

Problem 6. For fixed Ai ;::: 0, L ~ I Ai = 1 find the solution of Problem 5 that

minimizes the cost functional L ~ l AiO'i(x(il)).

Let controls ui(t), ... , u;',.(t) , to ~ t ~ il generate a trajectory of the system (8).

Consider the strategies U? = {u?(t, x, 0:, e), ,B°(e)}, i = 1, ... , m where

u?(t,x,O,e) = ui(t), u?(t,x,i,e) are arbitrary

u?(t, x,i, e) = u{ (t, x, e) (10), j =I- i

and the function ,B0(.) is chosen so that the following inequality holds for e > °and for

all t E [to,il)

II x[t,to,xo,{U?,e,~i}io:O['l] - x'(t) II < e (12)

Let Players 1, ... ,m come to the agreement to realize the collection of the strate­

gies ( U ~ , ... ,U;:') (11), (12) and choose one and the same value e of their precision

parameters. We assume that coordinating organ declares a deviation from the solution

if and only if the inequality (12) is violated for the first time. Then the collection of the

strategies (Up, ... , U;:.) (11), (12) generate a unique limit motion coinciding with x(·).
It follows from (Kleimenov, 1982, 1987b) that

Theorem 5. Let controls ui (-), ... ,u;,.(-) be a solution of Problem 5. Then the

collection of the strategies (UP, ... , U;:') (11), (12) is an N-solution. Inversely, any

N-solution is equivalent to an N-solution having the form (liP, ... ,U;:.) (11), (12) where

ui (.), ... ,u;',.(.) is a solution of Problem 5.

Theorem 6. Let controls ui(')'''' , u ~ ( - ) be a solution of Problem 6. Then the

collection of the strategies (Up, ... , U~) (11), (12) is a r-solution. Inversely, if the

functions O'i (9) are convex then any P'-solution is equivalent to a P'-solution having

the form (UP, ... ,U;:') (11), (12) where ui (.), ... ,u;',.(·) is a solution of Problem 6.

4 Conclusion

Thus the question considered in the present paper concern decision problems for po­

sitional two-person and many person nonantagonistic differential games. The most

characteristic feature of the paper is application of the formalization and results of

the theory of positional antagonistic differential games (Krasovski and Subbotin, 1974;

Krasovski, 1978, 1985). This approach to the theory of nonantagonistic differential

games has a number of advantages. One of them is that different solution types (Nash

solutions, modified Pareto solutions and Stackelberg solutions) are considered within

the framework of one and the same approach. Interrelations between these solution

types are given. For each type of solutions the set of all solutions is put into one-to-one

correspondence to the set of solutions of some nonstandard optimal control problem.
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Criteria Problems

A.V. Lotov

Computing Center of the USSR Academy of Science

Moscow, USSR

1 Introduction

The Generalized Reachable Sets (GRS) method was developed as a method for investi­

gation of open models, i.e. models with exogenous variables. Development of the GRS

method started in late 60's and the first results have been published in early 70's (Lotov,

1972). The basic idea of the method can be formulated as follows. The properties of

the open model under study are investigated by means of aggregated variables. The set

of all combinations of values of aggregated variables which are accessible (or reachable)

using feasible combinations of values of original variables is constructed. This set should

be described in explicit form.

The GRS method was applied for investigation of dynamic models (Lotov, 1973b),

for aggregation of economic models (Lotov, 1982), for coordination of economic decision

(Lotov, 1983) and so on. Application of the GRS method to multiple criteria problems

started in early 70's (Lotov, 1973a).

This publication is devoted to application of this method to the multiple criteria

decision making (MCDM) problems. The exogenous variables hereafter are treated as

decisions and the aggregated variables are treated as decision criteria. The GRS method

in MCDM problems employs an explicit representation of the accessible set, i.e. the set

of all accessible values of criteria. Construction of the accessible set in explicit form

provides the possibility to study the MCDM problems in terms of a small number of

criteria instead of hundreds and thousands of decision variables.

If the number of criteria is greater than two it is hardly possible to imagine a practical

form of explicit representation of nonconvex sets in criteria space. Therefore we study

the MCDM problems in the case when accessible set is convex and can be approximated

by polyhedral set.

Note that in the multiple attribute decision making problems dealing with finite

and relatively small number of alternatives usually apply decision matrix. The decision

matrix describes the alternatives in terms of criteria values. The accessible set plays the

same role for the DM problems with infinite number of alternatives. Construction of

the accessible set permits to reformulate various existing MCDM dialogue procedures

in simplified form and to suggest some new ones based mostly on the visualization of

the accessible set.
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2 Construction of accessible sets

2.1 GRS method for linear models

We start with the mathematical formulation of the problem for the most simple case,

Le. for linear problems. Let the mathematical model of the system under study be

x E G = {x ERn: Ax ~ b}, (1)

where Rn is n-dimensional linear space of variables x (controls), G is the set of all

feasible values of variables x, while A and b are the given matrix and vector respectively.

Let y E Rm be the vector of criteria. The criteria yare connected with variables x by

mapping f : R n => Rm. If the mapping is linear it can be described by a given matrix F,

i.e.

y = f(x) = Fx.

The GRS for the model (1) with the mapping (2) is defined as

f (G) = {y E Rm
: y = f (x), x E G}.

We obtain for linear case

f(G) = {y E R m
: y = Fx, Ax ~ b}.

The GRS method consists in analysis of the set f( G) approximated in the form

(2)

(3)

(4)

f (G) = {y E Rm
: Dy ~ d}, (5)

where D is a matrix and d is a vector which should be constructed. The form (5)

was choosen for practical reasons. In particular the form (5) gives the possibility to

construct the slices of the accessible set very simply and rather quick.

2.2 Construction of the accessible set by means of convolution

of systems of linear inequalities

A group of numerical methods was developed to construct the accessible set for the

system (1), (2) in the form (5). These methods are based on the construction of pro­

jections of finite dimensional polyhedral sets into subspaces. Suppose we have some

polyhedral set M belonging to (p +q)-dimensionallinear space R,,+q. Suppose that this

set is described in the form

Av + Bw ~ c, (6)

where v E R", w E Rq, the matrices A, B and the vector c are given. The projection M",

of the set M into the space Rq of variables w is the set of all points w for which there

exist such points v E R" that the pair {v, w} E R,,+q belongs to M, i.e.

M", = {w E Rq : :Jv E R" : Av + Bw ~ c}.

An example for p = 1, q = 1 is presented in Figure 1.

(7)
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Figure 1.

..
w

To construct the GRS for the system (1), (2) let consider the set

z = {{x,y} E R n+m
: y = Fx, Ax ~ b}.

The projection of the set Z into the criteria space Rm coincides with the set f(G).
The first method of the construction of projections of polyhedral sets given in the

form (6) was introduced by Fourier (1826). The method was based on exclusion of

variables from the system (6) by summation of inequalities multiplied by nonnegative

values. Now it is called the convolution method (Chernikov, 1965). The construction

by the Fourier method of the projection of the set presented in Fig. 1 is described in

(Lotov, 1981a).

The convolution methods were modified (Motzkin et al., 1953 as well as Chernikov,

1965) and complemented by methods of exclusion of superfluous inequalities (Bushenkov

and Lotov, 1980a, 1982). These methods were included into the first version of the

applied programs system (Bushenkov and Lotov, 1980b). The experimental application

of the methods proved that they are effective for small systems only (n =10-30). For

models (1) with hundreds of variables the iterative methods of approximation of the

accessible set were suggested.

2.3 Iterative methods of approximation of accessible set

The basic idea of the methods of iterative approximation of the accessible set consists

in following (Bushenkov and Lotov, 1982 as well as Bushenkov, 1985). Two polyhe­

dral approximations Pk and p k of the accessible set, i.e. Pk C f(G) c PI<, should be

given before the k-th iteration. The internal approximation should be presented in two

following forms:

1. as the set of solutions for the system of linear inequalities

Pk = {y E R
m

: (Cj,y) ~ d;, j = 1,2, ... ,s}, (8)
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where Cj are the vectors and dj are the numbers calculated at the previous itera­

tions, (a,b) = I:~1 aibi.

2. as the convex hull of points (vertices) V1, V2, •.• , v., i.e.

r r

Pk = { Y E R
m

: Y = L A/V/, where A/ 2 0, L A/ = 1 }
/=1 /=1

(9)

The conversion from one form to another can be fulfilled only if the numbers sand r

are rather small. This is why we construct a simple set P1 on the first iteration. Then

step by step we improve the internal approximation in both forms while each form is

calculated on the basis of the same form. To obtain the set PH1 on the basis of Pk we

add a new vertex Vr+1 to the set Pk. To choose V r +1 the following optimization problem

should be solved for any vector Cj from the system (8)

(C;, y) -+ max where y = Fx, Ax :S b. (10)

The most distanced solution of (10) is chosed for Vr+1'

To construct the set PH1 in the form (8) it is possible to apply the convolution

methods for which the dimension of the projection problem depends not on n but on m.

If m =4-5 the dimension of the projection problem is usually not greater that 20-30.

The problems of this kind can be solved by the methods described earlier (see for details

Bushenkov, 1985).

After some iterations the sets Pk and p k become so close that it is possible to stop

the process of approximation. This method gives the possibility to approximate the

accessible sets with thousands and millions of vertices. Some new modifications of the

method are described in (Kamenev, 1986). The corresponding software providing the

possibility to construct the accessible set for the models (1) with thousand of variables

is described in (Bushenkov and Lotov, 1982, 1984).

If the directions of improvement of values of criteria are known the nondominated

boundary of the accessible set is a matter of interest. In this case the accessible set

complimented by all dominated points (so called Pareto hull of accessible set) can be

constructed. The nondominated boundaries of accessible set and of its Pareto hull

coincide, but the description of the Pareto hull is more simple usually. The Pareto

hull of the accessible set for the model (1) can be constructed on the basis of the same

methods as the accessible set.

The method discussed herein coincides in some details with the NISE method due

to Cohon (1978). But the main features of our method consisting in application of

the both forms of description of the set and in exclusion of variables help to avoid the

difficulties which arise in the NISE method for m > 2.

2.4 Approximation of accessible set for more complicated

models

The method described above can be easily reformulated for convex sets G. For this

purpose it is sufficient to solve the convex optimization problems instead of linear prob­

lems (10).
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To apply the GRS approach for the models in functional spaces (for example for

controlled systems of differential equations) we substitute the original model by the

finite dimensional (for example multistep) model and construct the accessible set for it.

Problems of approximation are studied in (Lotov 1979, 1981a, 1981b).

For the multistep models it is possible to construct the reachable set, i.e. the set of all

values of state variables which can be reached in the fixed time. The reachable sets for

multistep models approximate the reachable sets for controlled systems of differential

equations (Lotov 1972, 1975b).

3 Applications of the GRS method

3.1 Interactive procedures of decision making

Due to approximation of the accessible set in the form (5) it is possible to simplify and

accelerate well known dialogue decision procedures. For this purpose it is sufficient to

reformulate them in the form dealing with the criteria values only and to construct

the accessible set. Some new visual procedures can be formulated as well. One of them

(Kamenev and Lotov, 1985) consists in improvement of efficient point while the decision

maker (DM) is dealing with two criteria only. The procedure is based on representation

of two dimensional slices of the accessible set on display and is very simple for the DM

and stable to his (or her) errors.

3.2 Demonstration of potential possibilities

The accessible set constructed in the form (5) can be treated as the aggregated descrip­

tion of potential possibilities inherent in decision situation. It is possible to describe

them by visual presentation of various two dimensional slices of the accessible set. Since

the accessible set is constructed in advance in the form (5) it takes only a few seconds

to obtain on display a slice on request of the DM. A series of slices is presented in a

few tens of seconds. Thus it is possible to inform the DM, experts and public opinion

about the potential possibilities in clear graphical form. The efficient set is presented

as the boundary of the accessible set.

This idea was introduced in 70's (Lotov, 1973a, 1975b). It was applied for analysis of

the global systems (Moiseev et al., 1983; Bushenkov and Lotov, 1983) and of the long­

term development of national economies (Lotov, 1973a, 1984a; Lotov and Ognivtsev,

1984; Chernykh, 1984). The GRS method was used as well for investigation of industrial

planning (Egorova, Kamenev and Lotov, 1985), of regional economic-ecological systems

(Bushenkov et al., 1982, 1986) and so on.

Examples of visualization of the accessible set are presented in Figures 2 and 3. Here

we have two groups of slices of the accessible set for a model of a small agricultural region

with ecological problems. The model with 460 variables and 672 linear constraints was

studied on the basis of 4 criteria: (1) investment (inv); (2) additional income (y);
(3) concentration of nitrates in deep aquifers (cd); (4) the fall of groundwater level

(hw). In Fig. 2 slices in hw-cd space are presented while values of inv and yare fixed.

The value inv is constant for all slices while the value of y is changing. In Fig. 3 there
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are slices in y-cd space while values of inv and hw are fixed. For slices 1 and 2 as well

as for slices 3 and 4 inv is the same. Additional slices and detailed description of the

model and of the results are given in (Kamenev et aI., 1986).

od"-------------

o

Figure 2.

cd"'--------------

Figure 3.

3.3 The GRS method in decision and negotiation support

systems

The GRS method can be effectively used in decision and negotiation support systems.

In systems of these kinds the visualization of the accessible sets is applied to compliment

and to simplify existing multicriteria methods. For example it is possible to combine it

with methods for generating of efficient points. These points are choosen sometimes by

chance (Steuer, 1986). Due to visualization of the accessible set it is possible to choose

them consciously to be satisfied with a small number of the efficient points (Kamenev

et aI., 1986). Furthermore it is possible to apply the efficient points obtained hereby as

goal (or reference) points in investigation of more complicated models. So it is possible

to apply the GRS method to study simplified screening models in the DSS based on a

system of models of various degree of complexity (Moiseev, 1981). This idea was applied

to the long-term national planning (Lotov, 1984a). The most interesting slices can be

reconstructed for more complicated linear models by parametric LP methods.

Application of the GRS method in DSS gives the possibility to discuss the problem

under study avoiding the details. It is important that the method provides an objective

information while the subjective preferences of the DM or negotiators are not studied.

Due to this feature of the method it is possible to apply it in wide-spread situations

where the idea of the DM is a convenient abstraction only. The GRS method presents an

information on potential possibilities of the system under study and trade offs between

criteria in graphical form which is clear for persons not trained in mathematics. By this

the GRS method helps to involve public opinion into the decision making procedures.

The GRS method presents a new approach to the question of correspondence be­

tween personal and supercomputers in MCDM. In the GRS method due to division
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of the processes of construction and of analysis of the accessible sets the both types

of computers can be used at appropriate place: capacity of a supercomputer can be

effectively used to construct the accessible set and convenience of a personal computer

can be utilized in analysis of the accessible set being constructed earlier in the form (5).

References

Bushenkov, V.A. (1985). Iteration method for construction of orthogonal projections

of convex polyhedral sets. USSR Computational Mathematics and Mathematical

Physics, Pergamon Press, 25(9).

Bushenkov, V.A., Ereshko, F., Kindler, J., Lotov, A. and de Mare, L. (1982). Appli­

cation of the GRS Method to Water Resources Problems in Southwestern Skane,

Sweden. WP-82-120. International Institute for Applied Systems Analysis, Lax­

enburg, Austria.

Bushenkov, V.A., Kamenev, G.K., Lotov, A.V., and Chernykh, O.L. (1986). Applica­

tions of the geometric method for the investigation of economic-ecological systems.

In A.A. Samarsky, N.N. Moiseev and A.A. Petrov, eds., Mathematical Modelling.

Processes in Complicated Economic and Ecological Systems. Nauka Publishing

House, Moscow (in Russian).

Bushenkov, V.A. and Lotov, A.V. (1980a). An algorithm for analysis of independents

of inequalities in linear system. USSR Computational Mathematics and Mathe­

matical Physics, Pergamon Press, 20(3).

Bushenkov, V.A. and Lotov, A.V. (1980b). Methods and algorithms for analysis of

linear systems based on constructing of GRS. USSR Computational Mathematics

and Mathematical Physics, Pergamon Press, 20(5).

Bushenkov, V.A. and Lotov, A.V. (1982). Methods of Construction and Application of

GRS. Reports on Applied Mathematics. Computing Center of the USSR Academy

of Sciences, Moscow (in Russian).

Bushenkov, V.A. and Lotov, A.V. (1983). Analysis of potential possibilities of a region

in multiregional multiindustrial model of world economy. In A.G. Granberg and

S.M. Menshikov, eds., Multiregional Multiindustrial Models of World Economy.

Nauka Publishing House, Novosibirsk (in Russian).

Bushenkov, V.A. and Lotov, A.V. (1984). POTENTIAL applied programs system.

In Applied Programs Systems. Algorithms and Algorithmic Languages. Nauka

Publishing House, Moscow (in Russian).

Chernikov, S.N. (1965). Convolution of finite systems of linear inequalities. USSR

Computational Mathematics and Mathematical Physics, Pergamon Press, 5(1).



72

Chernykh, O.L. (1984). Analysis of Potential Possibilities of the Development of Eco­

nomic Systems Taking Pollution Into Account. Reports on Applied Mathematics.

Computing Center of the USSR Academy of Sciences, Moscow (in Russian).

Cohon, J. (1978). Multiobjective Programming and Planning. Academic Press, New

York.

Egorova, N.E., Kamenev, G.K. and Lotov, A.V. (1985). Application of the GRS

method in simulation system for industrial planning. In K.A. Bagrinovsky and

T.!. Konnik, eds., Methods of Simulation of Economic Systems. Central Eco­

nomic-Mathematical Institute of the USSR Academy of Sciences, Moscow (in

Russian).

Fourier, J.B. (1826). Solution d'une question particuliere du calcul des inegalites. In

Nouveau Bulletin des Sciences par la Societe philomatique de Paris.

Kamenev, G.K. (1986). Investigation of Iteration Methods for Approximation of Con­

vex Sets by Polyhedral Sets. Reports on Applied Mathematics. Computing Center

of the USSR Academy of Sciences, Moscow (in Russian).

Kamenev, G.K. and Lotov, A.V. (1985). Interactive structured MCDM procedure

based on GRS method. In Multicriteria Mathematical Programming Problems.

Proc. of Seminar. Institute for Systems Studies, Moscow.

Kamenev, G.K., Lotov, A.V. and van Walsum, P. (1986). Application of the GRS

Method to Water Resources Problems in the Southern Peel Region of the Nether­

lands. CP-86-19. International Institute for Applied Systems Analysis, Laxen­

burg, Austria.

Lotov, A.V. (1972). A numerical method of constructing reachable sets for linear sys­

tems. USSR Computational Mathematics and Mathematical Physics, Pergamon

Press, 12(3).

Lotov, A.V. (1973a). An approach to perspective planning in the case of absence of

unique objective. Proc. of Conf. on Systems Approach and Perspective Planning

(Moscow, May 1972). Computing Center of the USSR Academy of Sciences,

Moscow (in Russian).

Lotov, A.V. (1973b). A numerical method of studying the optimal-time continuity

in linear systems and the solution of the Cauchy problem for Bellmans equation.

USSR Computational Mathematics and Mathematical Physics, Pergamon Press,

13(5).

Lotov, A.V. (1975a). Numerical method for reachable sets construction in the case

of linear controlled systems with phase constraints. USSR Computational Math­

ematics and Mathematical Physics, Pergamon Press, 15(1).



73

Lotov, A.V. (1975b). Economic Systems Analysis by means of Reachable sets. Proc.

Conf. on Economic Processes Modelling. (Erevan, 1974). Computing Center of

the USSR Academy of Sciences, Moscow (in Russian).

Lotov, A.V. (1979). On convergence of methods for numerical approximation of reach­

able sets for linear differential systems with convex phase constraints. USSR

Computational Mathematics and Mathematical Physics, Pergamon Press, 19(1).

Lotov, A.V. (1980). On the concept of GRS and its construction for linear controlled

systems. Soviet Physics Doklady, 25(2).

Lotov, A.V. (1981a). Reachable Sets Approach to Multiobjective Problems and its

Possible Application to Water Resources Management in the Skane Region.

WP-81-145. International Institute for Applied Systems Analysis, Laxenburg,

Austria.

Lotov, A.V. (1981b). On the concept and construction of GRS for linear controlled sys­

tems described by partial differential equations. Soviet Physics Doklady, 26(11).

Lotov, A.V. (1982). Aggregation as approximation of the GRS. Soviet Physics Dok­

lady, 27(8).

Lotov, A.V. (1983). Coordination of economic models with the help of GRS. In

E.L. Berlyand and S.B. Barabash, eds., Mathematical Methods of Analysis of

Interaction between Industrial and Regional Systems. Nauka Publishing House,

Novosibirsk (in Russian).

Lotov, A.V. (1984a). Introduction into Mathematical Modelling of Economic Systems.

Nauka Publishing House, Moscow (in Russian).

Lotov, A.V. (1984b). On evaluation of stability and on the condition number for the

solutions set of the linear inequalities systems. USSR Computational Mathematics

and Mathematical Physics, Pergamon Press, 24(12).

Lotov, A.V. and Ognivtsev, S.B. (1984). Application of coordination methods based

on GRS in goal-program approach to economic planning. Technical Cybernetics,

2 (in Russian).

Moiseev, N.N. (1981). Mathematical Problems of Systems Analysis. Nauka Publishing

House, Moscow (in Russian).

Moiseev, N.N. et al. (1983). Global Models. The Biospheric Approach. CP-83-33.

International Institute for Applied Systems Analysis, Laxenburg, Austria.

Motzkin, T.S. et al. (1953). The double description method. In Contributions to the

Theory of Games, vol. 2. Prinston University Press, Prinston.

Steuer, R. (1986). Multiple Criteria Optimization. Wiley, New York.



Analysis of Methods for Multicriterial Estimation

and Choice for Discrete Problems with a Finite

Set of Alternatives

1. Markova

Institute of Industrial Cybernetics & Robotics

1113 Sofia, Acad. G. Bonchev Str., Bl. 2, Bulgaria

1 Introduction

Recently, the interest towards the multicriterial programming problems bears momen­

tum, since those problems are the main type of models used in multicriterial decision

making (MCDM). This phenomenon is due to the fact that often the operational re­

search of a given problem necessitates the consideration of several criteria in the models

that are developed.

The methods for MCDM are diverse in their purpose, their ease of use, theoretical

soundness and the estimations they yield. Problems for multicriterial optimization may

be generally divided into two groups: problems which solution belongs to a continual set

and problems which solution belongs to a discrete or even a finite set. Decision making

processes differ in the way of local (partial) criteria representation, with regard to the

additional information supplied by the decision maker (DM), and the estimations being

received.

The great variety of methods gives sometimes as a result unsatisfactory compatibility

between methods and problems. The experiments in which different methods were

applied to one problem, clarify how the methods differ in their use and show how the

choice of a method considerably affects the decision.

It is the purpose of this paper to show that the user of methods for multicriterial

decision making faces a multicriterial problem when he chooses the appropriate method

for multicriterial estimation and choice.

2 Preliminary information

To describe the choice of alternatives, one can use problems for multicriterial optimiza­

tion of finite sets. The preliminary data have the form: given a set A of alternatives

a; (a; E A, IAI = m) which will be estimated and among them a choice will be made.

The alternatives can be described by one set of characteristics (real numbers). All al­

ternatives are estimated according to several partial criteria Ci and it is supposed that
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the criteria might be numerical functions of the characteristics or relations between the

alternatives. The number of criteria is n.

Suppose that all partial criteria are to be maximized. Commonly, the alternatives

are estimated by numerical functions and the output data are recorded in the form of a

matrix Ilxii II, where i is the number of the alternative (number of the row) and j is the

number of criteria (number of the column) and xii is the estimation of the i-th alter­

native by criterion with number j. It is assumed that there might be some additional

information about the partial criteria - information about the levels (thresholds) of Ci
or the relative importance, marked by the weighting factors or an order of these criteria.

Additional information about the alternatives, expressing the preferences between them

is also possible (we do not consider here such methods since they are not so appropriate

for the practical cases of management decisions). The additional information is supplied

by the decision maker and helps the process of decision making.

3 Analysis, estimation and choice of methods for

multicriterial optimization for discrete problems

with an explicitly given finite set of alternatives

We studied 15 methods for multicriterial estimation and choice for problems with a finite

set of alternatives: dominance (Pareto) method; maximin method; minimal risk method;

conjunctive method; disjunctive method; lexicographic method; Berezovsky-Kempner's

method; Hannan's method; permutations method; linear assignment method; simple

additive weighting method; hierarchical additive method; ELECTRE II; ideal point

method; reference point method. Each method is described by 9 characteristics which

have values 1 or 0, and show whether the respective method possesses a particular

feature or not. Characteristics are denoted by B i and the corresponding features are

the following:

1. Methods using numerical functions as partial criteria.

2. Methods using relations between the alternatives as partial criteria.

3. Methods not using additional information about the partial criteria.

4. Methods using preliminary set levels (thresholds) of the partial criteria.

5. Methods using ordering of the partial criteria.

6. Methods using importance coefficient (weighting factor) of the partial criteria.

7. Methods which give as a final result a subset of alternatives.

8. Methods which give an order of alternatives.

9. Difficulties in obtaining the numerical results when enlarging the number of alter­

natives.
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With the aforementioned features of the methods it should be taken into considera­

tion that certain methods possess some of them and others don't. There is no common

sense in searching for methods which possess all features.

For multicriterial choice of the 15 methods we will use the values of the 9 character­

istics. In Table 1 every row contains the values of the characteristics of the respective

method, 1 means that the method possesses the respective features, and 0 - that it

does not. The column with number j in the table is denoted as follows: Bi(i). The

function Gi(i) of the partial criteria has the form Gi(i) = Bi(i), for j = 1,2, ... ,8, and

G9 (i) = 1 - B 9(i).

Methods No. of the respective characteristic

1 2 3 4 5 6 7 8 9

l. Dominance 1 1 1 0 0 0 1 0 1

2. Maximin 1 0 1 0 0 0 0 1 0

3. Minimum risk 1 0 1 0 0 0 0 1 0

4. Conjunctive 1 0 0 1 0 0 1 0 0

5. Disjunctive 1 0 0 1 0 0 1 0 0

6. Lexicographic 1 0 0 0 1 0 1 0 0

7. Berezovsky-Kempner's 1 1 0 0 1 0 1 0 1

8. Hannan's 1 0 0 0 1 0 1 0 1

9. Permutations 1 1 0 0 1 0 0 1 1

10. Linear assignment 1 1 0 0 0 1 0 1 1

11. Simple additive 1 0 0 0 0 1 0 1 0

12. Hierarchical additive 1 0 0 0 0 1 0 1 0

13. ELECTRE II 1 1 0 0 0 1 0 1 1

14. Ideal point 1 0 0 0 0 1 0 1 0

15. Reference point 1 0 0 0 0 1 0 1 1

Table 1: Characteristics of the multicriterial estimation and choice methods

With the so stated multicriterial problem, multicriterial choice of a method can be

performed. The decision maker or the user of multicriterial analysis method, by means

of appropriate setting of the preferences towards the characteristics of the methods, can

choose a method corresponding to his point of view. Through several choices of the

characteristics, the decision maker can obtain complete information about the features

of the methods under consideration.

The dominance, maximin and minimum risk methods do not require additional in­

formation from the decision maker. The maximin and minimum risk methods do not use

the whole information available in the matrix Ilxiill and allow software realization which

relatively easily works with a large number of alternatives. The dominance method al­

lows simple software realization, but if IAI = m, the number of possible comparisons

may be equal to (r;). These comparisons are performed easily if the whole matrix Ilxiill
is in the main memory but however, the time necessary for performing the operations

grows fast with growing of the dimension of the problems which are solved. The dom-



77

inance method does not require purely numerical criteria. If they are linear orders,

they can be defined by ranks and after that it is possible to search for non-dominated

alternatives.

The conjunctive and disjunctive methods use additional information which does

not cause difficulties to the decision maker, besides that these methods allow simple

software realization of the computation process when problems with large dimensions

are considered.

The lexicographic, Berezovsky-Kempner and permutations methods use as prelim­

inary data some orders of the partial criteria and the first two give the subsets of

alternatives as an output result. The Berezovsky-Kempner, Hannan and permutations

methods are characterized by durable computations when the number of subsets of

alternatives is enlarged.

The linear assignment method, the simple additive weighting method, the hierarchi­

cal additive weighting method ELECTRE II, the ideal point method and the reference

point method use weighting factors for presentation of the importance of the partial

criteria. The linear assignment method and ELECTRE II work heavily with problems

comprising of dozens of alternatives. The simple additive weighting method and the

hierarchical additive weighting method do not differ in their formal characteristics, but

the second method has the advantage that gradually it aggregates several criteria as well

as their observation and estimation, which allows the user to avail himself of additional

information, thus increasing the reliability of the decision making. Both methods are

fast in respect of computing. The reference point method can be realized in such a way

that if there isn't any alternative which estimates satisfy the set reference levels, then

the whole non-dominated set is found and its elements are arranged along the distance

to the reference point. That is why the speed of this method is comparative to the

speed of Pareto's method.

4 Summary of the practical experience with con­

course software system

The program for multicriterial estimation and choice of finite sets CONCOURSE, was

developed at the Institute of Industrial Cybernetics & Robotics.

On the basis of the experience from the work with the software system CON­

COURSE, and the analysis of the features of the methods used in it, one can choose

methods for multicriterial estimation and choice depending on: whether it is enough to

choose a subset of alternatives, or it is necessary to list all the alternatives, the type of

the partial criteria and the number of alternatives.

Table 2 gives the numerical results from the experiments by the Pareto method, with

examples with different dimensions, as well as the duration of every experiment. On

the grounds of the analysis of the features of the multicriterial estimation and choice

methods, three types of classification can be done:

1. Depending on the available information as a result from the work of the method

- part of the methods propose to the decision maker a subset of alternatives
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No. of No. of No. of criterial Time

alternatives characteristics functions

40 15 15 4'25"

100 15 15 35'

350 15 15 123'

Table 2: Experiments by Pareto's method with the program CONCOURSE

for further analysis and choice, and the other part propose a linear order of all

considered alternatives.

2. The multicriterial decision making process can be performed considering some

additional information known to the decision maker, or without using such infor­

mation.

3. The partial criteria which are numerical functions contain more information about

the alternatives, than the partial criteria, which are a relation between alterna­

tives. In this sense, the results obtained through the method of aggregation of

orders are more incomplete than those obtained through the method of aggrega­

tion of numerical functions.

Such an analysis of the features of the multicriterial estimation and choice methods

helps the decision maker (user of a method) in the choice of the most appropriate

method. A decision support system (DSS) for multicriterial estimation and choice can

point out the method appropriate for a particular case, on the basis of the information

available for solving a particular multicriterial problem and the form of the desired final

result.

5 Criteria for choice of multicriterial decision mak­

ing methods

The multicriterial decision making methods can be considered according to the following

criteria (described in detail by Hobbs, 1984):

1. Whether a method is appropriate for a particularly chosen problem, depending on

its formulation. This depends on the form, in which the functions of the partial

criteria are described, and on the fact whether the decision maker uses additional

information or not, the kind of this additional information, what kind of output

information is necessary to be obtained.

2. Price and ease of use. This criterion reflects what efforts and knowledge are

required for the application of a certain method, whether this method arises com­

putational difficulties, especially when the set of alternatives is a large one.
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3. Theoretical soundness. This criterion finds whether the method simulates the

respective multicriterial decision making, to what an extent the axioms of the

method are compatible with the structure of the decision. These criteria show the

ability of the multicriterial decision making method to make a proper estimation

of the alternatives. The compatibility of two methods with the same parameters

or an estimation is a symptom of their theoretical validity. The great differences in

the results show that the methods cannot be valid simultaneously. It must be taken

into consideration, however, that the compatibility does not guarantee theoretical

validity, e.g. both methods can have the same systematic mistake "noise".

The experiments with the multicriterial analysis methods demonstrate how the

methods differ in respect of their applicability to the particular problems, ease of use,

validity and the results they yield. Due to the difficult formalization of the above listed

criteria, comparatively reliable estimation can be done by people with broad experience

in the field of decision making methods and multicriterial programming.

6 Conclusion

Summing up the above mentioned we can conclude that the choice of a method for

solving a multicriterial estimation and choice problem supposes the estimation of a lot of

criteria, consequently, for the purpose of such a choice the multicriterial decision making

methods can be applied. The choice of a method demands analysis of the properties of

the method and analysis of the peculiarities of the problem under consideration.

It is advisable to develop open systems which allow the use of additional methods for

multicriterial estimation and choice, thus, the variety of methods enhancing the relia­

bility of the final decision making. A DSS which has different methods for multicriterial

choice can have some tools for multicriterial estimation of these methods. Such DSS

will give the user some possibilities for a founded choice of the appropriate method.
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1 Introduction

A finite game between two players is considered. Their payoffs depend of their choices,

as well as on another parameter, too, which is chosen by the Nature. The game has fixed

sequence of moves, both players have different information. The particularity is in the

following: the second player (P2) knows the real choice Se of the Nature, before to make

his own choice, and the first player (PI) does not know Se but he knows that Se is known

to P2. PI, having the first move, can suggest different strategies to P2. PI can set his

choice in dependence with different communications (messages) of P2 - for the second

player's choice, for the Nature's choice, for both. The first case is considered here,

i.e. PI needs messages on P2 choice only, but not on the Nature choice. An approach

for finding appropriate strategies for PI using binary linear programming is proposed.

Some possibilities to get estimates of his best guaranteed result are described.

2 Game description. Problem formulation

Two players (PI and P2) participate in the game under consideration. PI chooses

x E X, IXI = m, P2 chooses y E Y, WI = n. The payoff function for PI is

Wi = ft(x,y,s), and this for P2 is W2 = h(x,y,s). Here sEA, IAI = p, s is chosen by

the Nature. m, n, and p are natural numbers. Wi and W2 are real functions. PI knows

the sets X, Y, A and the functions Wi and W2' P2 knows the sets X, Y, A and W2. The

Nature chooses Se E A before PI and P2 to make their choices. P2 comes to know Se

and PI does not know Se' But PI knows that Se is known to P2. Each player wants to

maximize his own payoff (or to get maximin) and this wish of P2 is known to PI.

PI, having the right of the first move, proposes to P2 a function x(y) as a strategy,

promising to choose x(Ye), if P2 communicates Ye' Subsequently, PI follows the proposed
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strategy. P2, knowing exactly Se and the communicated strategy x(y), chooses and

communicates such Ye, which maximizes his own payoff. (P2 always communicates the

chosen Ye)' PI knows this behaviour of P2 and, knowing W2, can determine his own

guaranteed result on the whole A for each strategy x(y). The problem is to find such

strategy x(y), for which this guaranteed result is maximum.

The sequence of the moves in the game is as follows. First, the Nature chooses Se

and P2 comes to know Se' Then PI chooses x(y) and communicates this function to P2.

P2, knowing x(y) and Se, chooses and communicates Ye, maximizing his own payoff.

PI chooses Xc = X(Ye) and both players get ft(xe,Ye,se) and f2(xe,Ye,se) respectively.

3 An expression for the maximin for PI

Each function x(y) maps (point-to-point) the whole Y into some X C X. Let X be

the set of all such functions x(y) and let u denote an arbitrary x(y) ~ u = x(y) E X.
P2, knowing u = x(y) and Se, chooses and communicates such Ye, for which

Therefore it is necessary to know the sets

B(u,se) = {Y/f2(X(y),y,Se) = max h(x(t),t,Se)}
fEY

When u = x(y) is chosen and Se E A is fixed, PI gets at least

min ft(x(y),y,se)
I/EB(u,.c)

His guaranteed result on the whole A is

min min ft(x(y), Y, se)
'cEA I/EB(u,.c)

Therefore the problem is to find a strategy x(y), which gives the following maximin:

R = max_ min min ft(x(y), y, se)
i(I/)EX 'cEA I/EB(u,.c)

This is the maximal guaranteed result for PI.

4 Game analysis

Some notations, used in the previous section, are convenient to get an expression for the

maximin for PI as well as to move to continuous (semi-continuous) games, analogous to

the described. It is possible to use, however, some other notations for the game under

consideration in order to get formulations, convenient from the computational point of

view.

We prefer here to denote the choice of PI by i E I, III = m, respectively j E J,

IJI = n denotes the choice of P2. The Nature chooses sEA, IAI = p. The payoff
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function for PI is given by the series of matrices Ilai;11 (i E I, i E J, 8 E A). An

analogous series Ilbi;11 gives the payoff function for P2 (for the same i, i, 8). All ai; and

bi; are real numbers. We denote the searched strategy by iU). Each function iU) can

be represented by a binary matrix Ilxi;11 (i E I, i E J). There is exactly one unity in

each column of Ilxi;11 (for each i), all other elements of Ilxi;11 are equal to zero. We will

use "the strategy Ilxi;II" and "the strategy iU)" as equivalents.

We do not have a relatively good algorithm for direct finding a best strategy, guar­

anteeing R to PI. We will consider here a replacing problem for finding a strategy,

guaranteeing P. to PI and q. to P2 for different 8 E A. If this problem can be eas­

ily solved, varying P. and q. (for example under additional assumptions P. == Po and

q. == qo) leads to relatively good strategies for PI.

Thus, we suppose that the real number P. and q. are given. The following binary

matrices Ilei;11 and Ildi;11 are introduced:

{ 1, if ai; ~ P.
(i E I, i E J, 8 E A)ei;

0, if ai; < P.

di; {1, if bi; ~ q.
(i E I, i E J, 8 E A)=

0, if bi; < q.

We will search for such a binary matrix Ilxi;ll, i E I, i E J that satisfies the

following restrictions:

LXi; = 1
i

Xi;

LXi;' dl; ~ 1
i,i

(Vi E J)

(if there exists some 8, for

which di; = 1 and el; = 0)

("18 E A)

(1)

(2)

(3)

The equalities (1) are included, because there must be exactly one i E I for each

i E J. Equalities (2) do not permit Xi; = 1 if P2 can get 1 when PI gets O. We include

one equality Xi; = 0 for each pair (i, i), if for this pair there exists one 8 E A, for which

di; = 1 and ei; = O. In this way we search for such strategies Ilxi; II only, which give

the maximum to P2 in the places, where is the maximum for PI. The inequalities (3)

guarantee that P2 can get 1 for each 8 E A. If there is one 8 E A, for which (3) does

not hold, the choice of P2 at this 8 and this Ilxi;11 is not dirigible. When, in addition,

(2) hold, PI gets 1 at each 8 E A.

The system of restrictions (1), (2), (3) is linear one. The existence of one solution of

this system can be checked by any standard software tool for linear (binary) program­

ming problems. Each matrix Ilxi;ll, which is a solution of this system, is a strategy,

which guarantees P = min P. to PI and q = min q. to P2.
• •

The number of the restrictions (1) is equal to n. The number of the restrictions (2)

is not greater than (m - l)n. The number of the restrictions (3) is equal to p.
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The conditions (restrictions) (1), (2), (3) are sufficient for the existence of a strategy,

guaranteeing P = minp. to PI and q = minq. to P2. They are not necessary, however.
• •

More exactly, there can be a strategy which guarantees the same P and q to PI and P2,

but for which there is one sEA, such that the corresponding inequality (3) does not

hold. This is possible when P2 gets 0 with each j E J, but PI gets 1 with each choice

of P2 and with this strategy (and having suitable payoff function).

The shown way for obtaining replacing binary matrices is not unique. First we can

suppose that initially P. == Po and q. == qo. On the other hand we can use some reasons

to form the binary matrices for PI and after this we can use those new matrices to form

the binary matrices for P2.

We have seen in the previous sections the possibility to use standard software tools

for binary linear programming problems. A way to use the full capacity of such tools

is including goal function under consideration. Lets consider the values (the numbers)

Xi; • c:; . a:;. When sEA is fixed, these are the payoff for PI which are not less than P.

and can be chosen by the strategy Ilxi;ll. It is possible to include the inequalities

(i E I, j E J, s E Sl C A) (4)

Here Sl contains these sEA for which PI wants to maximize his own payoff. The

number of restrictions (4) depends on IS11 as well as on the number of nonzero c:; for

s E Sl. The wish to maximize the result for PI for all s E Sl, preserving the guarantees

of P., can be expressed by the problem

maxz

s.t. restrictions (1), (2), (3), (4)

Thus we have a standard binary linear programming problem. His solution Ilxi;11 guar­

antees P. to PI for different sEA and probably higher payoff for s E Sl. But, really,

this is not a strategy, which maximizes the payoff for Plat s E Sl, because we have not

taken into account the interest of P2 and his real choices.

Let P = minp. and q = min q•. The strategy, which guarantees P to PI and q to P2,
• •

will be called (p, q)-strategy. If there exist a (p, q)-strategy, there is no sense to look for

(PI. qd-strategy when PI :::; P, q1:::; q, because each (p, q)-strategy is a (PI, qd-strategy,

too. If there is no (p, q)-strategy, there is no (PI, qd-strategy, too, for which PI ~ P,

q1 ~ q. This is due to the fact that the restrictions (2) for (PI, qd-strategy give a subset

of the set given by the same restrictions for the (p, q)-strategy. Such and similar reasons

for existing or nonexisting of a good strategy can be used when looking for ways to

maximize the payoff for Pl.

It is possible to propose at least two ways for obtaining upper bounds for the max­

imin R for PI (in the game under consideration). First we can fix one sEA and find a

strategy i(j) which gives the highest guaranteed result to PI for this s. This result is an

upper bound for R. There exists corresponding exact, relatively fast, but unpublished

algorithm, which does not use replacing binary matrices and finds the best result for PI

as well as one strategy, giving this result. For the corresponding continuous game there

exist fundamental theorems of Yu.B. Germeier (1976). Second, a similar game is consid­

ered from Metev and Slavov (1986). In this game PI proposes to P2 a strategy i(J",s),
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Le. PI needs communications about the Nature choice, too. Because the strategy i(j)
is a special case of a strategy i(j,s), the highest guaranteed result for PI in the game

with the strategy i(j, s) is an upper bound for the highest guaranteed result for PI in

the game here considered.

5 Conclusion

A tw~person finite game with payoffs depending on the Nature choice is considered.

There is a fixed sequence of moves, the players exchange some information between

them but this information does not concern the Nature choice. It is possible to use

standard software tools in solving binary linear programming problems when searching

for strategy which gives highly guaranteed result for the first player. Some ways to

obtain upper bounds for the best guaranteed result for the first player are given.
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Abstract

In multi-objective programming, the trade-off analysis is one of the most impor­

tant tasks. There have been many devices in interactive programming methods so

that the decision maker can make his trade-off easy. The purpose of this paper is to

present a method for making trade-off easy by use of sensitivity analysis in linear

programming. Some special consideration will be given on the sensitivity analysis

at the degenerate optimal solution in LP which has been developed just recently.

1 Satisficing trade-off method for multi-objective

programming

We consider the following multi-objective problem:

Minimize I(x):= (ft(x), ... ,/r(x))

subject to x E Xc R".

Here the constraint set X may be represented by several functions

gi(X) ::; 0 (i = 1, ... , m), hj(x) = 0 (j = 1, ... ,s).

Throughout this paper, we impose the following assumption:

Assumption 1.1 The functions Ii (i = 1, ... , r) and the set X are convex. For each

effective domain dom Ii of Ii, the following holds:

X' := X n dom Ii n ... n dom Ir -I- 0.

We shall use the following notations for an order for two vectors Y = (Yl" .. ,Yr) and

Z = (Zl, ... ,zr)

Y~Z '¢=? Yi 2. Zi, i = 1, ... ,r

y ~ z '¢=? y ~ z and y-I-z

y>z '¢=? Yi > Z;, i = 1, ... ,r
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For the multi-objective programming problem (MOP), there does not necessarily

exist a solution which minimizes all the objective function simultaneously. As the second

best, therefore, we try to attain to the level where some of objective function can be

improved only by sacrifice of some of other objective functions.

Definition 1.1 A vector x· of X is called a strong Pareto solution to the problem

(MOP), if the following relation holds:

I(x) 1:- I(x')

On the other hand, x· satisfying

I(x) 1- I(x')

is called a weak Pareto solution.

for any x E X.

for any x E X.

For weak Pareto solutions, in general, some of objective functions can be improved

more, while other objective functions are unchanged. Therefore, in practical decisions,

strong Pareto solutions are preferred to mere weak Pareto solutions.

Since Pareto solutions constitute a subset of X in general, we introduce another

value judgment so that an alternative may be singled out as a final decision. For this

purpose, in practice, we usually take the value judgment of the decision maker. In

this event, interactive programming methods, which look for an appropriate solution

while eliciting some information on the value judgment of the decision maker, have been

observed very effective. Among many kinds of interactive programming methods, the

satisficing approach is very attractive because it requires the decision maker only very

easy judgment, e.g. his aspiration level (Nakayama, 1984; Wierzbicki, 1986). We shall

review the algorithm of the satisficing trade-off method in the following:

Step 1 (setting the ideal point). The ideal point r = (Ii, ... ,1:) is set, where It is

small enough, for example, It .:s. min {/;(x) I x E X}. This value is fixed throughout

the following process.

Step 2 (setting the aspiration level). The level It of each objective function Ii at the

k-th iteration as asked to the decision maker. Here I," should be set in such a way that

fl' > It· Set k = 1 for the first iteration.

Step 3 (weighting and finding a Pareto solution by the Min-Max method). Set

" 1
Wi = Ii" _ It ' (1.1)

and minimize one of the following achievement functions over X:

PI

P2

Wi ( Ii (x) - It)

Wi ( Ii (x) - t.)
r

Wi (Ii (x) - It) + a 2: Wi (Ii (x) - It)
i=1
r

Wi (Ii (x) - t.) + a2: w;(Ii(x) - t.)
i=1
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Here we shall take Pl. Since the objective function PI is not smooth, its minimization

is usually reduced to the following equivalent problem:

(EQ) Minimize z

subject to: w:(Mx) - It) :::; z,

xE X

Let x Jc be a solution of (EQ).

i = 1, .. . ,T

Step 4 (trade-off). Based on the value of l(x Jc
), the decision maker classifies the criteria

into three groups, namely,

(i) the class of criteria which he wants to improve more,

(ii) the class of criteria which he may agree to relaxing,

(iii) the class of criteria which he accepts as they are.

The index set of each class is represented by It, I ~ , It respectively. If It = 0, then

stop the procedure. Otherwise, the decision maker is asked his new acceptable level of

criteria H for the class of It and I ~ . For i E I~, set H= li(X Jc
). Replace k by k + 1,

and go to Step 3.

For the satisficing trade-off method, the following is known:

• First of all, from Assumption 1.1 there exists some x E X such that I(x) is finite,

and hence there also exists z E R such that

Wi (Ii (x) - It) < z. (1.2)

Namely, the Slater's constraint qualification for Problem (EQ) holds under our

assumption.

Theorem 1.1 Let i be a solution to (EQ). Then there exists Lagrange multiplier

,X = ('xI, ... , 'xr) such that

i = 1, ... ,T, (1.3)

r

L 'xi Wi (Ii (x) - Mi)) ~ 0
i=l

for all x EX. (1.4)

In addition, if i: is of the interior to the set X and each Ii has appropriate smoothness,

then we have

L 'xiWi V li(i) = 0
i=l

The Lagrange multiplier for (EQ) provides us very useful information.

(1.5)
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Theorem 1.2 If all of the optimal Lagrange multipliers to the problem (EQ), >-i

(i = 1, ... , r), are nonzero, then the optimal solution to (EQ) is a strong Pareto solution.

If some of Ai (i = 1, ... , r) are zero, then the solution to (EQ) may not be a strong

Pareto solution but merely a weak Pareto solution.

We can get a Pareto solution from a weak Pareto solution as follows:

(P.) Maximize L e:
iES

subject to: /;(x) - e~ = li(x), i E S

li(x) = /;(x), i (/. S

xEX

where S = { i I >-i = 0, i = 1, ... ,r } and x is a (weak) Pareto solution.

Theorem 1.3 If all ei for the solution to (P.) are zero, then x itself is a strong Pareto

solution. If there are some ei =I 0, then the solution x to the problem (P.) is a strong

Pareto solution.

Like this, we can get a strong Pareto solution from a given weak Pareto solution by

solving an auxiliary optimization problem. However, in some cases such as structure

design problems and camera lens design problems it is expensive to perform such an

auxiliary optimization. In order to avoid such an additional scalar optimization problem,

we can use scalarization function QI or Q2. The solution obtained by minimization

of these scalarization function is assured to be a strong Pareto solution. Under this

circumstance, however, even though the given aspiration level is feasible, the obtained

solution is not necessarily satisfactory. On the other hand, the scalarization function

PI or P2 with the weight given by (1.1) provides us a satisfactory solution, only if the

given aspiration level is feasible.

The above discussion shows that the information of Lagrange multiplier can be

utilized for judging whether the solution to Problem (EQ) is a strong Pareto solution

or a mere weak Pareto solution. In addition, we can use the information of Lagrange

multiplier for trade-off. According to (1.5), (3i = AiWi represents the sensitivity of

mutual affects among the criteria caused from the perturbation of Ii on the Pareto

surface. Based on these information, the decision maker can know how much he has to

sacrifice the criteria /; (i E JR) in order to assure the improvement of I; (j E h). In

the recent version of satisficing trade-off method, we can assign the amount of sacrifice

automatically in the equal proportion to >-iWi by using (1.4) or (1.5) as follows

-1 -
6./; = --- L Ai Wi 6./i

NA;W; ;EIl

j E JR (1.6)

where N is the number of elements of the set JR. By doing this, in cases where there

are a large number of criteria, the burden of the decision maker can be decreased so

much. Of course, if the decision maker does not agree with this quota 6./; laid down

automatically, he can modify them in a manual way.
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2 Sensitivity analysis and trade-off analysis

In mathematical programming, the sensitivity analysis is considered as an investiga­

tion of affect to the objective function or the solution caused from a change of some

parameters. On the other hand, the trade-off analysis is to judge how much he may

relax other criteria in order to improve some of criteria holding the Pareto optimality.

Clearly, the trade-off analysis can be considered to be a kind of sensitivity analysis. In

this subsection, we shall show we can make the trade-off analysis more precisely by the

use of sensitivity analysis in linear case.

Lemma 2.1 Under the assumption 1.1, the set /(X) + R~ is convex. Furthermore, if

the set X is convex polyhedral, and if the function / is linear, then the set /(X) + R~

is also convex polyhedral.

It is well known that under the assumption 1.1 each Pareto solution can be charac­

terized by the following problem

min /,,(x)

subject to /i(X):S; Ci

xE X.

In case of k = r, setting

i = 1, ... ,r i =J k

F(CI, ... ,cr-d:=min{/r(x)I /i(X):S;ci, i=1, ... ,r-1, XEX},

we have the following theorem:

Lemma 2.2 epi F = /(X) + R~

It should be noted that ( ~ l W I , ... )rWr) in Theorem 1.1 is a normal vector of the

supporting hyperplane of /(X) + R~ at /(x). Therefore, for ~ r =J 0,

(-~lwd~rW" ... , -~r-lwr-d~rwr)

is a subgradient of the function F at (II (x), ... '/r-dx)).
In trade-off, the amount of relaxation given by (1.6) is not sufficient in general, in

particular, in nonlinear and convex cases. Therefore, we may modify it as follows:

-1 -
6/; = -_-- L Ai Wi 6/i - C, C > 0, j E In

NAjWj JEI[

However, in linear cases a more precise analysis is possible. We shall review the sensi­

tivity analysis with respect to right hand side perturbation in linear programming:

(LP) min ex subject to Ax:S; b, x 2: 0.

Setting /(b) := min{ ex I Ax :s; b, x 2: O}, the followings are well known:
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Lemma 2.3 f(b) is convex, and piecewise linear.

Lemma 2.4 11"1 is an optimal dual solution to (LP) (Le., 1I"
I b = max {1I"b I AT 11" ~ C,

11" ~ a}), if and only if 11"1 is a subgradient of f(b) at bl
•

Lemma 2.5 IT and only if the solution to (LP) is primal nondegenerate, the associated

dual solution is unique.

It can readily be derived from the above lemmas that if the optimal solution to (LP)

with b = bl is nondegenerate, then f(b) is differentiable at b = bl and Bf(b)/Bbi = 1I"f.

However, it is quite recent that the sensitivity analysis for degenerate solution in linear

programming has been developed (Akgiil, 1984).

Theorem 2.1 In the final (optimal) simplex tableau, let iii be the i-th row vector

of A, and let b be the right hand side constant of the constraints. In addition, set

T : = {i Ibi = a}, and let 11"" be one of the optimal dual solution, then the general form

of the optimal dual solution 11" = (11"1,' •• ,11"m) is given by

s = 1, ... ,m (2.1)

where ti satisfies

c+ ~ { ti iii liE T} 2. a. (2.2)

Here it should be noted that a ~ is a component of i-th row vector of A corresponding

to the slack variables.

From Lemma 2.4 and Theorem 2.1, the directional derivative of F(b) at b along u is

given by

f'(b : u) = max {1I"U I 11" satisfies (2.1) and (2.2)}.

We can make the trade-off for linear multiobjective programming problems more easily

by using the above relation.

Recall that if A, =I- a for the Lagrange multiplier (AI, ... , A,) for the problem (EQ),

the vector (-AIWJ/A,W" .. . , -A,-IW,-t/A,W,) is a subgradient of the function F. Given

the amount of improvement 6.fi (i E h), ask the decision maker which criterion is

the most relaxable. Let f. be the most relaxable criterion. For k =I- s, the amount of

relaxation 6.f. is assigned in a manner given by (1.6). For 6.f., we utilize the sensitivity

analysis.

Namely, suppose without loss of generality, h = {I, ... ,p}, I R = {p + 1, ... , r} and

s = r. Then each 6.fi is given by the following:

(i) 6.fi (i E II) are given by the decision maker.

(ii) For6./; (j=p+l, ... ,r-l),

-1
6.fj = ( ».. ~ Ai Wi 6.fi

r - 1 - p jWj iEIr
j=p+l, ... ,r-l
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The general form of optimal dual solution to the auxiliary problem (EQ) for the

given linear multi-objective problem is given by

,x. = ,x; + L{ti a: liE T} s = 1, ... ,r (2.3)

where ,x. is an optimal dual solution, and ti satisfies

(2.4)

Here, a, c and T corresponds to the auxiliary problem (EQ) for the given linear multi­

objective problem.

Therefore, let Ui = 6./; (i = 1, ... ,r - 1) and A = (,xlWt/,xrW., ... ,,xr-lwr-d,xrwr),
then 6./r is decided by

6./r = max { -Au I A satisfies (2.3) and (2.4) }. (2.5)

Since each ,xi is a function of t and satisfies

the problem (2.5) is a kind offractional programming. Finally, considering that we have

t ~ 0 in the constraint (2.4), we can reduce (2.5) to the following form of fractional

problem:

Max

subject to

(F) (pt + Po)/(qt + qo)

Dt-d~O

t ~ 0

Here, t, p and q are respectively vectors with the dimension of the number of elements

of T in (2.3) and (2.4).

In order to solve (F), transforming

s = t/,xr(t)W., (J = 1/,xr(t)wr

and solve the following equivalent linear problem:

Max

subject to

ps + Po(J

Ds - d(J ~ 0

qs + qo(J = 1

s, (J ~ 0

where sand t are vectors with the same dimension and (J is a scalar.

3 Concluding remarks

It may seem to be difficult to decide 6./r in such a manner as the above. However, the

dimension of t, that is, the number of elements of T (it may be considered to be the

degree of degeneracy of the solution of the problem (EQ)), is not so large in practice, it

is not so difficult to solve (F) or the equivalent linear problem. Moreover, in cases with
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a small II u II, the new aspiration level obtained in a manner as in this paper may be

expected to be of Pareto surface. In general, this situation can be realized with a help

of range analysis made often in LP. This encourages us to save our computation efforts

for solving the auxiliary problem (EQ).

It is also possible to apply the parametric optimization for solving (2.5). At this

circumstance, the author noticed through the discussion with Prof. Korhonen during

the conference that the method presented here has a close relation with Pareto Race by

Korhonen-Wallenius , 1987.
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1 Introduction

Let A be a finite set and let several binary preference relations on A be given. Then

the problem of determining an order which aggregates the given relations is well known.

With some additional assumptions we have the problem for Kemeny median. It is well

known too, that in some cases the corresponding algorithms are time-consuming.

The following questions arise. If, instead of orders, we search for partitions on A into

two parts - "good" elements and "bad" elements - can we get some computational

advantages, preserving in some sense the value of the solution? On the other hand, if we

use Kemeny median for choosing the first q elements, is there a possibility to construct

a problem for direct finding of q "good" elements?

Suppose, that the complete binary preference relations, given on A, are interpreted

as partial criteria. There are also corresponding weighting coefficients which are natural

numbers. The choice of a subset is considered as a choice of partition on A into two parts

with a given number of elements in the first one. For such an arbitrary partition on A

a function of distances to the given relations is defined, with respect to the weighting

coefficients. This is performed using the matrices, which correspond to these relations

and partitions. We consider the problem for finding such a partition on A (into two

parts), which minimizes this function on the set of all similar partitions on A with

a fixed number of elements in the parts. It is possible to solve these problems using

standard software tools.

2 Some preliminary notions

Let A be a set with a finite number of elements ai, ai E A, IAI = n. A complete binary

nonstrict preference relation on A is given by the matrix U = Iluiill

{

I, if a; >-- ai (ai is better than ail

Uii = 0, if a; ~ ai (ai as good as ail

-1, if a; -< ai

The following equations hold: Uii + Uii = 0, Uii = 0 (Vij). The set of all such binary

relations on A is denoted by S, the set of all corresponding matrices U is denoted by

v.
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Several relations Ric E S (k = 1,2, ... , r) by the corresponding matrices Ulc are

given, corresponding weighting coefficients Pic (natural numbers) are given too.

Let 8 2 C S denote the set of all possible partitions of A into two parts: Al and A 2 •

Such an arbitrary partition is interpreted in the following way:

ai ~ aj if a;,aj E Al or

a; ~ aj if a; E Al and

a;,aj E A2;

aj E A 2 •

Let V2 C "Ii denote the set of all matrices U corresponding to the elements of 8 2 •

On the other hand it is possible to represent each partition from 8 2 by binary vector

i'= (tI," . , t n ), where

t
i

= { 1 if a; E Al
o if a; E A2

T2 is the set of all possible vectors i'. 182 1 = IT2 1 = 2n
•

A well known way to get linear order on A, aggregating the given Ric, is using the

matrix L:
r

L = L plcU
Ic

= Illijll,

Ic=I

the numbers Si = ~j lij define a linear order on A:

r

lij = L PIcU~j
Ic=I

ai ~ aj if Si > Sj,

ai ~ aj if Si = Sj.

We call this order a WS-order (weighted-sum order).

It is known from Kemeny and Snell (1970), that for U, V E"Ii the function

a(U, V) = L IUij - Vijl

i,i

is distance in the set "Ii. Then it is possible to consider the following function F(W) for

an arbitrary W E"Ii, when all matrices Ulc corresponding numbers Pic are given:

r

F(W) = L Pic . a(U Ic
, W)

Ic=I

The relation (a partition), corresponding to the matrix which minimizes the function

F(W) (perhaps under some additional constraints) is the optimal one.

3 Problem formulation

In this paper we will study the minimization of F(W) on V2 under constraint IAII = q.

Instead of F(W) we minimize a corresponding pseudoboolean function given on T2 •

Thus, each partition on A into two parts (AI and A 2 , IAII = q), for which the corre­

sponding W minimizes F(W)' contains a subset A .. which is a possible solution.
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Denote by UI1 the set, containing Pic matrices U Ic
, k = 1,2, ... ,r,

For an arbitrary W E V
r

F(W) = L Pic· L IU~j - wijl = L LPlclu~j - Wijl·
Ic=l i,i i,j Ic

Let
r

lij(Wii) = L plclu~ - Wiil·
Ic=l

It is possible to use the numbers e ~ , e?i' eij for more convenient representation of lij.

e ~ is the number of positive units in the i-th row and j-th column of all matrices from

UI1 • e?i and eij are the numbers of zeroes and negative units, respectively. Then

Itj (1)

Itj (0)
lij (-1)

02­= eij + e'i
+ ­

= e'i + eij
- 2 + + 0- eii eii

= bij

= cii

= dij

If R E 82 , the corresponding W E V2 and corresponding f E T2 are linked by the

following equations (for more information see Popchev and Metev, 1979)

Then

Wii = ti - ti

lij(O - 0)
lti(O - 1)
lii(1 - 0)

(Vi,j).

lii(1 - 1)
dsj,

bii ·

Thus, we have the following representation:

Itj(Wij) = Itj(ti - tj) =

= bij [ti(l- tj)] + Cii[titi + (1- ti)(l- til] + dij [(I- ti)tj]

= cii + (bij - Cij)ti + (dij - Cij)tj + (2Cij - bij - dij)ti . tj.

It is possible to simplify the obtained function.

Th l·t· + - - (\-I' 0) b Ic Ic - 0 (\-1 0

• k). 0 - 0 te equa lies eij - eii vt, J are true, ecause Uij + uii - , v t, J, ,eij - eii , 00.

Because
bij - Cij

dji - Cji

then

bij - Cij = dji - Cji,

moreover

2Cij - bij - dij = - 2e?j'

Thus, we have the following problem.
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• Let the complete binary nonstrict preference relations Ric E § (k = 1,2, ... , r) on

A be given. All Ric are interpreted as partial criteria and they are represented

by the corresponding matrices Ulc E V. The corresponding weighting coefficients

Pic and the natural number q < n are given, too. Determine a subset Al C A,

lAd = q, for which the following minimum is obtained

min'" [c .. + 2(b.. - c.. )t· - 2eo t.t.]_ L...J" ., .,. ii • ,
lET, " .

','

under the restriction: Li ti = q.

This is a quadratic pseudoboolean programming problem. There are different ways

to analyse it, but the standard one is using linearization. It is possible to ignore the

terms e?iti . t;, for which i = i, because e?i = Llc Pic for all i and because Li ti = q. A

common way for linearization is the following (Watters, 1967; Taha, 1982). Each t ~ can

be replaced by ti. The products titi are substituted by the new variables tii. For each

new variable tii it is necessary to add two new constraints

ti + ti - tii < 1

-ti - ti + 2tii < 0

to those of the problem.

Thus, we get a standard linear binary programming problem. The number of addi­

tional variables is equal to the number of equivalences ai ~ a;, contained in the given

Ric for different i,i.
If IAI = n and the relations Ric contain equivalences ai ~ ai for each two elements

ai, ai E A, the number of needed variables is equal to n(nt

'

. There are standard

relevant programs for IBM PC (and compatibles), allowing, for example, up to 100

binary variables.

4 Some additional information

The optimal subset, determined in the previous section, can contain elements dominated

in Pareto sense. This can be demonstrated by examples for the case when all Ric are

linear orders and the Pareto set is easy for defining.

If all Ric are strict preference relations, then e?i = 0 for i -=I i and e?i = Llc Pic (Vi).
Under restriction Li ti = q, we can ignore all terms of 2nd power in the minimized

function. Thus, we have to minimize a linear pseudoboolean function under one restric­

tion - equality. Popchev and Metev (1986) have shown that instead of solving such a

problem, we can use the WS-order - the first q elements in this order give a subset,

which minimizes the function F(W) considered here. But, for the general case (e?i -=I 0

for some i -=I i) this is not true. It is possible to show by examples that the subset of q

elements, which are first in the WS-order, does not minimize the function F(W).

It is easy to use the suggested method, because it needs standard software tools,

only. The obtained subset can be an initial approximation in other methods for finding

subsets with respect to many criteria.
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1 Introduction

This paper presents the theory underlying certain implementation features in an in­

teractive solution framework for solving bicriteria integer programming problems. The

solution framework is developed in (Ramesh et aL, 1987). In this framework, a deci­

sion maker is assumed to have only an implicit utility function of the two objectives

he wishes to maximize. The problem is solved by an interactive branch-and-bound

method in which the decision-maker's preference structure is explored and determined

using pairwise comparison questions.

The problem of concern is formulated as follows.

Maximize

Subject to:

g(Cx)

Ax ~ b

x ~ 0, integer

(BCIP)

where C and A are n X nand m x n matrices of criteria and constraint coefficients

respectively. bERm is the vector of resources available, x E Rn denotes the vector of

decision variables and g(.) is the implicit utility function of the decision maker which
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is assumed to be pseudoconcave and nondecreasing. The linear relaxation of problem

(BCIP) is denoted as (BCLP).

The bicriteria problem has many special properties that can be successfully exploited

in its solution (Ramesh et al., 1987) develop the theory underlying the bicriteria prob­

lem and present a solution framework incorporating several special features applicable

only to the bicriteria problem. The problem (BCIP) is solved by employing the inter­

active multicriteria linear programming method of Zionts and Wallenius (1983) within

a branch-and-bound framework. While solving this problem, certain cut constraints on

the objective functions are derived from the decision-maker's responses. Further, the

solution space is partitioned into sets that are efficient with respect to the incumbent,

and the search is conducted separately in each set. In the bicriteria case, at most two

such sets can be constructed and hence the exclusive search strategy is computationally

viable. However, the cut constraints and the partitioning constraints lead to consider­

able degeneracy in the objective function space. This is because, these constraints are

simple bounds on the objective functions. We show how this problem is handled in an

implementation of the solution procedure for problem (BCIP) in this paper.

2 Efficiency procedure

In solving bicriteria problems, the objective functions are treated as variables and the

cut constraints on the objectives are enforced as bounds on these variables. Similarly,

partitioning the solution space is carried out by enforcing bound restrictions on the

objectives. This however, gives rise to degeneracy in the objective function rows. The

efficiency procedure has been modified to take this into account. The efficient extreme

point solutions to the linear relaxation problem at any given node are classified into six

categories for this purpose. The identification of adjacent efficient edges according to

these categories is discussed below. This discussion is based on Figure 1 and 2.

Figure 1. Categories in 51. Figure 2. Categories in 52.
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Category 1

The variables Zl and Z2 representing the objective functions are both basic and non­

degenerate in the extreme point solutions in this category. Therefore, these solutions

can have at most two distinct adjacent efficient extreme point solutions in the objective

function space. Points Band C in Figure 1 and points G and H in Figure 2 belong to

this category.

Category 2

The variable Zl is at its lower bound and Z2 is basic nondegenerate in the extreme point

solutions in this category. These points can have at most one distinct adjacent efficient

extreme point solution in the objective function space. Points A and F in Figures 1

and 2 respectively, belong to this category. The identification of the adjacent efficient

edges from points in this category is considered in the following cases.

Case 2a

In this case, Zl is basic and degenerate. Let (zJ - eJ), j = 1, ... , n denote the entries in

the zl-row and (zJ - eJ)' j = 1, ... , n, denote the entries in the Z2-row. Let N+ and N_

denote sets of nonbasic variables as follows:

N+ = { Xj I Xj is the nonbasic variable of column j and (zJ - e}) 2: 0

and (zJ - eJ) < 0 }

N_ = { Xj I Xj is the nonbasic variable of column j and (zJ - en < 0

and (zJ - ell 2: 0 }

These sets are identified in the Zl and Z2 rows as follows:

+ + + + - - - - + + + + + + + + + Zl

- - - - + + + + + + + + + + + + + Z2

Inefficient edges

Note that (zJ - e}) < 0 and (z} - e}) > 0 is not possible since the current solution is

efficient. It can also be seen that if the set N_ is empty, then the tableau is optimal

with respect to Zl, and therefore, there is no adjacent efficient edge from the current

solution. On the other hand, if N _ is not empty, then the adjacent efficient edge can

be identified by employing the efficiency tests on the tradeoff vectors corresponding to

the columns represented by the variables in N_. However, introducing the nonbasic

variable corresponding to the adjacent efficient edge into the basis will result in one of

the following cases:
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1. The entering variable takes a nondegenerate pivot. In this case, the adjacent

extreme point solution obtained after the pivot is efficient.

2. The entering variable takes a degenerate pivot. In this case, a new basis represent­

ing the same extreme point is obtained by performing the degenerate pivot. The

sets N+ and N_ are reidentified from the new basis, and the efficiency procedure

is repeated.

Case 2b

In this case, Zl is nonbasic. Therefore Zl is the candidate for entering the basis. Intro­

ducing any other nonbasic variable into the basis will either result in the same solution

vector or lead to dominated solutions, since the current solution is efficient. Entering Zl

into the bas.is will result in one of the following cases:

1. Zl takes a nondegenerate pivot. In this case, Z2 will decrease since the current

solution is efficient. The adjacent extreme point solution obtained after the pivot

is efficient.

2. Zl takes a degenerate pivot. Hence after the pivot, Zl is basic degenerate and Z2 is

basic nondegenerate. This is the same situation as in Case 2a.

Category 3

The variable Z2 is at its lower bound and Zl is basic nondegenerate in the extreme point

solutions in this category. These points can have at most one distinct adjacent efficient

extreme point solution in the objective function space. Points D and L in Figures 1

and 2 respectively, belong to this category. The identification of adjacent efficient edges

form points in this category is performed on similar line to those in Category 2.

Category 4

Both variables Zl and Z2 are at their respective lower bounds in the solutions in this

category. Points E and M in Figures 1 and 2 respectively, belong to this category. It can

easily be seen that these are the only feasible solutions to the linear relaxation problem,

since they are efficient.

Category 5

This category is exclusive to partition 8 2• The variable Zl is at its upper bound and Z2 is

basic nondegenerate in the solutions in this category. These points can have at most

one distinct adjacent efficient extreme point solution in the objective function space.

Point I in Figure 2 belongs to this category. If can be observed that this category is

essentially the same as Category 2 except that Zl is at its upper bound in this case.

The identification of adjacent efficient edges from points in this category is considered

in the following cases.
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Case 5a

In this case, Zl is basic and degenerate. It can be seen that if the set N+ is empty, then

the tableau is optimal with respect to Z2, and therefore, there is no adjacent efficient

edge from the current solution. On the other hand, if N+ is not empty, then the adjacent

efficient edge can be identified by employing the efficiency tests on the tradeoff vectors

corresponding to the columns represented by the variables in N+. However, introducing

the nonbasic variable corresponding to the adjacent efficient edge into the basis could

result in a degenerate or nondegenerate pivot. These two cases are handled as in Case 2a.

Case 5b

In this case, Zl is nonbasic. Therefore, Zl is the candidate for entering the basis. Intro­

ducing any other nonbasic variable will either result in the same solution vector or lead

to a dominated solution as in Case 2b. Entering Zl into the basis will result in one of

the following cases:

1. Zl takes a nondegenerate pivot. In this case, if Z2 increases from its current value

by entering Zl, then the pivot leads to the adjacent efficient extreme point. On the

other hand, if Z2 decreases by entering Zll then a dominated solution is obtained.

This shows that there is no adjacent efficient edge from the current solution in

this case.

2. Zl takes a degenerate pivot. Hence after the pivot, Zl is basic degenerate and Z2 is

basic nondegenerate. This is the same situation as in Case 5a.

Category 6

This category is also exclusive to partition 82 • In this case, Zl is at its upper bound

and Z2 is at its lower bound. Point J in Figure 1 belongs to this category. It can be

observed from Figure 2 that there can at most be one distinct adjacent efficient extreme

point in this case. Identification of adjacent efficient edges from points in this category

is considered in the following cases.

Case 6a

In this case, both Zl and Z2 are basic and degenerate. It can be seen that if the set N+ is

empty, then the tableau is optimal with respect to Z2, and therefore there is no adjacent

efficient edge from the current solution. Hovewer, if N+ is not empty, then the situation

is the same as in Case 5a and is therefore handled accordingly.

Case 6b

In this case, Zl is nonbasic and Z2 is basic degenerate. Therefore, Zl is the candidate

for entering the basis. Introducing any other nonbasic variable into the basis will either

result in the same solution vector or lead to a dominated solution, since the current

solution is efficient. Entering Zl into the basis will result in one of the following cases.
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1. Zl takes a nondegenerate pivot. Since Zl is decreased from its upper bound, the

value of Z2 will increase by entering Zl into the basis if the element in the row

in which Z2 is basic and the column in which Zl is nonbasic is strictly positive.

The adjacent extreme point obtained in this case is efficient. This is shown in the

following diagram:

_________ - - , I ~ I - - a - t - i - t s - u - p - p - e - r - b - o - u - n - d -

However, if this element is zero, then a dominated solution is obtained after the

pivot. In this case, there is no adjacent efficient edge from the current solution.

2. Zl takes a degenerate pivot. In this case if the element in the Z2-row and zl-column

is nonnegative, then degeneracy does not occur in the row in which Z2 is basic.

Therefore, after entering Zl, both Zl and Z2 are basic and degenerate, and the

situation is the same as in Case 6a. However, if the element in the Z2-row and

zl-column is strictly negative, then Z2 will leave the basis if Zl is entered. Therefore,

trying to enter Z2 into the new basis will result in Zl leaving it, leading to cycling

between the two bases. Since entering any other nonbasic variable results in

inefficient adjacent extreme point solutions, the procedure for the identification

of the adjacent efficient edge from the current solution is not continued. A new

efficient extreme point is generated by using a different set of multipliers and the

Zionts-Wallenius procedure is continued from that solution.

Case 6c

In this case, Z2 is nonbasic and Zl is basic degenerate. This case is similar to Case 6b

and is therefore treated as similar lines. Z2 is the candidate for entering the basis.

Entering Z2 will result in one of the following cases.

1. Z2 takes a nondegenerate pivot. Since Z2 is increased from its upperbound, the

value of Zl will decrease by entering Z2 into the basis if the element in the row

in which Zl is basic and the column in which Z2 is nonbasic is strictly negative.

The adjacent extreme point obtained in this case is efficient. This is shown in the

following diagram:

_________ - - - - - 1 ~ - - a - t - i - t s - u - p - p - e - r - b - o - u - n - d -

However, if this element is zero, then a dominated solution is obtained after the

pivot. In this case, there is no adjacent efficient edge from the current solution.
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2. Z2 takes a degenerate pivot. If the element in the Z2-row and zl-column is non­

positive, then Z2 is entered into the basis and treated as in Case 6a. However, if

the element is strictly positive, then degeneracy occurs in the row in which Zl is

basic and leads to cycling as in Case 6b. Therefore the efficiency procedure is

terminated, and a new efficient extreme point is generated by using a different set

of multipliers and the Zionts-Wallenius procedure is continued from that solution.

Case 6d

In this case, both Zl and Z2 are nonbasic. If Z2 is entered into the basis, it will take

a degenerate pivot, since the current solution is efficient. After entering Z2, Zl is still

nonbasic while Z2 is basic degenerate. This situation is the same as in Case 6a and is

treated accordingly.

The efficiency procedure for bicriteria problems proceeds as follows: Initially the

category of the current solution is determined. Based on this, the appropriate case

is ascertained. The identification of the adjacent efficient edges is then carried out

according to the above discussion.

3 Computational experience

The solution framework for problem (BCIP) has been programmed in FORTRAN V and

implemented on the CDC-CYber/730 at the State University of New York at Buffalo.

(Ramesh et al., 1987) provide detailed computational experience with the various com­

ponents of the solution framework. The bicriteria problem has been solved for problems

with 10, 20 and 30 variables, and 4, 8 and 12 constraints, respectively. The decision

maker is simulated on the computer using different utility functions. These functions

are, quadratic (0.3,0.7), quadratic (0.5,0.5), fourth-degree (0.3,0.7) and fourth-degree

(0.5,0.5), respectively. The figures within parentheses represent the weights on the ob­

jective functions in the respective utility functions. A completely randomized block de­

sign consisting of the problem size parameters and the utility functions is used. Twenty

randomly generated problems were solved in each cell of this design. In this experiment,

the number of questions asked of the decision maker was reduced between 10% and 15%

by enforcing the cut constraints while solving the problem. Similarly, the number of

questions was reduced between 20% and 25% by partitioning the solution space in the

solution process. This reduction is significant, and hence results in decreased cognitive

load in the decision making process. No significant changes in the solution time were

observed with both the enforcement of cut constraints and partitioning the solution

space. Since the reduction in the number of questions is significant when these two

mechanisms are used, we conclude that these are effective mechanisms in facilitating

the decision making process in solving bicriteria integer programming problems.
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4 Conclusions

In this research, we have developed an efficient interactive solution framework for solving

bicriteria integer programming problems. This framework has been developed for the

large class of decision makers with underlying nonlinear utility functions. We present

two components of this framework in this paper and discuss their implementation fea­

tures. The implementation of these components leads to degeneracy in the objective

function rows of the problem tableau. This problem has been effectively handled by

appropriate modifications to the efficiency identification procedure. Our computational

experience shows that these components can lead to a significant reduction in the num­

ber of questions asked. We conclude from this research that the two components are

effective tools in minimizing the cognitive load in decision making while solving bicrite­

ria integer programming problems. Possible areas of application are numerous. These

include project selection, warehouse location, strategic planning and policy analysis,

and many more.
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Introduction

This paper discusses 25 topics that trace the past, present, and future development

of interactive multiple objective programming. Grouped by decade, the topics are as

follows:

• 1970s

1. Linear Case

2. Vector-Maximum Algorithms

3. Vector-Maximum Codes

4. Efficiency Versus Nondominance

5. Interactive Procedures

6. Filtering

• 1980s

7. Integer and Nonlinear Cases

8. Optimal Versus Final Solutions

9. Nonconcavity of U

10. Trajectory Applications

11. Reference Point Procedures

12. Unsupported Nondominated Criterion Vectors

13. General Algorithmic Outline

14. Cold Starting Versus Warm Starting

15. Commercial-Grade Workhorse Software
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16. DSS Implementations

17. Aspiration-Led Versus Algorithm-Led Reference Point Procedures

18. Consolidation

19. User Control

• 1990s

20. Switching

21. Preserving Convergence Achievements

22. Polyscreen Workstations

23. Group Decision Making

24. Network Optimization Applications

25. Supercomputers Versus Microcomputers

1 Linear case

Most of the work in multiple criteria optimization in the 1970s was on the multiple

objective linear programming (MOLP) problem.

max {c1x = Zl }

max {c k x= Zk }

s.t. xES

where k is the number of objectives and

S = {x E !Rn I Ax = b, x 2: 0, b E !Rm}

is the feasible region in decision space. Let Z C !Rk be the feasible region in criterion

space where Z E Z if and only if there exists an xES such that Z = (c1x, ... , ckx).

Criterion vector z E Z is nondominated if and only if there does not exist another Z E Z

such that z, 2: z, for all i and z, > z, for at least one i. The set of all nondominated

criterion vectors is designed N and is called the nondominated set. A point xES is

efficient if and only if its criterion vector z = (c1x, ... ,ckx) is nondominated. The set

of all efficient points is designated E and is called the efficient set. Our interest in the

efficient set E and the nondominated set N stems from the fact that a decision maker's

(DM's) optimal point is efficient (Steuer, 1986b).

2 Vector-maximum algorithms

Sometimes an MOLP is written in vector-maximum form

v - max {C x = Z IxES}
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where "v - max" means that the endeavor is to maximize the vector z E lR k
, and C is

the k X n criterion matrix whose rows are the ci
.

In an MOLP, the efficient set E is either

(i) all of S or
(ii) a portion of the surface of S.

Case (ii) is the usual situation. Algorithms for computing (characterizing) E are called

vector-maximum algorithm (see Evans and Steuer, 1973; Yu, 1974; Zeleny, 1974; Iser­

mann, 1977; Gal, 1977; Ecker, Hegner and Kouada, 1980).

3 Vector-maximum codes

There are two types of vector-maximum codes:

(a) algorithms that compute all efficient extreme points and all unbounded efficient

edges

(b) algorithms that compute all efficient extreme points, all unbounded efficient edges,

and all maximally efficient facets.

A maximally efficient facet is an efficient facet of S that is not contained in another

efficient facet of higher dimension.

ADBASE (Steuer, 1986a) is a mainframe vector-maximum code of type (a). Intro­

duced in 1974, AD BASE has undergone numerous revisions. For international trans­

portability, ADBASE has been written in low level language Fortran IV. ADBASE is the

most widely distributed mainframe vector-maximum code.

EFFACET (Isermann and Naujoks, 1984) is another Fortran vector-maximum code.

It is of type (b). Because of the work involved in computing all maximally efficient

facets, EFFACET is limited to vector-maximum problems of no more than 10 objectives,

40 constraints, and 60 variables. In addition to the mainframe version, a microcomputer

version is available.

4 Efficiency versus nondominance

Efficiency is a decision space concept, and nondominance is a criterion space concept.

That is, xES in decision space is efficient if and only if its criterion vector z E Z

in criterion space is nondominated. Points in S that are not efficient are inefficient.

The criterion vector of an inefficient point is dominated. Whereas efficient points are

contenders for optimality, an inefficient point can never be optimal.

5 Interactive procedures

Originally, it was thought that an MOLP could be solved by computing all efficient

extreme points and then asking the DM to select the best one. However, after vector­

maximum codes became available, it was found that MOLPs had far more efficient ex­

treme points than anyone had imagined. For instance, a 5 objective, 50 constraint, and
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100 structural variable MOLP can easily have over 2000 efficient extreme points. As a re­

sult, people's attention turned to interactive procedures for exploring the efficient set for

the best solution. The most prominent interactive procedures to have been developed

during the 1970s were:

1. STEM (Benayoun, de Montgolfier, Tergny and Larichev, 1971)

2. Geoffrion-Dyer-Feinberg Procedure (1972)

3. Zionts-Wallenius Procedure (1976 and 1983)

4. Steuer's Weighting Method (1977).

Another multiple criteria optimization method that was developed during the 1970s,

that is neither a vector-maximum nor an interactive procedure, is the Surrogate Worth

Tradeoff Method of Haimes, Hall, and Freedman (1975).

6 Filtering

Filtering (Steuer, 1986b) is a technique by which subsets of dispersed points can be

selected from a larger finite set of points. The technique was developed to manage

the large numbers of efficient extreme points generated in multiple objective linear

programming.

Consider the following situation. We are exploring a neighborhood within the effi­

cient set. We promise to bring the DM eight solutions representative of the neighborhood.

Using a vector-maximum algorithm, we find that the neighborhood contains 40 efficient

extreme points. Filtering would enable us to compute the eight most different (Le. most

dispersed) of the 40 for presentation to the DM.

7 Integer and nonlinear cases

As the 1970s drew to a close, research interest expanded to include multiple objective

integer and multiple objective nonlinear programming:

max {ft(x) = z, }

max {h:(x) = zd
s.t. xES

For the integer case, Bitran (1979) studied the vector-maximum generation of all ef­

ficient points, and Gabbani and Magazine (1981) and Karwan, Zionts and Villarreal

(1981) studied interactive approaches. Nakayama, Tanino and Sawaragi (1980) and

Sakawa (1982) studied interactive approaches for the nonlinear case.
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8 Optimal versus final solutions

The ideal way to solve a multiple objective program would be to solve

max {U(Zl ...Zl:)}

S.t. J;(X) = zt 1 ::S i ::S k

xES

where U : !Rl: ----+ !R is the DM's utility function, because any solution that solves this

program is an optimal solution of the multiple objective problem. Multiple objective

programs, however, are not solved in this way because of the difficulty in obtaining an

accurate enough mathematical representation of U. As a result, we use approaches that

do not require explicit knowledge of the DM's utility function. Such methods produce

final solutions. A final solution is either optimal, or close enough to being optimal, to

satisfactorily terminate the decision process.

9 N onconcavity of U

Most multiple criteria research is based on the assumption that the DM's utility function

is quasiconcave (i.e. all of its level sets are convex). However, many DMs may have utility

functions that are not quasiconcave. Consider a manager that "likes to do something

well, or not at all". As shown in (Steuer, 1986b), such behaviour can lead to non­

quasiconcave utility functions. If this is true, we must also pay attention to multiple

criteria solution procedures that can address the non-quasiconcave utility function case.

10 Trajectory applications

Perhaps the most challenging applications are multiple criteria trajectory optimization

applications. These are multiple criteria problems with multiple observation points

(multi-time periods or multi-surveillance points). Suppose we have such a problem in

which we wish to monitor k criteria over T observation points. In such problems we

often have a goal level of achievement for each criterion at each observation point. Then,

for each objective, the "path" of goal criterion values forms a goal trajectory over the T

observation points. By the same token, for each solution, there is a "path" of criterion

values for each objective over the T observation points. In these problems, the purpose

is to find the solution whose k criterion value trajectories most closely match the k goal

trajectories. To illustrate, we have the following:

• MANPOWER PLANNING (a multi-time period application)

min {overdeviations from salary budget}

min {underdeviations from strength-of-force requirements}

min {deviations from promotion targets}

min {underdeviations from length of service goals}
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• RIVER BASIN MANAGEMENT (a multi-surveillance point application)

achieve {BOD standards}

achieve {nitrate standards}

mill {pollution removal costs}

achieve {municipal water demands}

mill {groundwater pumping}

11 Reference point procedures

Since 1980, most of the interest in interactive multiple objective programming has cen­

tered on the following reference point procedures:

1. Wierzbicki's Reference Point Method (Wierzbicki, 1980; Wierzbicki and Lewan­

dowski, 1988).

2. The Tchebycheff Method (Steuer and Choo, 1983).

3. VIG: Visual Interactive Procedure (Korhonen and Laakso, 1986).

Actually, STEM of Section 5 is a reference point procedure. In STEM and in the Tcheby­

cheff Method, the reference point z·· E lRk is calculated by the algorithm to dominate,

and strictly dominate, all nondominated criterion vectors, respectively. In Wierzbicki's

Method and VIG, z·· is specified by the DM at each iteration to reflect his or her updated

aspirations. In Wierzbicki's Method, the Tchebycheff Method, and STEM, the reference

point z·· is projected ont.o the nondominated set to produce individual criterion vec­

tors. In VIG, the unbounded line segment, starting from the current point and passing

through z", is projected onto the nondominated set to produce a trajectory of criterion

values.

12 Unsupported nondominated criterion vectors

A nondominated criterion vector z E Z is unsupported if and only if it does not maximize

the weighted-sum program

max {>? zl Zi = /;(x), xES}

for any A E A = { A E lRkI Ai;:::: 0, 2::=1 Ai = 1 } Otherwise z is supported.

Unsupported nondominated criterion vectors cannot be computed by the weighted­

sums program because they lie in "nonconvex depressions" of the nondominated set.

Although unsupported nondominated criterion vectors do not occur in MOLP, then

often occur in multiple objective integer and multiple objective nonlinear programming.

However, unsupported nondominated criterion vectors can be computed by the reference

point procedures. This is because these procedures sample the nondominated set from

z·· using L oo (Tchebycheff) based on distance measures and can thus "reach" into the

nonconvex depressions. Along with their ability to compute nonextreme solutions in

MOLP, we can see the power of the reference point methods.
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13 General algorithms outline

All interactive multiple objective programming procedures more or less fit the following

general algorithmic outline:

STEP 1: Get ready for 1st iteration.

STEP 2: Solve one or more single criterion optimization problems to sample the non­

dominated set.

STEP 3: Examine criterion vector results.

STEP 4: If DM wishes to continue, go to STEP 5. Otherwise, stop.

STEP 5: Get ready for next iteration and go to STEP 2.

Note that all steps, except Step 2, are free of heavy number-crunching demands.

14 Cold starting versus warm starting

Suppose we have a series of similar optimization problems. If the first is solved from

"scratch" that problem is solved from a cold start. If a subsequent problem is solved

from the optimal solution of a previously solved problem, that problem is solved from

a warm start. The following suggests the kinds of savings that can be realized when

solving a series of similar problems. Cold starting the first problem, suppose it takes 500

pivots. Warm starting the second problem, it may take 5 pivots to restore feasibility,

and then 65 more pivots to achieve optimality, and so forth for all other subsequent

problems. In this way, it may be possible to solve 5 to 10 problems in the time it takes

to solve one from scratch.

15 Commercial-grade workhorse software

To address large problems, all of the interactive procedures of this paper have been

designed to solve the optimization problems of Step 2 of the general algorithmic out­

line using commercial-grade products such as MPSX (IBM, 1979), MINOS (Murtagh and

Saunders, 1980), and GRG2 (Lasdon and Waren, 1986). MPSX, although the interna­

tional standard of linear and integer programming, is perhaps an example of the type

of workhorse software not to use in interactive multiple objective programming. Its

disadvantages are its high monthly fee, that external control is only allowed through

PL /1, and that the user is denied access to the source code. MINOS and GRG 2, on the

other hand, can be obtained at cost, are written in Fortran, and are distributed with

the source code. Thus, for international transportability, they can be modified and

embedded in interactive procedures without license restrictions.
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16 DSS implementations

Consider the four-part paradigm of a DSS (decision support system):

1. a database component,
2. a model component,
3. a solution procedure component,
4. a user-interface component.

While touching on components 2 and 4, the content of this paper primarily relates

to 3, the solution procedure component. The general consensus is that the future of

interactive multiple objective programming is in DSS implementations of this sort.

17 Algorithm-led versus aspiration-led reference

point procedures

In the Tchebycheff Method, all the DM is required to do is select the most preferred

from the group of solutions presented at each iteration. The algorithm then determines

what neighborhood in the nondominated set is to be searched next. Hence the method

is classified as an algorithm-led procedure. In Wierzbicki's Reference Point Method,

the DM specifies an aspiration criterion vector at each iteration. The procedure then

goes where the aspiration criterion vector sends it. Hence the method is classified

as an aspiration-led procedure. Whereas STEM is an algorithm-led procedure, vrG is

aspiration-led. Algorithm-led procedures are often very effective in the early iterations

when the DM is still learning about the problem. Aspiration-led procedures are often

most effective in the later iterations when the DM is trying to pinpoint a final solution.

18 Consolidation

Consolidation refers to the combining of different interactive procedures into a common

computer package. This is possible because

(a) all of the interactive procedures of this paper follow the general algorithmic outline

of Section 13
(b) all of the optimization problems of Step 2 are special cases of the master sampling

formulation

lex min

s.t.

k

{a,-LA;z;}
;=1

a > A'(Z~' - z·)_ 1 1 1

/;(x) = Z;

xES

Z E !Rk
, and a E!R unrestricted

i E G

iE K

iE H
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where G c K, H c K, and K = {1,2, ... , k}. For instance, in the non-reference

point procedures, the first lexicographic level and the first set of constraints would be

vacuous. Of course, in all procedures, the >'i'S would be set in accordance with the rules

of these procedures. Warm starting would be very desirable here, because the master

sampling formulation changes little within each interactive procedure.

19 User control

User control refers to

1. control over the way the model is defined,

2. control over the solution procedure search for a final solution,

3. control over the way output is displayed.

The challenge in interactive multiple objective programming is to give excellent direction

to the user, yet allow substantial user control. Without such direction and control, users

will not be able to obtain what they expect when trying to deal with the types of complex

applications typically encountered in multiple objective programming.

20 Switching

Although the literature has not yet seen any such applications, users of interactive

multiple objective programming in the 1990s may wish to employ switching. Switching

refers to the use of different interactive procedures on different iterations. For instance,

a DM may wish to start with the Tchebycheff Method for one or two iterations, switch

to VIG for the next one or two iterations, and then switch to Wierzbicki's Method for

the last one or two iterations.

21 Preserving convergence achievements

Switching among interactive procedures iteration to iteration can be successfully ne­

gotiated if already attained convergence achievements can be preserved. This can be

accomplished by preserving a neighborhood about the current point. This can be done

by obtaining a weighting vector (denoted); ) from the middle of the subset of weighting

vector space pertaining to the current point. Then the set

where 0 :S l;, Jli :S 1 for all i, is centered about); as well as possible. By specifying the

size of Arelative to all of weighting vector space, the methodology of Steuer and Liou

(1988) is able to compute the l; and Jli for the specification of A. In this way, Acan

be used to preserve a neighborhood about the current point when switching from one

interactive procedure to another.
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22 Polyscreen workstations

Although computer workstations with more than two screens have not been available

as standard equipment, they certainly are feasible. The issue is "less display space

and more windowing" versus "more display space and less windowing". Polyscreen

workstations with up to six screens would enable us to see more and remember less

(from windows that might otherwise be hidden or partially hidden). Having more on

display at the same time would be especially helpful in trajectory applications because

of the volumes of information generated. For example, at each iteration, two screens

might be used to display criterion value range information for each objective over the

nondominated set, model parameter values, and bounds values currently in effect on

each variable. The remaining four screens might then be used to cross-reference different

candidate solutions.

23 Group decision making

The interactive procedures of this paper have been more or less designed under the

assumption that they would be used by a single decision maker or by a group of homo­

geneous decision makers. However, many of the applications in which multiple objective

programming has great promise (e.g. in economic planning, energy planning, forestry,

and water resources) involve groups of decision makers representing competing special

interest groups. Consequently, it is important in the 1990s for researchers to develop

and formalize group decision making protocols for use in such environments.

24 Network optimization applications

Consider the linear program (LP)

max {c
T xl xES}

s.t. S = {x E !R"I Ax = b, x 2: 0, bE!Rm
}

If, apart from upper and lower bounds on the variables, A has

(i) no more than two nonzero elements per column
(ii) the nonzero elements are either 1's or - 1's,

the LP is a network. Because of the special structure of A, networks can be solved using

high-speed solution procedures (Kennington, 1980).

Let us now consider a multiple objective network. Unfortunately, with the interactive

procedures discussed in this paper, the master sampling program of Section 18 is not a

network because of the (non-network) side-constraints. However, with the development

(which is currently in progress) of high-speed codes that can handle limited numbers

of side-constraints in the master sampling program (Kennington and Aronson, 1987),

multiple objective networks offer a growth area for applications in the 1990s.
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25 Supercomputers versus microcomputers

Mainframe computers were mostly used in computational research in the 1970s. The

1980s have seen the microcomputer become dominant in multiple objective program­

ming. However, the field must not ignore its large-scale potential and the fact that

supercomputers are coming in the 1990s.
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1 Introduction

Optimization problems in the real world often have hierarchical structures and multiple

objectives. For example, in a regional investment allocation problem, cities of subregions

are lower level decision makers (DMs) and a prefecture consisting of them is an upper

level DM. Moreover, each DM must take into account several objectives (criteria) such

as economy, welfare, environment and so on. (Kobayashi et aI., 1987).

In this paper we discuss optimization of hierarchical systems with multiple objectives.

Assume that the system considered consists of two levels. The upper level optimization

problem is given by

{

min F(x,y(x))

s:bject to x E X c Rn

where x is the upper level decision variable, F is a p-dimensional vector-valued function,

and the vector y(x) = (yl(X)' ... ,yN(x)) is decided from the following N lower level

optimization problems:

{

. f'(1 N)mm x,y, ... ,y
1/'

. • 1 .-1 HI N m;subject to y E Y;(x, Y , ... , y ,Y , ... , y ) C R
i = 1, ... ,N

Here y' is the decision variable of the i-th subsystem in the lower level and!, is a

q. dimensional vector-valued function.

In optimization of hierarchical systems, the upper level DM usually plays a role of

coordinator. Hence we consider the above two-level optimization problem as an opti­

mization (decision making) problem for the upper level DM. Two different approaches

- a utility approach and an interactive approach - are taken according to whether the

preference attitude of the DM is identified (i.e. the explicit utility function is obtained)

a priori or it should be made clear in the process of decision making. We may clas­

sify our problems into the above-mentioned two cases from the viewpoint of the upper

level DM. Moreover, as to the lower level optimization problems, we can consider the

following two cases: the case in which a (unique) preferred solution for the lower level
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DM can be obtained 1 and the case in which every Pareto optimal solution is accepted

by the DM. After all, we consider the four cases described in the following table. This

paper deals with these four cases in order.

~
(Unique) preferred Set of Pareto

Upper solution optimal solutions

Explicit utility function Case 1 Case 2

Implicit utility function Case 3 Case 4

Table 1: Classification of hierarchical multiobjective optimization problems.

2 Case 1: Upper level - explicit utility function

Lower level - unique preferred solution

This section deals with the case in which the upper level utility function exists explic­

itly and each lower level multiobjective optimization problem has a (unique) solution

via a utility function (scalarization). Throughout this paper we assume the following

separability of the lower level problems for simplicity: each objective function P and

constraint set Y; are independent of yj (j i- i), i.e. they are of the form Ii (x, yi) and

Y;(x), respectively.

Let U be the upper level utility function. Since we assume the separability, every

lower level optimization problem is of the same form, i.e. a minimization problem with

respect to yi depending on x. Therefore we may omit the superscript i, that is, we may

assume that N = 1 for simplicity of description. Let u be a utility function or a scalar­

izing function in the lower level multiobjective problem. Then the whole hierarchical

optimization problem is a scalar two-level minimization problem (Stackelberg problem)

as follows:

{

min w(x,y(x)):= U(F1(x,y(x)), ... ,Fp(x,y(x)))
2:,0(2:)

subject to x E X

U(Jl(X,y(X)), ... ,/q(x,y(x))) = min u(fI(x,y), ... ,/q(x,y))
yEY(2:)

The function F often depends rather on I(x,y(x)) than directly on y(x). If I is scalar­

valued, we may assume u(f) = I and hence I(x,y(x)) is a so-called marginal function

(optimal value function). The marginal function is not generally differentiable even

when the functions in the original problem are all differentiable. However, several nice

1 As Professor A.P. Wierzbicki pointed out, this case can be classified into two cases as in the upper

level problems. However, in this paper, we focus on the case where the preferred solution of the lower

level DM can be obtained by solving a scalar optimization problem.
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results have been obtained concerning gradients, directional derivatives or generalized

directional derivatives of the marginal function. Therefore the upper level optimization

problem may be solved by using an appropriate nondifferentiable optimization method.

To the contrary, if f is vector-valued, f(x, y(x)) is different from the marginal func­

tion u(J(x,y(x))) of the lower level problem. Hence we must discuss sensitivity analysis

for the optimal solution y(x). Here we show the results for the case where Tchebycheff

norm is used as the scalarizing function u and the constraint set Y(x) is specified by

inequalities. Namely we consider the following lower level optimization problem:

f min max f;(x, y)

1s~bj~:~"~~ gj(X, y) ~ 0,

Here the origin is taken as the reference point for simplicity. This problem is equivalent

to the following problem:

{

minz

(P,,) s:~ject to f;(x,y) - z ~ 0,

gj(X,y) ~ 0,

i = 1, ,q

j=l, ,r

The Lagrangian for the problem (P,,) is defined by

q r

L(x, y, z, J1-, >') = z + L J1-; (/; (x, y) - z) + L >'jgj(x, y)
;=1 j=1

We assume that the functions f; (i = 1, ... , q) and gj (j = 1, ... , r) are all twice

continuously differentiable. Let x· be a given value of the upper level decision variable,

and (y', z·) E Y(x') x R be an optimal solution to the problem (P".). Then, under

some constraint qualification (e.g. linear independence constraint qualification in the

theorems below), the following Kuhn-Tucker condition is satisfied:

VI/L(x·,y·,z·,J1-·,>'·) = 0,

J1-i = 0,

>'i = 0,

/;(x',y') ~ z ' ,

gj(x', y') ~ 0,

q

LJ1-; = 1
;=1

J1-;(J;(x', y') - z·) = 0,

>'igj(x',y') = 0,

i = 1, ,q

j = 1, ,r

where

1 = {i!> ... ,ih } = {i I /;(x',y') = z'},

J = {j Igj(x',y') = O},

i = { i I J1-i > °},
j = {j I>'i > O}.

We can obtain the following two theorems by applying the results of (Fiacco, 1983)

and (Jittorntrum, 1984), respectively, to our problem.

Theorem 2.1. Assume the following conditions:

(a) Strict complementary slackness:

1=i, J=J
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(b) Linear independence constraint qualification: The vectors

are linearly independent.

(c) Second order sufficient condition for optimality (under (a)):

(v, V ~ \ l L ( x " Y ' , J l ' , > " ) v ) > 0

for any v i- 0 such that

(V\I!;I(X',y'),V) = ... = (V\lfih(X',y'),v)

(V\lgj(x',y'),v) = 0, j E J.

Then, there uniquely exist continuously differentiable vector-valued functions y(.), z(.),
Jl(')' >.(.) defined on a neighbourhood of x' such that

y(X') = y', z(X') = z', >.(X') = >"

and (y(x),z(x)) is a strict local optimal solution to (p.,) and (Jl(x),>.(x)) is a corre­

sponding Lagrange multiplier vector. Moreover

-1

V.,Ym(x'f

V., z(x'f

V., Jlq(x'f

V.,>'I(x'f

I

V 2 L' 0 V\I f;'" V\I f; V\lg;··· V\lg;
\1\1

0 0 -1 .. . -1 0 ... 0

Jl;:V\I J;T Jl;: f;-z' 0 0

:

Jl'V J:T Jl; 0 f;-z' 0q \I q

>';:V\I g;T >" 0 g; 01

>';V\I g;T >" 0 0 g;r

o

II'V J'T"'q ., q

>"V goT
1 ., 1

where the abbreviated notations are used as follows:

and so on.
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Theorem 2.2. Assume the following conditions:

(a) Linear independence constraint qualification: The same as the condition (b) in

Theorem 2.1.

(b) Strong second order sufficient condition for optimality: The same as the condi­

tion (c) in Theorem 2.1.

Then, there exist uniquely y(.), z(·), JL(.), >.(.) on a neighbourhood of x· such that

y(x·) = y., z(x·) = z·, JL(x·) = JL" >.(x·) = >'.

and (y(x),z(x)) is a strict local optimal solution to (Pz) and (JL(x),>.(x)) is a corre­

sponding Lagrange multiplier vector. Moreover there exist directional derivatives

y'(x·;x) = v, z'(x·j x) = w, JL'(x·;x) = 77, >.'(x·j x) = e
which are the unique solutions to the following system of equations and inequalities.

V ' ~ y L . v + L 77i V' y f/ + LeiV' y gj = - V'~z L· . x; L 77i = 0
i i

ViEI\i

Vj E J \ I

Vi E I(V'y f/,v) - w = -(V'zf/,x)

(V'yf/ ,v) - w S - (V'zf/, x) Vi E 1\ j

(V'ygj,v)=-(V'zgj,x) VjEj

(V'ygj,v) S -(V'zgj,x) VJ"EJ\j

77i = 0 i ~ I j 77i .2: 0 i E I \ j

ei = 0 j ~ J; ei .2: 0 j E J \ j

77i[ (V'y f/,v) - w + (V'zf/,x)] = 0

ei[ (V'ygj,v) + (V'zg;,x)] = 0

3 Case 2: Upper level - explicit utility function

Lower level - Pareto optimal solutions

In this section, it is assumed that the upper level DM has an explicit utility function and

that the lower level DM has no utility (scalarizing) function and therefore he accepts any

Pareto optimal solution. Moreover we assume that the upper level DM can select any

decision of lower level according to his own preference so long as it is Pareto optimal.

Given a value of the upper level decision variable x, the set of all Pareto optimal

solutions to the lower level optimization problem is denoted by Y(x). Then the upper

level optimization problem is

{

min min
z YEY(z)

subject to

w(x,y)

xEX
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By the way, if the upper level DM cannot be concerned in the lower level decision, the

upper level problem is

{

min m.ax \If (x, y)
:z: I/EY(:Z:)

subject to x E X

which is not dealt with in this paper.

As in section 2, F (and therefore \If) is often a function of f. In other words, the

upper level problem is given by

{

~in \If(x,/(x,y(x)))
:Z:'I/(:Z:)

subject to x E X, y(x) E Y(x)

In connection with the above problem (3-1), we consider the following problem:

{

min \If (x,/(x, y))
:Z:,I/

subject to x E X, Y E Y(x)

Then the following theorems hold (Shimizu, 1982).

(3-1)

(3-2)

Theorem 3.1. If \If is monotonically increasing with respect to f, an optimal solution

(x*, yO) to the problem (3-2) is an optimal solution to the problem (3-1).

Theorem 3.2. (Revised). If \If is monotonically nondecreasing with respect to f and

if Y(x) is externally stable (see Sawaragi et el., 1985), then an optimal solution to the

problem (3-1) is also an optimal solution to the problem (3-2).

Hence we may solve the problem (3-2) instead of (3-1) under the assumption of

monotonicity of \If with respect to f, which is rather reasonable from the practical

viewpoint.

Even in a general case in which \If is a direct function of y(x), if some appropriate

parametrization for obtaining all the Pareto optimal solutions is possible, then the upper

level problem is

f mjn \If(x,y(x,a))

1subject to x E X, a E A

where a is a parameter vector for scalarization of the lower level problem, A is the set

of parameters and y(x, a) is the optimal solution to the scalarized problem in the lower

level given x and a. In order to solve this problem, sensitivity analysis of y(x, a) with

respect to (x, a) is important. Shimizu and Aiyoshi (1981) provided a useful method

for solving a multiobjective resource allocation problem by using c-constraint method

as scalarization.

Another possibility for solving the upper level problem is to obtain the optimality

conditions for the lower level problem and treat them as constraints in the upper level

problem. (Tarvainen and Haimes, 1982).



126

4 Case 3: Upper level- implicit utility function

Lower level - unique preferred solution

Next, we consider the case in which the utility function of upper level DM is known

only implicitly and so an interactive optimization method is applied for finding the

final preferred solution. Any interactive method includes repetition of the following two

stages: the stage in which the DM provides some information on his preference and the

stage in which computer generates a new Pareto optimal solution and any other related

data based on the information given by the DM. The former stage is the same in our

problem as in usual multiobjective optimization problems. In the latter stage we must

solve problems explained in Case 1. Therefore, by solving these problems with the help

of sensitivity analysis, we may apply interactive methods to problems in Case 3.

5 Case 4: Upper level - implicit utility function

Lower level - Pareto optimal solutions

In this section we consider an interactive method for solving the upper level multiobjec­

tive optimization problem under the assumption that the lower level DM accepts every

Pareto optimal solution. Namely, the whole problem is

{

II!:in F(x,y(x)) = (FI(x,y(x)), ... ,Fp(x,y(x)))
z,y(z)

subject to x E X, y(x) E Y(x)

As in Section 3, we consider the case in which F is a function of I and so the problem

is

{

min F(x'/(x, y(x)))
z,O(z)

subject to x E X, y(x) E Y(x)

In connection with the above problem, we may define the following problem:

{

~,~n F(x,/(x, y))

subject to x E X, Y E Y(x)

(5-1)

(5-2)

Then we can prove the following two theorems as an extension of those in Section 3.

Theorem 5.1. Suppose that F is monotonically increasing with respect to I in the

sense that II ~ P implies F(x, II) ~ F(X,/2), where II ~ P in and only if Ii ;s Il
for all i = 1, ... , q and Ii < !l for some i. Then any Pareto optimal solution to the

problem (5-2) is a Pareto optimal solution to (5-1).

Theorem 5.2. Suppose that F is monotonically nondecreasing with respect to I and

that Y(x) is externally stable. Then every Pareto optimal solution to (5-1) is also a

Pareto optimal solution to (5-2).
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Hence we may solve a usual multicriteria decision making problem (5-2) instead of

(5-1). Particularly, if F and Ij are of the same type (dimension), and if the interactive

optimization method to be used and the form of F are compatible in the sense explained

below, then we obtain interesting results.

As an example, let the reference point method be used as the interactive method for

solving the upper level problem and the upper level objective function Fi (i = 1, ... , p)
is of the form

Fi = max 1/. I
1

(i = 1, ... ,p)

where 11 (j = 1, ... , N) is the lower level objective function of the same type as F;

(i = 1, ... ,pl. A practical meaning of this form of F; is that the upper level DM pays

attention to the worst one of the lower level results. Let the reference point of the upper

level be F = (F 1> ••• , F p) and we have the upper level Tchebycheff norm minimization

problem as follows:

mm min max (Fi(x,y) - Fi ) =
z {IIi} i

(j=I, ... ,N)

= min mm max max (J1(x,y j
) - F i ) =

z {IIi} i j

= min mm max max (J1(x,y j
) - F i ) =

z {IIi} j i

= min max min max (J1(x,y j
) - F i )

z j IIi i

Hence, when x is fixed, the minimization problem with respect to y j

min max (J1(x,y j
) - Fi )

111 I

is a Tchebycheff norm minimization problem in itself. We can compute directional

derivatives of the optimal solution to the subproblem with respect to x as in Section 2

and therefore the whole minimization with respect to x is practicable.

6 Concluding remarks

In this paper we have discussed optimization of hierarchical systems with multiple ob­

jectives. We practically dealt with the cases in which lower subsystems are separable.

If subsystems are not separable and there exist interactions among them, there arise

conflicts among them. In other words, we face to game situations. However, suppose

that an objective function of each subproblem is scalar-valued. Then, if the subsystems

are cooperative and have some rule for compromise among them, the problem can be

dealt with in the same manner as in Case 1 or 3 in this paper where the lower level

DM decides his preferred solution by solving a multiobjective problem. Analogously, if

the subsystems are noncooperative and therefore have to accept any equilibrium, the

problem leads to that in Case 2 or 4 by regarding those equilibria as Pareto optimal

solutions for one subsystem with multiple objectives. Therefore, discussion in this paper

are also valid in those cases.
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In general cases, hierarchical problems become more complicated and the upper level

DMs are strongly required to playa role of the mediator and/or arbitrator. Necessity

and importance of effective interactive decision support systems for those problems and

of some fundamental mathematical tools such as sensitivity analysis and nondifferen­

tiable optimization methods will increase in the future.
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1 Introduction

In multiperson decision analysis there are two basic types of decision situation. One

is the case of collegial decisions, where the nature or an institutional mechanism of

decisions implies that only cooperative decisions are considered (such as in collegial

discussions about joint budget allocation). Multiobjective decision analysis, cooperative

game and bargaining theory have provided many tools for this case and several types

of decision support systems have been already developed, see e.g. (Lewandowski and

Wierzbicki, 1987; Bronisz, Krus and Lopuch, 1987). The other is the case of individual

mu/tiperson decisions where there is no institutional mechanism forcing the decision

makers to make cooperative decisions, each of them can make individual decisions.

This case has also motivated intensive studies in noncooperative game theory together

with more experimental or computer tournament studies of strategies for repetitive

games of social trap type, see e.g. (Rapoport, 1984; Axelrod, 1985); however, no clear

implications for decision support have been derived from these studies.

On the other hand, a frequent tool of analyzing complex multiperson decision situ­

ations in modern systems analysis consists in building simulation models and perform­

ing gaming experiments with them. While such simulated gaming experiments have

considerable educational and analytical advantages, not much has been achieved yet

in equipping gaming and simulation models in tools of decision analysis and support.

Without such tools, however, simulated gaming experiments model quite simplified de­

cision situations, since analytical and computerized support is typically used in real life

decisions if they are complex and important enough. The issue discussed in this paper is

how to use various concepts and tools derived from game and decision theory to support

decisions in simulated gaming.

'This research has been partly supported by the Polish research program grant RP.I.02 and partly by

a cooperative research agreement with IIASA, Laxenburg, Austria.
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2 Conflict escalation and rationality perceptions

In many simple game or social trap prototypes, such as tragedy of commons or prisoner

dilemma, illustrated in its essential features in Fig. la, it is a known phenomenon

that noncooperative (Nash) equilibria are not (Pareto) efficient. If such a game is

played repetitively with an infinite or uncertain number of repetitions, the short-term

maximizing rationality that leads to the noncooperative outcome becomes paradoxical.

Instead of a single-step "rational" decision, we must look for a rational strategy that

takes into account all history of previous decisions in the repetitive game. But such a

strategy is nonunique, it depends on the strategy applied by the opposite player. Since

this opposite strategy is typically not fully known and subject to changes, a reasonable

approach is to choose strategies that perform well when confronted with a variety of

strategies in frequent encounters.

This leads to the concept of evolutionary rational strategies - see (Axelrod, 1985).

The most successful evolutionary rational strategies - exemplified by the TFT (Tit

For Tat) strategy of Rapoport and its various modifications I - cannot be explained in

the terms of simple maximization of gains. Amazingly, however, they can be explained

in terms of rational ethics: an evolutionary rational strategy should be nice, that is,

starting with cooperation, righteous and provocable, that is, quickly discriminating and

retaliating attempts to doublecross it, forgiving, that is, reverting to cooperation after

retaliation, and consistently clear, that is, easy to recognize in its straightforward hon­

esty and consistency; it should not be envious, that is, should never try to get better

than the opponent - instead, it accumulates positive results from cooperation with

various confronting strategies.2

However, the game of the prisoner dilemma type is not the most dangerous of so­

cial traps. If the penalties for defection (or persistence, in another interpretation) of

both sides increase, then the structure of the game changes and two separate nonco­

operative (Nash) equilibria appear, see Fig. lb. This social trap is called the battle of

sexes game, or the game of chicken and differs somewhat from the previous prototype.

Theoretically, the result of one-shot game can be in either of the two noncooperative

equilibria denoted by N1 and N2; psychologically, the temptation to persist and achieve

a favourable equilibrium is even greater than the temptation to defect in the prisoner

dilemma case. Thus, a rather probable outcome of such a game is a persistent dise­

quilibrium outcome denoted by E; this is a prototype of conflict escalation processes

caused by the nonuniqueness of noncooperative equilibria.

IThe simple Tit For Tat strategy that was robustly most successful in evolutionary sense in various

experiments performed by Axelrod consists in starting with cooperation and doing in the next rounds

the same what the opposite strategy did last time; there are many more complicated but not as robustly

successful variants of this simple strategy. The author of this strategy, Anatol Rapoport, observed in a

private communication that even more robust would be a more forgiving strategy that starts with coop­

eration, retaliates when the other side tried to doublecross it, but after retaliation reverts to cooperation

no matter what the other side did last time; this modification has not been investigated in Axelrod book.

2The amazing point are not the ethical principles, but the fact that Axelrod has shown analytically

their evolutionary rationality in his excellent and astounding book. Thus, the book constitutes a major

challenge to the very core of neopositivistic philosophy and supports the view of marxist philosophy that

ethical rules are rational results of social evolution.
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Fig. 1: a) the payoff space in a game of the prisoner dilemma type: C - cooperative

move, D - defective move; b) the payoff space in a game of battle of sexes type: P­

persistive move, R - relenting move.

When the battle of sexes game is played repetitively, however, the dynamics of such a

game are very similar to these of the repetitive prisoner dilemma game: the temptation

to persist might be greater, but the outcome of both side persistence might be more

disastrous (which intelligent young couples soon learn after marriage; the nonintelligent

ones divorce). Thus, a TFT-type strategy, perhaps with more forgiveness character­

istics, is still the most rational in evolutionary sense. 3 The difficulty in promoting

cooperative, relenting behavior in this case is related to the fact that it is easier to

self-justify unrelenting, noncooperative behavior by its apparent "rationality"; conflict

escalation processes can be often observed in real life.

The nonuniqueness of noncooperative equilibria is a very frequent phenomenon in

realistic models of games, see (Wierzbicki, 1983), even in the cases of games with single­

objective gains of each player - say, characterized by utility functions. If the interests

of players are truly multiobjective and cannot be characterized by utility functions ­

e.g. because of cultural differences in their perceptions of rationality, see (Wierzbicki,

1984, 1987) - then the noncooperative equilibria of such games, defined as outcomes

that are Pareto-efficient for each player while Nash-noncooperative between players, are

almost always nonunique since such are Pareto-efficient outcomes for a single player.

3In this otherwise excellent book, Axelrod does not notice this distinction between the prototypes

from Fig. la and lb. In the definition of the prisoner dilemma game, he specifies the conditions that

lead to the prototype la, but later he gives examples - such as the development of the "live and let

live" system in World War I - illustrating actually the prototype lb and speculates about increasing

the penalties for defection as one of the methods to promote cooperative behavior. The results of the

experiments described in his book would probably be only strengthened when including the prototype lb,

while the modification of TFT described in footnote I would possibly be the most successful evolutionary

strategy. However, the emergence of cooperative strategies is not necessarily more easy in the prototype

lbj it might be more difficult in certain cases.
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Thus, in realistic models of gaming situations there are often even infinite numbers

of noncooperative equilibria. When playing such games repetitively, the processes 0/
conflict escalation can develop, in which each player selects his own preferred equilib­

rium, expects a "rational" response from the other side, interprets the other side move

as defection and applies retaliatory measures (even when trying to follow the TFT strat­

egy), while the outcomes gradually become worse and worse. This general theoretical

conclusion is confirmed by a number of experimental studies on the modes of behavior

of players in gaming exercises.

This situation might be worsened by the fact that decision makers from various na­

tional or professional cultures have diverse perceptions of what is rational behavior or

a rational approach to cooperation - see (Wierzbicki, 1984, 1987). They might follow

the maximizing rationality, typical of the culture of entrepreneurs facing a large mar­

ket, the satisficing rationality (sometimes misleadingly called "bounded rationality"),

typical for the culture of large industrial organizations, the goal- and program-oriented

rationality, typical for the culture of planning, or yet another type of calculative ratio­

nality. On the level of master experts in a given field, they can follow the deliberative,

"soft" or holistic rationality of intuitive, heuristic decisions - see (Dreyfuss, 1984). In

the case of repetitive decisions involving cooperation issues, they might follow the evo­

lutionary rationality of readiness to cooperate, as suggested by Rapoport and Axelrod;

but it requires a large degree of cultural tolerance to avoid interpreting the other side

moves in terms of defection and necessary retaliation when these moves are truly moti­

vated by differences in their perceptions of rationality.4 Much more frequent than the

evolutionary rationality is the zero-sum rationality of confrontation that interprets as

positive each move that harms the other side (which is certainly true in chess and other

confrontation games but far from being true in most social and international situations).

Therefore, the use of simulation models and gaming can serve various purposes,

but one of the most prominent might be to expose the futility of simplified rationality

perceptions in complex conflict situations, to teach evolutionary rationality and cultural

tolerance. However, the pursuit of such goals requires that simulation games are played

by participants representing various cultures and that an impartial game analysis unit

- which might be a respected mediator or a computerized game analysis procedure ­

is involved in the evaluation of results achieved in gaming.

A helpful feature in such game analysis unit is the possibility to compute and com­

pare current and minimal conflict coefficients. Conflict coefficients are simple means

to characterize the degree of conflict and to identify conflict escalation in repetitive

games and simulation gaming. Given an initial status quo outcome that is not Pareto

cooperative, the degree of conflict in this point is assumed to be 2; compared to this

value, the minimal degree of conflict can be determined. This is done by computing a

4Such differences occur even in scientific discussions, where an open criticism can be interpreted either

as willingness to exchange different experiences and points of view and thus to cooperate, or as an ego­

boosting attempt to harm the other side: all depends whether science and understanding are seen as a

superior collective goal or as means to achieve other individual goals. Perhaps more illuminating is the

example of cultural differences represented by various articles on geopolitical issues that can be read in

even most informed journals of different superpowers: they often interprete the moves of the other side

in terms of duplicity and the hunger of power, without seeing parallels to their own "rational" moves.

Thus, cultural intolerance is certainly one of the most destabilizing factors in our world.
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Pareto cooperative outcome of Raiffa-Kalai--Smorodinsky type and suitably transform­

ing the distance of these outcomes in such a way that, independently of the number

of players, the minimal degree of conflict is 1 for games with constant sum on Pareto

surface and 0 if there is only one Pareto point and thus no conflict at all (provided

that this cooperative point is actually selected). If a repetitive game is played starting

with a given status quo outcome, the attained current degree of conflict greater than 2

characterizes conflict escalation. These concepts can be also generalized for games with

multiple objectives and for cases of selecting a mediated outcome between nonunique

noncooperative equilibria, see (Wierzbicki, 1987).

3 Decision support in gaming

Since simulation gaming and game-theoretical analysis have been pursued separately for

quite a time, it is perhaps not astonishing that typical simulation games do not contain

more sophisticated game analysis units. On the other hand, this might be considered

as a serious deficiency of simulation games. In our times of approaching information

society, any more serious decision is supported by considerable analysis performed ei­

ther deliberatively by a group of experts or calculatively by computerized modelling.

Therefore, it becomes gradually obsolete to insist that a participant of a computer­

ized gaming exercise will make all his decisions without some support. Decision and

game-theoretical analysis have developed a considerable body of results that can be uti­

lized when constructing decision-support units for gaming participants. In fact, decision

support systems have long been developed and applied both in single-person decision

situations and in multiperson decisions of collegial type - see e.g. (Lewandowski and

Wierzbicki, 1987). The question discussed here is what type of decision support func­

tions and procedures can be developed for multiperson gaming situations.

3.1 Functions of decision support in simulation gaming

The main decision support functions in multiperson decision situations can be classified

as follows. For a single player, the decision support system should provide the possibility

of interactive, multiobjective decision analysis under given or assumed moves of other

players. For all players jointly, the decision support system should provide conflict

analysis and mediation procedures that might decrease the degree of conflict and lead to

a cooperative outcome. When choosing basic concepts underlying the execution of such

functions, we should keep in mind that the fundamental purpose of simulated gaming

is learning, possibly in the situations of plural, cultural perceptions of rationality.

A basic concept of interactive decision analysis that takes into account learning

aspects and plural perceptions of rationality is the quasisatisficing framework of decision

support, see (Wierzbicki, 1984; 1986; Lewandowski et al., 1987). It is based on the

following assumptions:

• People are too complicated to be modelled fully in a computer; thus, even if they

do maximize some utility function, only rough approximations of such functions

can be used in decision support.
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• One of the most important aspects of any decision support is learning; thus, any

approximation of a utility function must be nonstationary and we cannot impose

stringent requirements of consistency on human decision makers since they have

the right to change their minds while learning.

• In preparing decisions, people do form and adept aspiration and/or reservation

levels concerning various decision attributes; thus, the simplest way to account for

nonstationary preferences is to make utility approximations directly dependent on

changing aspiration or reservation levels.

• For good additional reasons, such as avoiding social traps or conflict escalation,

people do forego maximization and seek cooperative solutions, or apply special

cooperative strategies; thus, the question - whether to forego maximization or

not - should be decided consciously by the decision maker, not by the deci­

sion support system (as it happens in systems based on maximizing or satisficing

rationality) .

When following these assumptions, special nonstationary and rough approximations

to utility functions - called achievement functions - have been developed, expressing

the principle of optimization relative to aspiration levels or reference point optimization.

These functions and principles can have also other interpretations, see (Wierzbicki,

1986), thus they can be used in supporting decisions of people following various percep­

tions of rationality. Achievement functions and reference point optimization have been

used in many decision support systems - such as DIDAS or SCDAS, see (Lewandowski

et al., 1987) - in the cases of single or collegial decision support. However, they can be

also used to support interactive decision analysis for a single player in gaming, or even

be extended to support conflict analysis and mediation support.

Another basic concept related to such extensions is the axiom of limited confidence

as a basis for interactive mediation procedures in conflict situations, see (Bronisz et al.,

1987). Having multiple objectives and a limited confidence in the intentions of other

players as well as in their own ability to assess all uncertainties of a bargaining process,

players should not agree to too large gains - counted from a status quo point - of

any other side if they are not accompanied by proportional gains on their own objec­

tives. It is rational for a player to demand that any tentative agreement of a negotiated

joint decision should not give to any player more than a given part (the limited con­

fidence coefficient, typically not greater than l/n when n is the number of players) of

possible individual gains. When accepting such principle, we obtain an axiomatically

well-founded interactive process of fair mediation helping to decrease conflict degrees

and achieve a cooperative decision.

3.2 Prototypes of model use and decision support procedures

in simulation gaming

We focus here our attention on the cases where a computerized model of the gaming

situation has been developed with some specific interpretations in real life. This model

will be called the substantive model of the game; it should at least include decision
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variables for each player, possible outcome variables and mathematical relations between

them.

A widely and almost solely applied prototype of model use in simulation gaming is

just playing the simulated game without much decision support. In more sophisticated

decision support systems for gaming, this option should be preserved, even if only to

compare results with and without decision support.

A second prototype might include a basic game analysis module that should at least

compute current and minimal conflict coefficients. In an initial period of gaming, a

status quo outcome can be established; then the game analysis module would inform

the players what is the minimal conflict coefficient compared to this status quo. In a

further period of gaming, current conflict coefficients could be computed and displayed,

together with various graphical images, to inform the players whether they escalate or

deescalate conflict.

A third prototype might include tentative arbitration module that would compute,

beside conflict coefficients, a one-shot cooperative solution (of Raiffa-Kalai-Smorodin­

sky type, or Nash cooperative type, etc.) and propose it to the players. They would not

be obliged to accept the arbitrated solution, but the knowledge of such solution might

have a considerable impact on their behavior.

A fourth prototype might include interactive decision support systems/or individual

players. Assuming some moves of other players, each player could select interactively

his moves that best serve his multiple objectives (also in the dynamic trajectory sense,

if the game has a dynamic character). A further degree of sophistication would allow

each player to put himself tentatively in the position of other players, assume their

objectives (which would not necessarily be assumed correctly, since each player might

have the right of privacy of his analysis and, in particular, his objective selection). In

this mode, he could analyse either noncooperative outcomes - simulating the behavior

of each player and using the game analysis module - or cooperative outcomes - using

the multiobjective decision support system augmented by additional objectives. The

results of such analysis might give a basis for unsupported, verbal negotiations between

players.

A fifth prototype would include, beside individual decision support systems, also

an interactive fair mediation module based e.g. on the principle of limited confidence

and a "single text" procedure, see e.g. (Raiffa, 1982). The full procedure of using

this prototype might include all previous prototypes to prepare data for the mediation

module. Thus, the module would be informed about the objectives of all players and also

about their aspiration levels for these objectives, could establish confidence coefficients,

compute and suggest to the players the corresponding decisions that would result in a

proportional improvement of all objectives. The players would be asked to state whether

they accept the proposed mediated decisions. If they all do, next round of mediated

improvements could be computed; if some of them do not, they can revert to any of the

previous prototypes.

There already exists theoretical background and even many tested software compo­

nents for organizing a decision support system that would include all above prototypes.

The structure of such a system is shown in Fig. 2. Much less advanced is the theory

and software for the next, sixth prototype, where - for some reasons - players can-
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not agree on a cooperative solution and a mediation process is necessary leading to a

mutually acceptable selection between nonunique noncooperative equilibria. Concep­

tually, one could proceed here as in the fifth prototype, while substituting the Pareto

cooperative set by the Pareto frontier of the set of noncooperative equilibria; but the

theoretical and software problems involved in making this concept operational are still

quite considerable.

Interactive mediation procedure

Game analysis
Individual

and arbitration
Individual

Player
DSS

module
DSS

Player--- I--
1 2

-----.
Substantive model of the game

I<------

Fig. 2. The structure of a decision and mediation support system for simulation games.
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1 Introduction

In most approaches (see Nash, 1950; Raiffa, 1953; Kalai and Smorodinsky, 1975; Roth,

1979), the bargaining problem has been considered in the case of unicriterial payoffs of

players, i.e. when the preferences of particular players are expressed by utility functions.

In many practical applications however, players trying to balance a number of objec­

tives might have difficulties while constructing such utility functions. Moreover, the

classic literature considers mostly axiomatic models of bargaining which yield one-shot

solutions and do not result in procedures describing a process of reaching a binding

agreement.

In this paper we consider n players each with m objectives. We are dealing with

a multiobjective bargaining problem; in this problem, the players are faced with an

agreement set of feasible outcomes, and any such outcome can be accepted as the

result if it is specified by an unanimous agreement of all players. In the event that

no unanimous agreement is reached, the players act independently; the joint outcome

of such independent actions is called the disagreement solution. If there are feasible

outcomes which all participants prefer to the disagreement solution, then there is an

incentive to reach an agreement. In most situations, players differ in their opinions

which outcome is most preferable, hence there is a need for bargaining and negotiation.

Dealing with multiple payoffs, we do not assume that there exist explicitly given

utility functions of the players. In this paper, under a suggestion of Wierzbicki (1983),

an interactive process is discussed starting from the disagreement solution and leading to

a nondominated, individually rational solution belonging to the agreement set. During

the interaction, players can express their preferences and can influence the course of

the iterative process. The proposed process consists of two phases. In the first phase,

the players act independently on their disagreements sets and select the disagreement

solution. In the second phase, the cooperative action on the agreement set is considered.

On the basis of the proposed theory an interactive system has been built on simple

example of joint realization of development program. The system has been done un­

der a contracted study agreement with the Systems and Decision Sciences Program of

the International Institute for Applied Systems Analysis. The system is implemented
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on professional microcomputers compatible with IBM-PC-XT (with Hercules or Color

graphics card). It is written in Turbo Pascal utilizing Turbo Graphix Toolbox.

2 Problem formulation and definitions

Let N = {I, 2, ... ,n} be the finite set of players, each player having m objectives. A

multiobjective bargaining problem can be described in the form

where Si E )Rm is a disagreement set of the i-th player, i EN, S C )Rn.m is an agreement

set of all the players.

The bargaining problem has the following intuitive interpretation: every point x,

x = (Xl,"" xn), Xi = (XiI,"" Xim) E )Rm in the agreement set S represents payoffs for

all the players that can be reached when they do cooperate with each other (Xi; denotes

the payoff of the j-th objective for the i-th player). If the players do not cooperate,

each player i E N can reach the payoffs from his disagreement set Si. The players are

interested in finding an outcome in S which will be agreeable to all the players.

We employ a convention that for x, y E )RA:, X 2: y implies Xi 2: Yi for i = 1, ... , k,

X > Y implies X 2: Y, X -=J y, X ~ Y implies Xi > Yi for i = 1, ... ,k. We say that X E )RA:

is a weak Pareto optimal point in X if X E X and there is no Y E X such that Y ~ Xj

X E X is a Pareto optimal point in X if there is no y E X such that y > X •

In this paper, we assume that each player tries to maximize his every objective.

As it was mentioned, the proposed interactive process consists of two phases. In the

first phase, each player i ENacts independently of the others on his disagreement

set Si to select the most preferable point di • In the second, the players bargain over the

agreement set S assuming that d = (db' .. ,dn ) is the status quo or disagreement point.

Let ) R ~ = {y E )RA: : y 2: x}. We say that a set X C )RA: belongs to the class BA: if and

only if X satisfies the following conditions.

(i) For any x E X, the set X n )R~ is compact.

(ii) The set X is comprehensive, i.e. for any x E X, if y E )RA: is such that x 2: y, then

yE X.

(iii) For any x E X, let

Q(X,X) = {i: y 2: x, Yi > Xi for some y E X}

Then for any x E X, there exists y E X such that y 2: x, Yi > Xi for each

i E Q(X,x).

In the paper, we confine our consideration to the multiobjective bargaining problems

satisfying: S E Bn.m, Si E Bm for i EN.

Intuitively, condition (i) states that the set X is closed and upper bounded. Con­

dition (ii) says that objectives are disposable, i.e. that if the players can reach the

outcome x then they can reach any outcome worse than x. Q(X, x) is the set of all
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coordinates in lRk
, payoffs of whose members can be increased from x in X. Condition

(iii) states that the set of Pareto optimal points in X contains no "holes". It is e?~j to

notice that, for example, any convex set satisfies condition (iii).

3 First phase. Multiobjective decision problem

Let us consider the i-th player, i E N. To simplify notation, let X = Si and

M = {1,2, ... ,m}.
We define an affine transformation of lRm by

for i EM,

where XO E X, x· E lRm
, x· ~ xO. The transformation T depends on two points

settled by the player, the point XO define lower bounds on efficient outcomes (it may

be, for example, the "nadir" point of X), the point x·, called a reference point, reflects

preferences of the player. The transformation T normalizes the problem in a sense that

T(xO,x',xO) = (0, ... ,0) and T(x',x',xO) = (1, ... ,1).

To select a Pareto optimal outcome in X according to XO and x·, we utilize the

Rawlsian lexmin principle (see Rawls, 1971; Imai, 1983). Let [>/ be the lexicographical

ordering on lRm
, Le. for x, y E lRm

, X [>/ Y if and only if there is i E M such that

Xi > Yi and Xj = Yj for J' < i. Let L : lRm
-+ lRm be such that for x E lRm

, there is a

permutation on M, 11", with L(x) = 1I"'x and L 1 (x) ~ L2 (x) ~ ... ~ Lm(x). Then the

lexicographical maxmin ordering on lRm (with respect to xO and x')' [>, is defined by

for X,Y E lR
m

Let F(X,x',xO) denote the lexicographical maxmin outcome of X according to x·

and xO, and is defined by

F(X,x',xO) = x::::::: x is a maximal element in X according to [>.

Theorem 1. (Bronisz and Krus, 1987) For X E 8 m
, XO E X, x· E lRm , x· ~ xO,

F( X, x·, xO) exists uniquely and is Pareto optimal in X.

Theorem 1 is a generalization of the result in (Schmeidler, 1969) for a nonconvex

set X. The proposed approach is very closed to the achievement function concept

(Wierzbicki, 1982) from the point of view of the user. Analogously, a special way of

the parametric scalarization of the multiobjective problem is utilized to influence on the

selection of Pareto optimal outcomes by changing reference points. However, in place

of parametric scalarization through the order-approximating achievement function (for

example, weighted sum of 11 and 100 Tchebyshev norm), we propose the scalarization

by the weighted 100 norm and then the lexicographical improvement of a weak Pareto

point to a Pareto optimal outcome. The proposed solution, under not quite restrictive

assumptions about the set X (x E 8m
) can be determined in a simple way (even in a
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case of complicated nonconvex sets where the problem of maximizing the Tchebyshev

norm can be ill-conditioned). The corresponding algorithm is based on several (at

most m) directional maximizations using, for example a bisection method which works

very quickly and effectively.

The procedure for locating the lexicographical maxmin outcome can be formalized

as follows. If Q is a subset of M, let e(Q) E !Rm be such that e.(Q) = (xi - x?) for

i E Q and e.(Q) = 0 for i f/. Q. Given y E X with Q(X, y) =I- 0 define x(X, y) E X

by x(X,y) = max~ {x EX: x = y + ae(Q(X,y)) for some a E !R}. We construct

a sequence { x i } ~ o such that Xo E X is fixed by the player, and xi = x(X,xi- 1
) for

j = 1,2,.... Such sequence is exactly one and the following theorem can be proved

(Bronisz and Krus, 1987). It is a generalization of the result in (Imai, 1983) for a

nonconvex set X.

Theorem 2. For X E 8m, xo E X, xr E !Rm, xr ~ xo, let k be the smallest j

with xi = xi+!. Then k:::; m and F(X,xr,xO) = x k Le. the sequence { x i } ~ o yields the

lexicographical maxmin outcome in X in at most m steps.

4 Second phase. Cooperation

Let d; E S. be the lexicographical maxmin outcome in S. calculated in the first phase

by the i-th player, i EN, and let d = (d 1 , d2 , ••• ,dn ) be the resulting disagreement

solution or status quo point. Now we reduce the problem to the pair (S,d), where S is

the agreement set. If the point d belongs to S and is not Pareto optimal point in S then

there is an incentive to cooperation among the players; in the other case cooperation is

not profitable. We assume that dES and there exists xES such that x > d.

We are interested in a constructive procedure that is acceptable by all players, starts

at the status quo point and leads to a Pareto optimal point in S. The procedure can

be described as a sequence, { d ' } ~ = o of agreement points d' such that ~ = d, d' E S,

d l ~ d l
-

1 for t = 1,2, ... , dk is a Pareto optimal point in S. (The assumption d l ~ dl
-

1

follows from the fact that no player will accept improvement of payoffs for other players

at the cost of his concession). At every round t, each player i E N specifies his im­

provement direction > . ~ E !Rm, >.~ > 0 and his confidence coefficient o : ~ E !R, 0 < o:~ :::; 1.

The improvement direction > . ~ indicates the i-th players preferences over his objectives

at round t. The confidence coefficient o : ~ reflects his ability at round t to describe

preferences and to predict precisely all consequences and possible outcomes in S (for

more detailed justification, see Fandel, Wierzbicki, 1985; and Bronisz, Krus, Wierzbicki,

1987).

We propose an interactive negotiation process defined by a sequence

d
l

= dl
-

1 + c l * [u(S, d l
-

1
, >.1) - d l

-
1

] for t = 1,2, ... ,

where >.1 E !Rn*m, >.1 = (>.L >.~, ... , >.~) is the improvement direction specified jointly

by all players, U(S,d'-I,>.I) E !Rn*m is the utopia point relative to the direction >.1 at
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round t defined by

u(S, dl- 1, AI) = (Ul(S, dl- 1, A~), U2(S, dl- 1, A~), ... , un(S, d
l
-

1, A~))

U;(S, dl- 1, AD = m:x{x; E lRm : xES, x ~ dl- 1, x; = d~-l + aA~ for some a E lR}

Moreover, cl = min(aL a ~ , ... , a~, a max ) E lR, where a ~ a x is the maximal number a

such that dl- 1 + a[u(S,dl-1,AI) - dl- 1] belongs to S.

Intuitively, the utopia point u(S, dl- 1, AI) relative to the direction Al reflects the

"power" of the particular players when the improvement direction Al is specified at

round t. The individual outcome u;(S, d!-l, AD is the maximal payoff in S for the

i-th player from dl
-

1 according to improvement direction AL while cl is the minimal

confidence coefficient of the players at round t (we assume that no player can agree on

a coefficient greater than his) such that a new calculated agreement point belongs to S.

Theorem 3. (Bronisz, Krus, Lopuch, 1987) For an agreement set S E BROm
and a status quo point dES, let improvement directions of the players, Al E lRROm,

Al = (AL A~, ... , A~), be such that Ali> 0 if coordinate ij belongs to Q(S, dl- 1) and

Ali = 0 in the other case, for t = 1,2,.... Then the interactive negotiation process

{ d l } ~ O yields a Pareto optimal outcome in S. If k is the smallest t with dl = d!+l then

die is a Pareto optimal outcome in S. In other case, if there is a number a > 0 such that

al ~ a for i E N, t = 1,2, ... , then the limit liml ....."" d l exists and it is a Pareto optimal

outcome in S. Moreover, for each t = 1,2, ... and for each i EN there is a number {3

such that dl - d~-l = {3AL i.e. at each round t the improvement of players' payoffs is

compatible with their improvement directions.

The interactive negotiation process, { d l } ~ O is a generalization of the iterative negoti­

ation model for the unicriterial bargaining problem proposed and discussed by Bronisz,

Krus (1986a) and Bronisz, Krus, Wierzbicki (1987).

5 A simplified model of a joint development pro­

gram

The model relates to two countries (treated as players) which consider realization of a

development program. The program requires some amount of resources of various kinds

and gives as a result some volume of production. Each country can realize the project

independently, or both the countries can decide on a joint development program. Joint

program, due to scale effects, can allow for a decrease of required resources at a given

production volume or an increase of the production under given resources in comparison

to two independent programs.

In the model, two kinds of resources are considered: labor resources and capital

assets. Each player is assumed to maximize the obtained production volume and to

minimize the resources put in the joint program, but they can differ in preferences

among the quantities. The problem consists in a choice of the production scale of the
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joint program and the sharing of the required resources and of the production volume

- which should be agreeable and possibly close to the preferences of the players.

To deal with the case of maximization of objectives only, we assume that each player

has given a disposable fund of capital assets C, E !R+, and a disposable labor resources

L, E !R+, i = 1,2, and tries to maximize slack variables SC, = C, - c" and sl, = L, -l"

where c" l, are the capital and labor resources, respectively, which should be put into

the joint project by the i-th player.

The development program, which can be realized in various scales is described by

two functions:

c : !R+ ~ !R+, and l: !R+ ~ !R+,

where c(p) are capital assets required in the program of the scale or production volume P,

l(p) are labor resources required in the program. Assumed shapes of the are similar as

obtained by Bronisz, Krus, (1986b) in an example of joint water resources project. In

the model, the same forms of the functions are assumed for independently and jointly

realized programs, but even in this case the problem is not trivial.

Each player i = 1,2, maximizes three objectives: p"sci,sl,. The disagreement sets

are described by: 5, C !R~, i = 1,2,

5i = {(Pi, sc" sl,) E !R3 : c(p,) ~ Ci - SC" l(p;) ~ L, - Sli}

The agreement set has the form: 5 C !R2x3

5 = { (PI, SCIo Sllo P2, SC2, Sl2) E !R6 : C(PI + P2) ~ C1+ C2 - SCI - SC2,

l(PI + P2) ~ L 1 + L 2 - Sll - Sl2 }

On this example, the negotiation process proposed above has been included into an

experimental system of bargaining support.

6 Short program description

The experimental system of bargaining support with multiple objectives has been built

for simplified model outlined in the previous section. It can be considered as an il­

lustration of the theoretical results related to the interactive process in multiobjective

bargaining problem and its application in support of negotiations.

The system aids two players, each maximizing three objectives, to find an acceptable,

cooperative, Pareto optimal solution in an interactive procedure. This is done in two

phases:

first - a status quo is derived,

second - a cooperative solution is found.

The status quo is defined as being a composition of the outcomes preferable to players

in the noncooperative case. The cooperative solution is found in an iterative process

starting from the status quo point.
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The first phase deals with the noncooperative case, in which the players look for

preferable outcomes assuming independent realizations of the development programs.

Each player tests efficient solutions and selects the preferable one. This is done in

two steps. In the first step, the player defines reference points in his objective space

according to his preferences. The system calculates related efficient solution using the

approach described in Section 3. In the second step the player selects the preferable

solution among the obtained efficient solutions.

The second phase deals with the cooperative case. It proceeds in a number of

iterations. Each iteration consists of two stages:

first both players define their desired, preferable directions for outcomes improve­

ments,

second the system calculates the cooperative outcome on the basis of the status quo

point and directions of improvement specified by the players according to the

solution concept presented in Section 4.

In the first stage each player tests directions that improve his outcome and selects

a preferable one. This is done in three steps. In the first step, the player defines a step

coefficient. In the second step, the player defines directions according to his preferences.

Then the system calculates related improved outcomes, assuming the same improvement

direction of the counterplayer as in the previous iteration. In the third step, the player

selects a preferable direction among the tested directions.

Given the preferable directions of both players, the cooperative outcome is calculated

in the second stage. The cooperative outcome is assumed as a new status quo point for

the next iteration, and the process is repeated until an efficient cooperative solution is

reached.
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Artificial Intelligence (AI) has been characterized as the science of ill-structured

problems - and many modern management decisions surely fall into that category

(Jordan, 1987). One definition of AI is: "Artificial Intelligence is the machine emula­

tion of human perception, learning, planning, reasoning and decision making" (Jordan,

1985). Following this definition we can consider Decision Support Systems (DSS) and

Expert Systems (ES) as derived from AI technologies. On the other side DSS and ES

are in our opinion a logical extension of the Information Systems, based on the new

quality and features of the hardware/software development. An Information System

(IS) gives the answer to the question "WHAT", a DSS - to the question "WHAT-IF"

and an ES answers to the question "IF-THEN". In the same time the ES has the role of

a bridge between IS and DSS. It processes user requests and different data, stores users

decisions and using this information the ES can produce new alternatives, comparing

different rules and facts. So that an ES should integrate a part of the IS and DSS

function, extending them using AI techniques.

Examples of typical architectures of DSS and ES show an important common element

of both of them - the Data Base. Assuming that the Domain (or Internal) Data Base

is more or less an integrated part of the DSS or ES, it is quite important to estimate

the role of the External Data Base.

Every manager has many sources of information needed for decision making. In

organizations with established Information Systems much of the needed information

resides in IS and particularly in its Data Base(s). Furthermore, many of the inputs

to managers are the results of processing and analysis of the information. Thus, it is

not enough that an ES or DSS uses only a limited quantity of information - it must

access the information in the IS as well. In many cases the External Data Base must

content various kinds of such information as financial, marketing, forecasting, legal etc.,

which can be stored and maintained on different geographic places and is organized in

a Distributed Data Base (DDB). A DDB is a set of logically integrated data, stored on

different geographic places (Miller, 1978).

There are a lot of interface problems between AI and Distributed Computer Systems

(DCS). As mentioned in (Stankovic, 1984), DCS research includes cooperative problem

solving techniques of artificial intelligence and expert systems task is to effectively utilize

the resources of the entire distributed system. ES can be a good tool for local Network
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control, for avoiding "deadlock" problems, for design of a Distributed Information Sys­

tem, including resource planning, project management etc. On the other side, DSS

and ES development in a distributed environment is already a research and experimen­

tal task for many institutes and firms. DSS and ES in local Network and Distributed

Knowledge Base are some of the up-to-date problems of research and development.

In this study we shall consider one particular problem of the relations between

DSSjES and DDB - the use of a DDB by DSSjES from methodological point of view

and a solution for DDB design a Global Distribution Model will be presented.

The methodology for DSS and ES development follows in general the methodology

for IS development, based on the "life cycle" concept.

During the preliminary study it is recommended to concentrate on the links between

AI tools and methods and methods and the required information. Main topics could

be:

a) Detailed specifications of the information entities, their attributes and the rela­

tions between them.

b) Specification of the relations between Decision alternatives jRules and the required

information entities.

c) Determine the topology of the DSSjES - allocation on one node or distributed

allocation.

d) Specify requirements for information exchange between Domain (Internal) DB

and External DB.

e) In case of existing DDB it is necessary to evaluate what part of the already dis­

tributed data is needed for a DSSjES. In new applications it is also recommended

to specify this part of the information, which could be used by the DSSjES and

take in account how often data are required, updated, retrieved, and used for

DSSJES independent user's applications.

i) And the last but not least it is obviously to have following organizational consid­

erations in mind - a good work can be done only by the join efforts of Knowledge

engineers, experts and DDB designers.

In the design stage important activities are:

a) to choose the approach for using DDB. Following considerations could be dis­

cussed:

- Using a DDB directly for the DSSjES functions, storing a Global Schema

and all directories as a part of the Domain (Internal) DB or in the Knowledge

Base. This approach could be recommended in the case of development a

new application.

- To create and external DB, dynamically updated from a DDB and to avoid

the problems of interface between DSSjES with a DDB, developing tools for

integrating distributed data into an external DB in the terms of DSSjES
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and furthermore to develop a typical DSS/ES. This approach could be im­

plemented in the case of existing DDB.

b) To choose the approach for integration on programming level. There are two

primary approaches to integration. First, one can establish bridges from a stand­

alone AI program to procedural programs and for data base access. Second, AI­

based constructs can be incorporated into the programming languages used for

system and application development. In our case it means an interface between

the inference engine and the Distributed Data Base Management System. There

has been far too little experimentation to determine which is the better approach;

probably they both have their place (Jordan, 1987).

c) Synchronization between response time possibilities of the DDB and the perfor­

mance requirements of the inference engine.

d) Optimal allocation of the DDB elements according to the requirements of the

DSS/ES application.

Here is a proposal for one solution of the last problem based on a General Dis­

tribution Model (GDM) in the case of DSS/ES located at one node, using external

information in a DDB. The application of the GDM is based on following assumptions.

First, we shall name the information reports required by the user (in IS), Decision alter­

natives (in DSS) and Rules with the connected Facts with the term APPLICATIONS

require DATA, which are organized in FILES, updated/retrieved by TRANSACTIONS,

which are processed by PROGRAMS using DICTIONARIES. Third, we shall define

following Problem Task: How to allocate applications, files, transactions, programs and

dictionaries so that to achieve minimal total costs and each application can receive the

necessary data for the required time.

The approach which is proposed for solving the problem consist in determine depen­

dency between applications, files, transactions, programs and dictionaries and after that

in defining their optimal allocation at the various nodes of a distributed network. The

proposed global distribution model takes into account the dependency between model

elements and is based on integer programming problems using an heuristic solution

method.

Model elements are: A - Applications, F - Files, T - Transactions, P - Programs,

D - Dictionaries. The number of nodes in a distributed computer network is N. Model

solution uses three sets of zero-one variables, showing dependency between model ele­

ments and nodes. The first variables set shows if some element is allocated in i-node.

We shall call them "condition variables" .

'Pin = (1,0),
Xii = (1,0),
tim = (1,0),

zil = (1,0),
Yiq = (1,0),

'Pin = 1 when An is allocated in i-node

Xii = 1 when F; is allocated in i-node

tim = 1 when Tm is allocated in i-node

Zil = 1 when I1 is allocated in i-node

Yiq = 1 when D q is allocated in i-node

(1)

The second variables set includes so called "transfer variables". They represent the

possibility for element transfer between two nodes and are presented as following:
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X~.l: = (1,0), X ~ . l : = 1 when Fi is transferred from j-nodeto k-node

tj1, zh and yJ.l: receive also a value of 1 when transaction,

program or dictionary is transferred

from j-node to k-node.

(2)

Between the model elements exist "parents-children" relations. Each element can

be connected to one or more other elements. We shall assume the following type of

relations:

A(F,T,P), F(T,P), P(F,T,D), T(F,P)

This relations are characterized by a set of "relation variables", which are represented

by the following zero-one variables:

aEE = (1,0), aEE = 1 when one element is related to another element

For example:

ani = (1,0), ani = 1 when application An

uses file Fi

(3)

Variables from set (1) and set (3) built a secondary "pair relation variables" , showing

if a pair of elements is allocated in node j. So for example Ajni = (1,0), Ajni = 1, when

An and Fi are allocated in node j. Similarly we can create the other variables:

(4)

The condition of allocation An and F; at the same time at node j will be true, if

'Pjn = Xji = ani = 1

If 'Pin = 1, Xji = 0, ani = 1, then file F; is allocated at node k and (5) becomes

(5)

(5')

The "pair relation variables" are connected by a Boolean "AND" function, so that

the allocation of all elements at j-node will be presented by following expression:

<Pjn = Xji = Zjl = tjm = Yjq = 1

AND

ani = anl = a nm = f3il = f3im = 11m = Ilq = 1

The same condition can be also shown by one general variable:

X.. _ {I when all elements are allocated at j-node
,(

ntl
rR4) - ° otherwise

(7)

The objective function is to minimize total costs and response time for each applica­

tion. Total costs are represented by the sum of processing costs at each node for one or
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more applications and communication costs for file, transaction program or dictionary

transfer between nodes. Response time for each application includes the time period

between a data request at given node and data receiving at the same node.

The method for model solution consists of two procedures:

Procedure 1: Determine the relations between each pair of elements and applications.

Procedure 2: Determine application, distribution and corresponding file, transaction,

program and dictionary allocation at each node.

Procedure 1 consists in defining element dependency and as a result of its execution

a set of "relation variables" (3) is generated, showing element relations by minimizing

response time for each application. Procedure 2 uses an heuristic set of algorithms.

Elements are reallocated for each application minimizing processing costs at each node.

An application distribution minimizing total costs is obtained. After that a new dis­

tribution is done minimizing response time for each application. The iterative run of

heuristic procedures is terminated when costs difference between nodes is less or equal

to a predetermined value and the value of currently estimated total costs is less than

previous by estimated values.

The proposed global model, compared with existing distribution models, has the ad­

vantage that Distributed Data Base elements allocation corresponds to user application

distribution. This allows an user-friendly DDB design independent of network type and

nodes number.

Conclusions

There are a lot of interface problems between DSSjES and DDB and particularly in

the methodology of their development. The problem of optimal data base allocation

could be solved using the same techniques taking in account the specific DSS or ES

requirements. In our case a Global Distribution Model is proposed. It provides such

distribution of data, transactions, programs and dictionaries, that total costs can be

minimized and each decision alternative or rule receives the necessary data for the

required time.

Future research tasks could be the development of methodology and tools for in­

terface between DSSJES and DDB covering the whole scope of problems. The use

of AI techniques in DDB design and performance and DDB design tools in DSSjES

development is one of the major trends in AI - and DCS research and development.
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1 Introduction

The great variety of computers and the high requirements to the temporary software

put at least two principal p r o b l e m ~ to be solved:

- automation of software making in a given field, on a certain kind of computers;

- software portability, to some extent, on different kinds of computers.

The solution of these problems is of a great importance both for the software indus­

try, which is supposed to satisfy rapidly and on high professional grounds the needs in

different fields, and particularly for the experts in numerical methods, engaged in soft­

ware making for different mathematical applications. There are some good solutions for

a certain kind of basic software, for some logical-information problems, in the field of

trade and administration (e.g. the integrated systems FRAMEWORK, SYMPHONY),

etc.

This article considers the two problems already mentioned in the field of optimiza­

tion problems (OP). In relation to the first problem a concept "interactive optimization

complex" (briefly "complex") is introduced as a piece of software by means of which in­

teractive optimization systems (lOS) can be made. The existence of complexes depends

on the possibility an uniform method for structuring of lOS to be found. A method

which is applicable on all kinds of computers to build complexes is briefly described

herein. This method itself can be also treated as a solution of the second problem.

Some brief information concerning one particular application of the method discussed,

the interactive optimization complex OPTIMA based on CM-4 (PDP-l1) minicomputer,

is given.

2 Optimization problems and lOS

The nucleus of every lOS is the library of procedures based on numerical methods

(procedures-methods). The connection user - lOS can be expressed as shown on fig. 1.
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By "user interface" are formally designated all software facilities which an IDS provides

to the user to solve his problem by means of library methods, i.e. to follow the two

stages of a problem solution:

1. to formulate the problem

2. to compute it.

These stages are in principle independent. The problem formulation software consists

of facilities to describe, edit and save the problems. Since the problem formulation for

different mathematical fields is one and the same, they can share a common problem

formulation software.

User +-- --I User interface I....·---·1 LIBRARY

Figure 1

On the contrary, the computation process is closely connected with the mathematical

methods used and usually requires some control. The latter is necessary because the

universal methods for solving the great variety of optimization problem classes (OP

classes) are not available. In such cases the efficient solution of optimization problems

can be achieved only via direct interference in the computation process, i.e. via proper

combination of various methods and control of the branching of the their algorithms.

Generally the requirements to the IDS can be summarized as follows:

A. Procedure libraries, including various efficient numerical methods, must be avail­

able.

B. Proper software support for every operation accompanying the problem solution

must also exist.

C. A possibility has to be provided for use and combination of various components

of A and B thus obtaining lOS of different kind and capacity.

D. Each IDS must exist also in the form of user callable procedure (procedure version

of the interactive optimization system - PIOS).

The requirements C and D provide the IDS adjustability to a particular user envi­

ronment. PIOS are applicable in practice in case when the optimization is only a part

of more complicated problems.

3 Interactive optimization complexes

The "interactive optimization complex" is a piece of software which helps to create IDS.

A family of IDS for different OP classes can be built on the basis of a complex for a
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certain kind of computers. The potential users of interactive complexes are experts

who develop lOS. The complex automates their activity. Furthermore the lOS of a

given family will facilitate the users because of their uniform behaviour and command

language to operate with. One can easily work with all lOS of a given family if he has

ever worked with any of its members. Examples of such complexes are the presented

herein complex OPTIMA (§6) and the nonlinear programming complex DISO, now

under development in the computer center at the Academy of Sciences in the USSR (for

IBM PC).

Every complex is closely connected with the structure of the lOS, which are to be

created by its means. The complex provides the "user interface" in all lOS so it must

comprise both a command language for system-operator contact and an interpreter of

this language. At the same time the said "user interface" of each lOS has to be oriented

to the OP class, which lOS is intended for. At first sight there are two contradicting

requirements. The way to resolve this contradiction is given in §4 and §5.

The general idea is to keep the library as a set of procedures in the traditional

sense and to divide the "user interface" into "basic" and "oriented" parts. The "basic

interface" comprises the features described above. The "oriented interface" adjusts the

"basic interface" to the class of optimization problems solved by the procedures in the

library.

The same idea is applicable to the problem formulation and the computation process

which are in fact different things so they remain separated - each with "basic" and

"oriented interface" of its own (§5). This approach leads naturally to a procedure version

of the lOS, i.e. to the PIOS. The said idea is also applied in the computation process

through uniforming of the process structure and creation of a proper hierarchy (§4).

The method to structure lOS (§4, §5) can be applied also in integrated systems - a

piece of software for automatic lOS generation. Some of the reasons that OPTIMA is a

complex, rather than an integrated system are due to the CM-4 specific features. The

basic reason however, as we expect also for the DISO-complex, is a matter of principle.

There is not enough experience in development and utilization of lOS. As it seems to

us, the complexes are the necessary link between the individual lOS development and

the automatic lOS generation, i.e. a bridge towards the integrated systems in the field

of optimization.

4 A structure of the procedure version of the lOS

(PIOS)

The PIOS carries out the computation process of optimization problems of the class,

the lOS is intended for.

One specific feature of the methods for solving optimization problems of many classes

is that they frequently need the solution of a number of subproblems of other OP

classes. When organizing the interactive control over the PIOS it is necessary to reckon

the optimization problems which take part in the computation process, the ties between

them and the points of potential user interference. The interactive control can be unified

if the following approach is applied:
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a. To consider the computation process as a set of subprocesses. Each of them solves

a particular class of optimization problems.

b. To isolate each of the subprocesses as an autonomous computation process, com­

prising an interactive control of its own (decentralization of the control by sub­

processes) .

c. To extract a common interactive control over all of the procedures-methods in a

given subprocess (centralization of the control within the subprocesses).

-+----+, I LIBRARY
'-- -----.J

Figure 2

In this approach every subprocess is separated as a procedure library and a command

unit, which executes the interactive control (fig. 2). The subprocess can be invoked

only by calling its interactive control. Since the interactive control is extracted from

the procedures-methods they will keep their traditional independence in respect to the

outer program environment and their invariance in respect to the different kinds of

computers.

The activities of the interactive control in all OP classes are in principle identical: to

halt the acting procedure-method, to obtain some information about the computation

process, to set some of its parameters to a proper value, to resume its work or to

change the method. The specific features concerning the OP classes are the different

terminology and parameters. Therefore the interactive control can be separated in

(fig. 3):

• a base part, named DIALOGUE ("basic interface"), which performs the customary

interactive control and therefore is independent of the OP classes. This part, once

created, will fit all subprocesses.

• a problem oriented part, named MONITOR ("oriented interface"). Each subpro­

cess has a MONITOR of its own which adjusts DIALOGUE to the corresponding

OP class.

DIALOGUE 1--'-_. I MON~OR ....., --, I LIBRARY

Figure 3

In this structure every subprocess is fully autonomous. Its software can be treated

as a "brick", i.e. a constructive unit consisting of MONITOR and LIBRARY. Hence
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the complete software support of every computation process is built out of such uniform

"bricks" plus the basic part, DIALOGUE. These "bricks" together with DIALOGUE can

form, or be included in, an arbitrary program configuration. The ties between these

constructive units and their mutual hierarchy are naturally built in the procedures­

methods and/or in the monitors.

DIALOGUE

LIBRARY-ODM

Figure 4

Let's give some examples. On fig. 4 it is shown the software structure of the uncon­

strained minimization problem (UMP). Many methods for solving UMP use one dimen­

sional minimization (ODM) as an auxiliary optimization problem. So the structure in

the common case will consist of two subprocesses - the UMP and the ODM. It is nec­

essary an external call to MONITOR-UMP in order to invoke the UMP-computation

process. MONITOR-UMP will carry out the dialogue in terms of the UMP until a

reference to a LIBRARY-UMP occurs. Once called a library procedure will solve (if

necessary) the ODM problem as a subproblem. It means that the procedure has to call

MONITOR-ODM. The latter invokes the interactive control of the ODM computation

process. In case when procedures using ODM methods are not available at LIBRARY­

UMP, the computation process will consist only of the UMP-subprocess and its software

will have the structure shown on fig. 3 (i.e. MONITOR-UMP and LIBRARY-UMP).

When methods using the ODM are included the software support will retain the struc­

ture shown on fig. 4. Practically this means that a constructive unit (MONITOR-ODM

and LIBRARY-ODM) is added to the software support.

An example of a computation process with a multilevel dialogue is shown on fig. 5.

At each level i an optimization problem of the class named formally OP-i (i = 0, ... ,s)
is solved. To solve OP-O problem an outer program unit has to call MONITOR OP-O.

It adjusts DIALOGUE and by means of it carries on the dialogue in terms of the op-o
problem until the current method from either LIBRARY OP-O or MONITOR OP-O

calls MONITOR OP-1 to solve the OP-1 problem. MONITOR OP-1 works in the same

way, etc. On exiting an arbitrary monitor the control is automatically returned to the

calling module, i.e. the previous dialogue level.

In this approach the choice of the mathematical means to solve a certain class of

optimization problems automatically defines the structure of the computation process

as a whole. The reason lies in the detached interactive control of each subprocess. Thus

the whole complexity of a computation process, consisting of many subprocesses with
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structurally complex mutual ties (their work sequence and hierarchical nesting), will

not affect the interactive control at all. Otherwise, if a common interactive control for

all subprocesses is present, there must be some means to take into account these mutual

ties and hence the control will depend in a complicated way on every change in any of

them.

1
I MONITOR op-o I I LIBRARY OP-O

I-I I I

1

1
I DIALOGUE i

I MONITOR OP-l
I I

LIBRARY OP-l II I I

r
!

.............................................................

1
I

1
I

MONITOR OP-s
I I

LIBRARY OP-s
II I I

Figure 5

The structure of the computation process described above, actually presents a proce­

dure version of an interactive optimization system (PIOS). On fig. 4 a PIOS for uncon­

strained minimization is shown. MONITOR-ODM, LIBRARY-ODM and DIALOGUE

form a PIOS for one-dimensional minimization. The structure shown on fig. 5 repre­

sents an example PIOS for a class OP-O. From each level i (i = 0,1, ... ,s) downwards

we obtain the structure of the PIOS for the OP-i class.

In the method of structuring described above, both the PIOS and its components

are constructive units which can be properly combined dependent on particular needs

(requirement C) or can be part of more complicated PIOS or other piece of software

(requirement D).

5 A structure of the interactive optimization sys­

tems

The idea to unify software is applicable to the problem formulation, carried out by the

basic part, EDITOR ("basic interface") and the problem oriented part, E-MONITOR
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("oriented interface"). Thus the lOS for a certain OP class can be represented as shown

on fig. 6. PIOS will provide the computation process for that class of problems.

Figure 6

The command language of the DIALOGUE and the EDITOR, as well as their activ­

ities, depend on the particular operating system, display and programming language.

However some general principles are common. Both DIALOGUE and EDITOR have to

be independent in respect to the environment. At the same time they have to be easily

adjustable to the specific terms of given OP classes and to the specific interactive con­

trol activities. This can easily be achieved if they are related to the monitors through

informational arrays (tables) with concrete data, supplied by the monitors. Besides, the

module structure of the basic parts is to be properly shaped to allow for the modules'

inclusion/exclusion operations. As for the monitors, they have very simple and similar

functions. Therefore both MONITOR and E-MONITOR can be written in the form of

dummy procedures in the chosen programming language. Every particular monitor is

obtained simply by filling the dummies with concrete information.

Some important features of the described lOS structure are:

• autonomy of all components, i.e. EDITOR, DIALOGUE, the monitors, the proce­

dures of the libraries, the PIOS and the problem formulation itself, in respect to

the environment. All these are procedures written in a particular programming

language and are callable at any moment from any outer program unit.

• flexibility in use. All the components, due to their autonomy, are easily combined

in various program configurations. An useful step to gain more flexibility is the

separation of the problem formulation and the computation process. On the

one hand, the basic part EDITOR is used to formulate arbitrary mathematical

problems, so it can be applied to corresponding interactive systems. On the

other hand, the problem formulation software can either be included or excluded,

or replaced in the lOS, dependent on recent researches in the particular field,

computer environment or some specific considerations.

• openness. Because of the autonomy of all the components their functions can

easily be expanded or narrowed. In the basic parts and the libraries it is achieved
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by including/excluding modules and procedures, respectively. In the monitors the

same applies to informational arrays and those statements which process them in

dummy routines.

• uniformity of the software support and the command language. Except for the ba­

sic parts the software consists only of uniform monitors and procedures-methods.

The unified command language performed by the basic parts, DIALOGUE and

EDITOR, allows to unify the requirements to the procedures-methods, thus easing

their programming or adapting.

According to the method of structuring described herein, an interactive optimization

complex must comprise the "basic interface", DIALOGUE and EDITOR, and dummies

of the "oriented interface" MONITOR and E-MONITOR. The creation of an lOS means

to develop or adapt a proper methods library and fill the monitor dummies with concrete

information.

6 The "OPTIMA" interactive optimization

complex

The OPTIMA complex is made following the method described in §4 and §5 and is in­

tended for the CM-4 (PDP-ll) minicomputer, working under the RSX-llM operating

system. The complex is written in FORTRAN except for one assembler module. OP­

TIMA includes "basic interface" DIALOGUE and EDITOR, dummies of MONITOR

and E-MONITOR.

The EDITOR command language consists of menus and has complete capabilities

to edit and save data. The DIALOGUE command language OPTIMA gives complete

access to the computation process and takes into account the recommendations given

by Golden and Wasil (1986) and by Sharda and Somarajan (1986). More particularly

for every subprocess (dialogue level) by means of OPTIMA-commands it is possible: to

get some help information; to select/change the current method; to invoke/abort the

work of the current method at any moment; to get information for the current status

of the computation process; to save/retrieve information into/from a file; to execute

OPTIMA commands from a script file (batch mode work); to switch from interactive

to batch mode and vice versa; to return to the parent subprocess; to have a proper

error handling during an interactive session or in a script file; to issue a protocol of the

interactive session, etc.

The script file can be created either during an interactive session or by means of an

RSX-llM system's editor and may also contain user's comments.

The error handling means not only to detect an error and display the error message,

but also an opportunity to correct it. Computation errors of the current method are

also handled, e.g. division by zero, overflow, etc. When such an error occurs, the system

begins a dialogue with the user.

By means of the interactive complex OPTIMA a family of lOS for CM-4 minicom­

puter is being created. By now it consists of seven lOS: the lOS ODM for one dimen­

sional minimization; the lOS UPM for unconstrained minimization and when there are
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lower and/or upper bounds for the variables; the lOS QDM for quasiderivative function

minimization; the lOS LTR to solve the linear transportation problem; the lOS HTR

to solve the hyperbolic transportation problem; the lOS TRS to solve some classes of

transportation problems; the lOS NSY to solve systems of equations with uncertain

coefficients. According to the method of structuring described herein, the lOS UPM

includes procedure versions of the lOS ODM (PIOS ODM), the lOS HTR includes the

PIOS LTR and the lOS TRS includes both the PIOS LTR and the PIOS HTR.
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1 Introduction

Many interactive procedures have been developed for solving optimization problems

having multiple criteria. In such procedures, an exploration over the feasible or efficient

region is conducted for locating the most preferred solution. As Steuer (1986) notes,

interactive procedures are characterized by phases of decision-making alternating with

phases of computation. Generally a pattern is established that we keep repeating un­

til termination. At each iteration, a solution, or group of solutions, is generated for

a decision-maker's (DM's) examination. Based on the examination, the DM inputs

information to the solution procedure in the form of tradeoffs, pairwise comparisons,

aspiration levels, etc. The responses are used to generate a presumably, improved solu­

tion, and so forth.

The nature and type of information requested from a DM differs from one procedure

to another. Also, the mathematical assumptions upon which the procedures are based

vary. In order to learn, what information could reliably be elicited from a DM and, which

assumptions are plausible or reasonable from a behavioural perspective, we have carried

out two laboratory experiments. Their purpose was to examine actual choice behaviour

in interactive multiple criteria decision-making environments. In this paper, we review

the main results and implications of these experiments. For additional details we refer

to the original articles by Korhonen and Lantto (1986) and Korhonen, Moskowitz, and

Wallenius (1987).

Different versions of a "free search" visual interactive reference direction approach,

originally developed by Korhonen and Laakso (1986) to solving multiple objective lin­

ear programming problems, were implemented on an IBM/PC1 microcomputer. The

experimental subjects were a group of management students who solved three realistic

and relevant decision problems using the "free search" approach.

This paper consists of four sections. In the first section we have described the

purpose of the study. The second section provides the details of the experiments and
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the third section the results. In the fourth section, the observed choice behaviour is

discussed and explained.

2 Experiments

In this paper we describe two experiments, in which a group of management students

at the Helsinki School of Economics and Business Administration solved three realistic

and relevant decision problems. In the first experiment, 65 students solved a multiple

objective linear programming problem (problem I below), and in the second experi­

ment, 72 students solved two discrete alternative multiple criteria problems (problems

II and III below). Most of the students were upper division undergraduates majoring in

management science of accounting. They had prior experience in using microcomput­

ers, interactive multiple criteria decision methods, and, specifically, the visual reference

direction approach.

Description of the decision problems

Allocating One's Time (I). The first problem was a five objective linear programming

problem for allocating one's time to study, work, and leisure. The objectives to be

maximized were: total number of credit hours earned during a semester, income earned

during a semester (FMK/month), leisure time (hours/day), work experience (measured

as a function of working hours), and study performance (number of credit hours earned

with excellent grades). (See Korhonen and Lantto, 1986.)

Choosing a Washing Machine (II). This problem was extracted from (Zeleny, 1982,

pp. 210-211). The original decision problem consisted of 33 washing machines that

were evaluated using four criteria: price, total washing time, electricity consumption,

and water consumption. In our experiment, we used the first three criteria, which all

were to be minimized. (See Korhonen et al., 1987.)

Buying a Home (III). The third problem consisted of choosing one out of 43 actual

homes in the Helsinki metropolitan area. The data were collected from the main daily

newspaper (Helsingin Sanomat) published in Helsinki. Five different criteria were used

to evaluate the alternatives: price, location (measured on a 1-10 scale), area in square

meters, number of rooms, and the condition of the unit (measured on a 1-10 scale).

The context and the alternatives were defined so that all criteria except price were to

be maximized. (See Korhonen ei al., 1987.)

The visual interactive reference direction approach

The reference direction approach of Korhonen and Laakso (1986), with extensions and

modifications by Korhonen and Wallenius (1987) and Korhonen (1987), was used as the

research instrument.

The original approach for solving multiple objective linear programming problems

is static by nature. Korhonen and Wallenius (1987) extended the original idea by

developing PARETO RACE, a procedure for dynamically exploring the efficient frontier.
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Recently, Korhonen (1987) developed a modification of the original method for solving

discrete multiple criteria problems.

The procedures are not based on any assumptions regarding the properties of the

value function. Using the procedures, a DM is free to examine any efficient solutions.

Furthermore, this freedom is not limited by previous choices.

The main steps of the approach are as follows, but the details of the procedures

vary:

O. Choose an arbitrary efficient solution as a starting point.

1. Determine a reference direction, that is a direction in which the DM's utility at

least locally increases. If at a subsequent iteration the DM does not wish to change

the reference direction, STOP. Otherwise, proceed to step 2.

2. Generate a subset of efficient solutions by projecting the reference direction on

the set of efficient solutions. (See Wierzbicki, 1980; Korhonen and Laakso, 1986;

Korhonen, 1987.)

3. Present the subset (as in the original approach or step by step as in PARETO

RACE), generated in the previous step, to the DM graphically and numerically

and ask him/her to choose the most preferred solution from this set; return to

step 1.

There are several ways to specify a reference direction. In the first experiment, we

compared five different techniques for specifying reference directions. They were: 1) the

use of aspiration levels (Korhonen and Laakso, 1986),2) the (modified) boundary point

ranking method (BPR) (Hemming, 1978; Korhonen and Lantto, 1986), 3) the analytic

hierarchy process (AHP) (Saaty, 1980), 4) the use of marginal rates of substitution

(MRS) (Geoffrion et aI., 1972), and 5) the use of unit vectors (Korhonen and Lantto,

1986).

Design

In the first experiment, the subjects were divided into groups of ten to sixteen students,

although each subject was tested individually. If a subject had any problems in operating

the system (that is, any of the five reference direction techniques), he/she was welcome

to ask for advice from one of the assistants present. To prevent the subjects from

benefitting from the results obtained with a previously used technique, a modified model

was used for each trial. The models differed in the coefficients of the objectives. The

order of using the models was fixed, whereas the order of using the five techniques

was systematically varied. The direction finding routines were implemented on top of

PARETO RACE, so that the step-size problem was solved by the dynamic line search

procedure. Afterwards, each subject was subjected to an exit interview. To improve the

reliability of the answers, the subjects were encouraged to keep notes during the session.

The subjects were asked to evaluate the techniques using several measures of per­

formance (scales ranging from 1 to 7, 7 being the best). The measures are listed below.
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1. Satisfaction with the solution obtained.

2. Confidence in the technique.

3. Ease of understanding the technique.

4. Ease of using the technique.

5. Correspondence between the subjects' responses and the implied search directions.

6. Information provided by the technique.

7. "Experienced" speed of convergence.

In addition, the number of iterations required by each technique was recorded.

In the second experiment, each subject solved (again, individually) two decision

problems, first problem II, then problem III. The problems were perceived as being

independent; hence, dependence effects, such as learning, were minimal. At the begin­

ning of each session, the subjects were provided with one page problem descriptions.

The discrete reference direction approach (Korhonen, 1987) was used as the research

instrument. Only aspiration levels were used as the basis of determining reference di­

rections, because of its superior performance in the first experiment. The subjects then

made choices in each problem and were allowed to iterate as long as they desired. Their

choices during the solution process were documented for subsequent analysis. After

making decisions on the problems, they were subjected to an exit interview, reflecting

on their choices, choice process, the procedure, etc.

3 Findings

The first experiment

A summary of the results of the first experiment is presented in Table 1. The preference

ranking of the techniques was identical for each measure of performance. The use of

aspiration levels was found superior. The runner-up was the analytic hierarchy process.

The inferiority of the use of MRS did not come as a surprise. Despite its apparent

theoretical soundness, the Geoffrion et al. (1972) procedure remains difficult to use, at

least without any prior experience in its use. The modified boundary point ranking

method performed quite well, partly because of improvements made to the original

procedure. (Since the reference direction approach always proceeds from the currently

best solution, the original BPR idea of generating directions did not work well and had

to be modified. For additional details, see (Korhonen and Lantto, 1986.) In the unit

vector technique, the generation of each new direction was counted as an iteration, even

though the subjects may not have considered it a direction of improvement. Thus, its

documented rate of convergence is negatively biased. Interestingly, when the subjects

used some of the highest ranked methods, they made surprisingly few iterations (often

less than five). With less attractive techniques, more iterations were needed.
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The techniques: Total Average No. of Iterations

(in order of preference) mean: variance: mean: st.dev.

1) aspiration levels 5.8 1.13 3.9 2.3

2) AHP 4.9 2.34 8.5 7.4

3) modified BPR 4.3 2.31 4.9 3.6

4) unit vectors 3.8 3.11 13.9 12.8

5) the use of MRS 3.1 2.98 13.0 8.4

Table 1: Summary of the results

Total mean: average of the means of the performance measures

Average variance: average variance within the groups

The second experiment

In the washing machine purchase problem (II), the average number of interactive iter­

ations was 1.9, while in the home buying problem (III) it was 2.3. The difference in

rate of convergence is presumably due to the greater number of choice criteria, and, ap­

parently, the greater perceived relevance and interest of problem III. The subjects were

aware that problem III was based on real data. The observed rapid degree of conver­

gence of the reference direction approach on a preferred solution is consistent with the

results of the first experiment. Thirty two percent and eighteen percent of the subjects

in problems II and III, respectively, exhibited inconsistent or intransitive preferences at

least once. Namely, at some point they would prefer choice A to B, even though they

earlier preferred B to A. The percentage of intransitive cases is excessive considering the

small number of average iterations. The transitivity axiom was violated in two different

ways: a) explicitly, if the subject chose the same alternative as the best at least twice,

but not at subsequent iterations; b) implicitly, if an alternative was chosen as the best

subsequently, but not when it was available for the first time. The first type of violation

results in, what we call, a cycle of Type A, and the second in a cycle of Type B. The

observed frequencies are depicted in Table 2.

Type of Cycle Problem II Problem III

A 2 1

B 21 12

Table 2: Frequencies of cycles
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4 Discussion

The main findings of our experiments can be summarized as follows:

1. Subjects' clear preference ranking of different reference direction techniques (first

experiment) .

2. A surprisingly rapid degree of convergence of the interactive procedures on a

preferred solution (both experiments).

3. Intransitive behaviour of many subjects (second experiment).

It seems reasonable to assume that at any point in time the DM's perception of the

constraint set and the value function would affect the determination of the reference

direction. Therefore, we hypothesize that the DM seeks to achieve the optimum of

his/her cognitive feasible set, that is the set of solutions the DM believes to be attainable.

Hence, it follows that the DM would like to find a direction, which would lead directly

from the current solution to this optimum.

Based on the above hypothesis, one can understand that the aspiration level pro­

cedure for determining reference directions turned out to be superior. Each vector of

aspiration levels is, obviously, the optimum of the DM's cognitive feasible region. As

the search process continues, the DM gains additional information about attainable so­

lutions and his/her cognitive model converges towards the real model (provided that

the model is believed). Thus the aspiration levels converge towards the optimum of the

real model.

In AHP, in contrast to the Geoffrion et al. procedure, the DM considers marginal

utilities instead of changes in the original criterion values. The evaluations are appar­

ently easier to make, and thus the overall performance is better.

Our modification of the Boundary Point Ranking technique was relatively well ac­

cepted by the subjects. The reference direction is always close to the efficient frontier.

Also, the BPR method gives explicit information about the solutions in the neigh­

bourhood of the current solution and thus helps the DM to reduce his/her cognitive

constraint set.

With the unit vector approach, the reduced freedom of the user to specify directions

was considered a drawback. If the DM has an idea of a desired direction, it seems easier

for him/her to explicitly influence the direction than to decide, if a computer generated

direction is desirable or not.

A lesson from this experiment seems to be that a good reference direction technique

is one that enables the DM to learn from the efficient solutions of the problem as freely

as possible and thus helps to reduce the cognitive constraint set as quickly as possible

towards the actual constraint set. This implies that the DM should be helped to generate

directions close (and certainly not, orthogonal) to the efficient frontier.

A surprisingly rapid degree of convergence of the procedures on a preferred solution

was established in both experiments, and especially in the second experiment. This phe­

nomenon can be explained using prospect theory developed by Kahneman and Tversky

(1979). In prospect theory, outcomes are expressed as positive or negative deviations
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(gains or losses) from a reference outcome. Although value functions differ among

individuals (and criteria), Kahneman and Tversky proposed that they are commonly

S-shaped; concave above the reference outcome and convex below it. Furthemore, ac­

cording to prospect theory, value functions are commonly steeper for losses than for

gains. Therefore, we may end up with a situation where a DM prefers A to B (if A

is the reference outcome) and B to A (if B is the reference outcome), simply because

subjects react more to negative than to positive stimuli. For additional details, see

(Korhonen, Moskowitz and Wallenius, 1987).

The persistence of the intransitivities observed in our experiments is similar to those

originally observed by Tversky (1969), among others. Moreover, Tversky (1969) has

provided a choice theory that predicts and explains intransitive preferences between

multidimensional alternatives. In the case where alternatives are evaluated based on

comparisons of criterion-wise differences between alternatives, Tversky's additive differ­

ence model is applicable. If the difference functions (which determine the contribution

of the particular subjective difference to the overall evaluation of the alternatives) are

nonlinear, intransitivities may systematically occur. In interactive procedures (as in the

reference direction approach), comparisons are made with respect to a so-called refer­

ence outcome (current solution). This clearly favors the use of an additive difference

model, and hence accounts for the persistence of the cycles exhibited.

Tversky's (1969) difference model and Kahneman-Tversky's prospect theory (1979)

together provide a simple explanation of choice behaviour observed in the second ex­

periment. Obviously, there may exist other explanations. However, we feel that our

explanation is plausible and that human subjects have conditional value functions that

depend on the reference outcome. Additional, carefully designed experiments with in­

teractive methods are needed to further substantiate our arguments.
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1 Introduction

The purpose of the paper is to describe methods used for formulation, solution and anal­

ysis of dynamic multiobjective linear programming problems with HYBRID package (see

Makowski and Sosnowski, 1987). The method adopted in HYBRID for formulation and

solution of a multicriteria problem is based on the reference point approach introduced

by Wierzbicki (1980). In this approach a piecewise linear scalarizing function is defined.

The function parameters are aspiration level for each criterion (reference points) and ­

possibly - weights. Minimization of the scalarizing function subject linear constraints

is substituted by solution of an equivalent single-objective linear programming problem.

HYBRID allows for solving both static and dynamic LP problems. Static problems

can be interpreted as problems for which a specific structure is not recognized nor

exploited. But many real life problems have specific structure which - if exploited ­

can result not only in much faster execution of optimization runs but also remarkably

help in problem definition and interpretation of results.

Many optimization problems in economic planning over time, production schedul­

ing, inventory, transportation, control dynamic systems can be formulated as linear

dynamic problems (see Propoi, 1978). Such problems are also called multistage or

staircase linear programming problems (ef Fourer, 1982; Ho and Hanne, 1974). A dy­

namic problem can be formulated as an equivalent large static LP and any commercial

LP code may be used for solving it, if the problem corresponds to single objective op­

timization. For multicriteria problems, a processor may be used for transformation of

that problem to an equivalent LP one. The system DIDAS, described by Lewandowski

'On leave from Systems Research Institute of the Polish Academy of Sciences, Warsaw, Poland
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and Wierzbicki (1987), is a package that is composed of preprocessor and postprocessor

for handling transformation of multicriteria problem and processing results respectively

(cf Lewandowski and Grauer, 1982). Those pre- and post-processor are linked with an

LP package. HYBRID has generally similar structure. The main difference is that ­

instead of an LP package - another algorithm is applied, which exploits the dynamics

of a problem. Similarly as some other systems of DIDAS family, HYBRID has the

advantage of handling a problem as a dynamic one which results in an easy way of

formulation of criteria and of interpretation of results, since one may refer to one vari­

able trajectory contrary to a "static" formulation of dynamic problems which involves

separate variables for each time period.

HYBRID is oriented towards an interactive mode of operation in which a sequence

of problems is to be solved under varying conditions (e.g., different objective functions,

reference points, values of constraints or bounds). Criteria for multiobjeetive problems

may be easily defined and updated with the help of the package.

The HYBRID is available from SDS of IIASA in two versions: one for mainframes

and one for PC. Each version requires a FORTRAN compiler that accepts full standard

of FORTRAN-77. Implementation on a particular computer requires only changes in a

routine that reads system date and time.

The package has been tested on VAX 11/780 (for £77 compiler under 4.2 BSD UNIX)

and on a PC compatible with PC IBM/AT. The minimal configuration of PC consists

of 512kB RAM. Intel coprocessor 80287 is strongly recommended (in fact required by

some FORTRAN compilers).

2 Statement of problems

2.1 Multiobjective linear programming problems

HYBRID may be used for solving problems formulated in the following general form:

min q

q= Cx

b - r ~ Ax ~ b

l~x~u

(2.1)

(2.2)

(2.3)

(2.4)

where C is a given k x n matrix of objective functions coefficients, l, u E Rn are given

lower and upper bounds for variables x E Rn, b, r E Rfn are vectors of rhs and ranges,

respectively.

Despite the fact that HYBRID accepts problems formulated in the above stated

general form, problems that are dynamic by nature should be defined as such. The

latter formulation allows for easier interaction with package, easier interpretation of

results and results in faster execution of the package.
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2.2 Dynamic multiobjective linear programming problems

Before discussing a general formulation of a dynamic problem that can be solved by

HYBRID, let us first consider the classical formulation of a dynamic linear programming

problem in the following form:

Find a control trajectory

and a state trajectory

x = (x I, .•• , XT)

satisfying the state equations with initial condition Xo

and constraints

dt - I - Tt-I ~ Ft-Ixt-I + DtUt ~ dt - I t = 1, ... ,T

ft ~ Ut ~ It t = 1, ... , T

FTxT ~ dT

which results in Pareto-optimal solution in respect to the following K objectives:

T

L (a~xt + b~Ut)
t=1

(2.5)

(2.6)

(2.7)

(2.8)

(2.9)

where: i = 1, ... , K is a criterion index; t = 1, ... , T denotes a period of time; state

variables Xt, control variables Ut, both for each period, are elements of Euclidian spaces

of appropriate dimensions; matrices At,Bt,Dt,Ft are assumed to be given; right-hand

side vectors Ct and d t , as well as range vector Tt and bounds for control variables ft

and It are given; initial condition Xo is given.

In the above given formulation the state equation (2.5) is given in the normal form.

However there exists many models which comprise state equations with distributed­

lags on control and state variables, e.g. traffic network (cf e.g. Tamura, 1977), flood

control models (cf e.g. Kreglewski et al., 1985), econometric models (cf e.g. Chow, 1975).

Therefore HYBRID accepts the more general formulation of the dynamic problem in

which equation (2.5) may be replaced by:

t-I t

Xt = L At-l,iXi + L Bt,iUi - St,

i=t-I-p i=t-q

with initial conditions:

i=I, ... ,T (2.10)

Xt = Xt,

Ut = 'il t ,

t = -p, -p + 1, ... ,0

t = -q + 1, -q + 2, ... ,0

(2.11)

(2.12)

where St is a given vector.

In fact HYBRID accepts also constraints of type (2.5) and (2.10) where equality may

be replaced by inequality condition (for such a case HYBRID generates appropriate slack

variables) .
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2.3 Types of criteria for dynamic models

HYBRID allows for definition of criteria of various types. Beside of simple linear com­

binations of variables for particular time periods (cf eq. 2.9) a user may define nonlinear

criteria of four types. Let Xit denotes i-th coordinate of the state vector Xt and {i;'t};=1

will be the reference trajectory for i-th state variable. For a given reference trajectory

one may define criteria on the following three types (where Xi E RT is a selected state

or control variable, Xi - its reference trajectory):

qk = max (Xit - xid --+ min
t=I, ....T

qk = min (Xit - Xit) --+ max
t=I .....T

qk = max (abS(Xit - Xit)) --+ min
t=I .... ,T

(Type SUP)

(Type INF)

(Type FOL)

The above types of criteria can also be defined for a control variable. For a state

variable only a criterion of the following type may also defined:

qk = max (abs(xit - Xit-I)) --+ min
t=l .....T

2.4 Finding Pareto-optimal solutions

(Type DER)

A Pareto-optimal solution can be found by the minimization of the achievement scalar­

izing function in the form

K

. max (Wi(qi - ili)) + lm L Wiqi --+ min
t==l, ... ,K i=1

(2.13)

where: K - is the number of criteria; qi - is the i-th criterion; ili - is the aspiration

level for i-th criterion; Wi - is a weight associated with i-th criterion; lm - is a given

non-negative small parameter.

This form of achievement function is a slight modification of a form suggested by

Lewandowski (1982). Note that for lm = a only weakly Pareto-optimal points can be

guaranteed as minimal points of this function. Therefore, the use of very small lm

will result in practice (except of situations in which reference point has some specific

properties) in almost weakly Pareto-optimal solution. On the other hand, too big values

of lm could drastically change properties associated with the first part of the scalarizing

function.

The method based on the reference point approach may be summarized in the form

of the following stages:

1. The user of the model defines objective function qi and aspiration levels ili,

i=1,2, ... ,K.

2. The problem of minimizing the scalarizing function subject constraints is trans­

formed into an auxiliary linear problem (see Makowski and Sosnowski, 1987).

Solution of this auxiliary problem provides a Pareto-optimal point.
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3. The user explores various Pareto-optimal points by changing either the aspiration

level ij or/and weights attached to criteria or/and other parameters related to the

definition of the multicriteria problem.

4. The procedure described in points 2 and 3 is repeated until satisfactory solution

is found.

The user may also estimate the bounds of Pareto-optimal set by selecting the option

utopia in HYBRID which results in single-objective optimization with respect to a

selected criterion. Repetition of calculation of utopia point for each criterion gives

upper estimate of values of each criterion.

2.5 Formulation of dynamic problems accepted by HYBRID

Transformation of the problem of minimization of scalarizing function of single crite­

rion LP problem (see Makowski and Sosnowski, 1987) results in a dynamic problem

which no longer has the structure defined in the section 2.2. Therefore HYBRID has

been modified to accept more general structure of a dynamic problem and still exploits

dynamic nature of a problem being solved.

All variables are divided into two groups: decision variables u and variables Xt, the

latter are specified for each period of time. A single criterion Dynamic Linear Problem

(DLP) problem may be formulated as follows:

Find a trajectory Xt and decision variables u such that both:

state equations:

t-l

- HtXt + L A t - 1,;x; + BtU = Ct,

;=0

with given initial condition Xo

and constraints:

t = 1, ... ,T (2.14)

T

d - r :S L Ftxt + Du :S d
t=o

e:Su:Sf

are satisfied and the following function is minimized:

(2.15)

(2.16)

(2.17)

Components of vector u are called decision variables for historical reasons. Actually

a vector u may be composed of any variables, some of them may be specified for each

time period and enter criteria defined for a dynamic case. But some components of

vector u may not be specified for any time period. A user may also specify variables

independent of time. For the sake of keeping the formulation of the problem as simple

as possible we have not introduced a separate name for such variables.

The structure of an DLP problem may be illustrated by the following diagram:
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u Xo Xl X2 X3 rhs var.

BI ADD -HI 0 0 CI state eq.

B2 AID All -H2 0 C2 state eq.

B3 A20 A2l A22 -H3 C3 state eq.

D Fo FI F2 F3 d constr.

b 0 al a2 a3 - goal

where H t is diagonal matrix and 0 is a matrix composed of zero elements.

2.6 Remarks about formulation of a dynamic problem

HYBRID allows for solving both static and dynamic LP problems. Static problems can

be interpreted as problems for which a specific structure is not recognized nor exploited.

But many real life problems have specific structure which - if exploited - can result

not only in much faster execution of optimization runs but also remarkably help in

problem definition and interpretation of results.

Numerous problems have dynamic nature and it is natural to take advantage of its

proper definition. HYBRID offers many options for dynamic problems, such as:

1. In many situations, the user may deal with generic names of variables. A generic

name consists of 6 first characters of a name while 2 last characters corresponds

to the period of time. Therefore, the user may for example refer to the entire

trajectory (by generic name) or to value of a variable for a specific time period

(by full name). Such approach corresponds to a widely used practice of generating

trajectories for dynamic problems.

2. The user may select any of 4 types of criteria that correspond to practical ap­

plications. Those can be defined for each time period (together with additional

"global" conditions), but this requires rather large effort. Therefore, for dynamic

problems, criteria are specified just by the type of criterion and the generic name

of the corresponding variable. Types of criteria are discussed in details later.

3. A problem can be declared as a dynamic one by the definition of periods of time.

For a dynamic problem, additional rules must be observed. These rules correspond

to the way in which the MPS file has to be sorted and to the way in which names

for rows and columns are selected. These rules follow a widely accepted standard

generation of dynamic problems.

3 General description of the package and data

structure

The package is constructed in modules to provide a reasonably high level of flexibility

and efficiency.



177

The package consists of three subpackages:

• Preprocessor that serves to process data, enables a modification of the problem,

performs diagnostics and may supply information useful for verification of a prob­

lem. The preprocessor also transforms a multicriteria problem to a parametric

single criteria optimization problem, helps in the interactive change of parame­

ters, etc.

• Optimization package called solver of a relevant optimization problem (either

static or dynamic)

• Postprocessor that can provide results in the standard MPS format and can also

generate the "user file" which contains all information needed for the analysis

of a solution; the later option makes it easier to link HYBRID to a specialized

report-writer or a graphic package.

All three subpackages are linked by communication region, that contains all data

packed in an efficient way. From the user point of view, HYBRID is still one package

that may be easily used for different purposes chosen via specification file.

The chosen method of allocating storage in the memory takes maximal advantage of

the available computer memory and of the features of typical real-world problems. In

general, the matrix of constraints is large and sparse, while the number of all essential,

non-zero coefficients that take different numerical values is much smaller than the num­

ber of all non-zero coefficients. A super-sparse-matrix technique is therefore applied to

store the data that define the problem to be solved. This involves the construction of

a table of these essential coefficients. In addition, all indices and logical variables are

packed so that one four-byte word is being used for four indices (2 logical and 2 integer).

All data is packed in blank common to minimize the storage area used.

Special commands of HYBRID support model verification and problem modification.

This is necessary to facilitate scenario analysis and to reduce the problems caused by

inappropriate scaling.

The data format for the input of MPS file and the output of LP results follows

standards adopted by most commercial mathematical programming systems (cf e.g.

Murtagh, 1981).

4 Outline of the solution technique for the auxiliary

LP problem

The most popular methods for solving linear programming problems are based on the

simplex algorithm. However, a number of other iterative non-simplex approaches have

recently been developed (cfMangasarian, 1981; Polyak and Tretiyakov, 1972; Sosnowski,

1981). HYBRID belongs to this group of non-simplex methods.

HYBRID uses a particular implementation of the Lagrange multiplier method for

solving linear programming problems. General linear constraints are included within an

augmented Lagrangian function. The LP problem is solved by minimizing a sequence
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of quadratic functions subject to simple constraints (lower and upper bounds). This

minimization is achieved by the use of a method which combines the conjugate gradient

method and an active constraints strategy.

In recent years many methods oriented for solving dynamic linear problems (DLP)

have been developed. Most of those methods consists of adaptation of the simplex

method for problems with a special structure of constraints. In HYBRID, a different

approach is applied. A DLP, which should be defined together with a state equation,

is solved through the use of adjoint equations and by reduction of gradients to control

subspaces (more exactly, to a subspace of independent variables). The method exploits

the sparseness of the matrix structure. The simple constraints (lower and upper bounds

for non-slack variables) for control variables are not violated during optimization and

the resulting sequence of multipliers is feasible for the dual problem. The global con­

straints (Le. constraints other then those defined as simple constraints) may be violated,

however, and therefore the algorithm can be started from any point that satisfies the

simple constraints.

The solution technique briefly outlined above allows for solution of problems that

are hardly to be solved by many other LP codes.

In order to provide general information about capabilities of HYBRID, the main

options are listed below. HYBRID offers the following features:

• Input of data and the formulation of an LP problem follow the MPS standard.

Additional rules (that concern only sequencing of some rows and columns) should

be observed in order to take advantage of the structure of a dynamic problem. An

experienced user may speed up computations by setting certain options and/or

parameters (cf the HYBRID User Manual).

• Solution is available in the standard MPS format and optionally in a user file

which contains all data that might be useful for postoptimal analysis and reports.

• A main storage area, called the communication region, contains all the information

corresponding to a run. The communication region is stored on disk in certain

situations to allow continuation of computations from failed (or interrupted) runs

or to run a modified problem while using previously obtained information without

the necessity of reading and processing the MPS input file.

• The multicriteria problem is formulated and solved as a sequence of paramet­

ric optimization problems modified in interactive way upon analysis of previous

results.

• For static or dynamic problem, the solution technique can be chosen.

• The problem can be modified at any stage of its solution (Le., by changing the

matrix of coefficients, introducing or altering right-hand sides, ranges or bounds).

• A special problem scaling is implemented (as described by Makowski and Sos­

nowski,1981).
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• A comprehensive diagnostics is implemented, including the checking of parallel

rows, the detection of columns and rows which are empty or contain only one

entry, the splitting of columns, the recognition of inconsistencies in right-hand

sides, ranges and bounds, and various other features that are useful in debugging

the problem formulation.

• The package supports a display of a matrix by rows (printing the nonzero elements

and names of the corresponding columns, right-hand sides and ranges), as well as

a display of a matrix by columns (analogous to displaying by rows).

• A check of the feasibility of a problem prior to its optimization is optionally

performed.

• The optimization problem solver uses a regularization of the problem (cf Sos­

nowski, 1981).

• More detailed information for an infeasible or unbounded problem is optionally

provided by the package.
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1 Introduction

Nowadays there is a trend in the scientific world to use concepts like: decision support

systems, simulation modelling, artificial intelligence, knowledge bases, formulation of

hypotheses, selection procedures, etc., in a close connection when solving one and the

same problem.

Gradually, such branches of scientific thought like simulation modelling, decision

support systems and artificial intelligence get more closely connected with each other,

and there comes into being a tendency of their consolidation and merging into one

solitary branch.

The area of decision support systems is closely related to the simulation modelling.

At least two very typical examples can be given:

1. The simulation model of a given complex system is used as a component part

(constructive element) of a decision support system. This simulation model is used

for conducting different simulation experiments connected with different versions

of the generated decisions, and for evaluating their consequences.

2. The process of synthesizing a simulation model may be treated as a multi-stage

decision making procedure, which includes: the generating of hypotheses, the

choice of competing versions of the model (i.e. choice between different hypothe­

ses), contim!ity and mutual dependence between decisions in successive stages of

the process, etc. In this case, a system for automated construction of simulation

models may be viewed as a peculiar decision support system.

In our work this connection between simulation modelling, decision support systems

and artificial intelligence is quite strongly pronounced, on account of the use of such

methods for automated construction of simulation models, which are based on a multi­

stage selection procedure (MSSP).

"This project has been completed with the financial support of the Committee for Science at the

Council of Ministers under contract No. 398/1987.
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In this project some new principles for software development in Decision Support Sys­

tems are suggested. The main parts of the software system is presented on Figure 1.

- - - - Initial hypotheses.

o Hypotheses not participating

in the given model

o Hypotheses taking part

in the given model

"Generation tree" of
the given model

0000
~

The given model (as a result of a number of hypotheses)

Figure 2. Multi-stage selection procedure.

Here we will pay attention to the part "Synthesizing models or equations with

MSSP" (Figure 2.). The main idea is that at each stage of selection (Figure 3.) a

number of hypotheses are generated. Each hypothesis is verified and evaluated and

then it competes with other possible hypotheses "fighting for survival". After that only

a few of them are selected as "best" in the sense of a predefined selection criteria. The

so selected hypotheses are used for generating more complicated hypotheses at the next

stage. The process of selection is started again, etc ... The selection procedure ends with

the achievement of a certain condition, limits or results.

Working permanently in an interactive mode the user has the possibility for a final

choice of the best model and for some additional considerations (but after having the

guarantee of evaluating a great number of possible models and the choice of a small

number of good ones).
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* - - - - -+- Initial hypotheses.

Generating new, more

complicated hypotheses.

Generation of new hypotheses

"struggling for existence" .

Evaluating all hypotheses and

selecting a limited number

of "best" hypotheses

Selected hypotheses. They are

used as initial hypotheses for

the next stage of selection.

- -+- Next stage of selection.

and so on

Figure 3. A single stage of selection procedure.

2 Multi-stage selection procedure (MSSP) for syn­

thesizing simulation models in the form of simul­

taneous equations

In the MSSP which is designed for synthesizing simulation models in the form of a system

of simultaneous equations (SSE) (Marchev and Motzev, 1983), we can differentiate three

main parts:

I. In the first part, on the basis of existing real data, grouped in a table of observa­

tions of researched system, we make a first choice of significant factors, which will

be included in the model. Then:

1.1. The generating of the variety is done by including nonlinear transformations

and taking into account the pre-history of the factors through heuristic con­

siderations by the researcher and automatically using a computer program.
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1.2. Each competing hypothesis represents a hypothesis of inclusion or non-in­

clusion of an additional factor in the table, that is, a hypothesis on the fact

is this factor potentially important for the mathematical description of the

research system.

1.3. The limit choice and the limiting of the variety is done using the criteria "cor­

relation with a dependent variable", but can be supplemented with heuristic

solutions given by the researcher. In all cases the preservation of the initial

factors - "protection of the variables" is guaranteed.

II. The second part represents a procedure for multi-stage selection of each equation

participating in the model. The form of the wanted equation is not predeter­

mined. The task of finding the form and coefficients of each equation is divided in

many tasks for determining the coefficients of equations with two variables - the

principle of grouping variables. In this way, we make certain of obtaining statisti­

cally important coefficients, based on a limited number of observations (undersized

samples of data). The form of the equation is determined by a few consecutive

stages of selection.

ILL The generation of the variety is done by introducing new intermediate vari­

ables for each stage and the creation of a new generation of intermediate

equations function with two variables which include indirectly more and more

complex combinations of the initial factors.

11.2. Each generated equation is considered as potential description of a given

connection in the model, which competes with the other possible descriptions

"fighting for survival" .

11.3. After each selection stage, there is no choice of a unique equation, but a

limited choice of a predetermined number of good equations is done - the

principle of non-finalized solutions. This gives us the possibility to obtain a

set of alternative good equations.

11.4. The estimation of the coefficient in each intermediate equation is done using

the criteria of the average square error. The existing set of data is divided

into two parts: a "teaching" set which is used for estimating the coefficient

in the intermediate equations, and the control set used for evaluating the

adequacy of the obtained equations - the principle of "Cross validation"

choice of a good model.

11.5. The chosen equations in a given generation are used for generating new,

more complex equations in the next generation. From these a predetermined

number are chosen as good etc.

11.6. The selection procedure ends when certain conditions, limit or results are

achieved, which the researcher wants to obtain based on a given number of

selections, achievement of an average minimum for the generation error and

others.

11.7. At the end of the second part of the MSSP automatically the full form of

the best equations is restored. Each equation describing a given connection
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in the model has a given number of alternative variations.

III. In the third part of the procedure from the obtained equations a synthesis of the

simulation model is done in the form of SSE:

1I1.!. The variety of alternative variants of the model, which represent SSE is

obtained by combined, already chosen, best equations.

111.2. Each of the competing hypotheses represents a hypothesis for inclusion in

the model of a given variant of the separate equation.

111.3. Each generated SSE is considered as a potential model which imitates the

analyzed system.

IlIA. The evaluation of these competing models is complexly done, using a great

number of statistical criteria - coefficient of correlation, variation coefficient,

average relative error, precision in forecasting and others.

111.5. The final choice of the best model is made by the researcher, who has the

possibility to introduce some additional nonformalized considerations, but

after having the guarantee of evaluating a great number of possible models

and the choice of a small number of good ones.

We have to remark, that in difference to existing traditional methods (Malinvaud,

1969), when the structural and parametrical identification of SSE is done separately, in

the described MSSP, this is done in a unified, highly automated procedure. In it, we have

the possibility for imposing predetermined limits on SSE coefficients as in traditional

methods. The difference is that an additional structural identification is done during

multi-stage selection.

During this structural identification automatically some of the variables are removed

and in the synthesized model remain only those, which are important. In this way,

simultaneously the form of each equation is determined as well as the important variables

participating and an estimation of the coefficients is done.

In addition the SSE coefficients can be obtained as time functions, which makes the

MSSP applicable to nonstationary systems describing most economic processes.

3 Software

For the described procedure for automatic synthesis of simulation models, a great num­

ber of algorithms and programs have been designed. These are organized in the following

program sets together with additional programs, applied program sets (APS):

- APS "ANALYSIS" - used for preliminary analysis of the dynamic role of variables

in the designed model and the relation between them.

- APS "SELECTION" - it is used for synthesizing the equations in the designed

model, using the multi-stage selection procedure.
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Model Main purposes
Specific characteristics

Year of design Accuracy

SIMUR 0 First step of the SIMUR project. A one-product macroeconomic

(1977-1978) Traditional methods used. model in the form of SSE with

Accuracy = 14%. 5 equations. Contains 5 endoge-

nous, 5 lag and 1 exogenous vari-

ables.

SIMUR I Analysis of possibilities for au- A one-product macroeconomic

(1978-1980) tomatic synthesis of SSE during model in the form of SSE with

the run of multi-stage selection 5 equations. Contains the same

procedure. set of variables.

Accuracy = 2.7%.

SIMUR II Design and experimenting of a Aggregated macroeconomic mo-

(1981-1982) programming system for auto- del in the form of 12 interde-

matic holding of simulation ex- pending simultaneous equations.

periments with SSE. Analysis of Contains 12 endogenous, 5 ex-

different criteria for the preci- ogenous and 26 lag variables with

sion's estimating of SSE. lag of up to 3 years.

Accuracy = 2.0%.

SIMUR III Improving the MSSP for syn- Macroeconomic simulation mo-

(1983-1985) thesis of SSE with many equa- del. Contains 39 equations and

tions. Simulating and forecast- 39 endogenous, 7 exogenous and

ing of main macroeconomic in- 82 lag variables with a time lag

dexes. of up to 5 years.

Accuracy < 1%.

SIMUR IV Next step of the SIMUR project. Multisector macroeconomic mo-

(1989) del. Contains more than 100

equations.

Table 1. The family of models "s I M U R"
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- APS "TUNNING" - it is used for automatic tunning of undefined coefficients in

the designed model and for automatic choice of equation blocks in SSE with the

help of "competing" procedure between the model variation.

- APS "SIMUL" - it is used for complex evaluation of adequacy of the synthesized

model using a great number of criteria and for conducting different simulation

experiments with the model.

These APS cover the main tasks during automated design of simulation models.

4 Application

Together with the design of a procedure for automated synthesis of simulation models,

we designed a family of macroeconomic models called SIMUR. The models from this

family can be considered as a result and at the same time as a base for this procedure.

Each model from the SIMUR family is designed with a special purpose - exper­

imentation and improvement of a given part of the MSSP for synthesis of SSE. The

conclusions obtained from each experiment with a model are used on one hand for de­

signing the next model and on the other for improving MSSP. In this way we have

achieved a parallel development and interaction between the family of models SIMUR

and the MSSP for synthesis of SSE.

Short information for the models is presented in table 1.

We have to remark, that during the design of new simulation models and with new

acquired experience, we continuously enrich the set of algorithms and programs for

automated synthesis of SSE.

5 Conclusions

This paper presents a new and perspective line in research and modelling of economic

systems - using a multi-stage selection procedure for synthesis of simulation models.

The proposed approach for automated design of simulation models gives us the possi­

bility to shorten the time expenditure and efforts for the design of a simulation model

and consequently widens the field of application of simulation modelling. The accumu­

lated experimental data (Ivachnenko and Muller, 1984), (Marchev and Motzev, 1983)

shows, that MSSP has great advantages over the existing methods - system dynamics,

econometric approach, aggregated modelling etc.

In this connection, the presented approach has a large field of application and needs

further development in the following main directions:

A. Further design of algorithms and programs for automated elaboration of simula­

tion models.

A very pressing practical problem in this direction is the design of a simplified

version of the program system, which is intended for a personal computer. That

is so, because of the fact that the now used program system is large and complex
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- its' total volume is about 30 thousand program lines in the PL/1 language. It

is designed for an IBM 4331 computer under the VM-370 operating system. At

present this system has a multitude of abilities and parameters which are assigned

in interactive mode, which fact often hampers more than aids the unprepared

user. Moreover, it ties him to an outdated operating system and computer.

On account of all these reasons arises a practical necessity for the design of a sim­

plified version of the program system, which is intended for a personal computer,

and which reflects all the experience accumulated by our research group in the field

of multi-stage selection procedures and algorithms, based on these procedures.

The existing situation doesn't exclude the possibility of using personal computers

right now, if the following scheme is used:

I. The synthesis of the separate blocks in the model and of the model as a whole

is done with the existing program system on a large computer.

II. The synthesized model, as well as the decision support system which uses it,

are modified for use on a personal computer.

There is another possibility (currently elaborated upon), which consists of con­

necting a personal computer of the IBM/ AT type to the IBM 4331 computer, in

the form of an intelligent terminal.

B. The design of new simulation macroeconomic models. In this direction, special

interest represents the design of the macromodels for different countries using the

same set of variables. On the basis of this, it will be possible to make valuable

comparisons and analysis of the common and specific characteristics reflected in

the different models.
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1 Introduction

Until recently, Decision Support Systems (DSS) were available only to those with access

to large mainframes and minicomputers. Most DSS-packages were mainly research

software type, practically unsupported and intended for experienced users.

The microprocessor technology brought significant changes. Many companies began

to develop microcomputer versions of DSS-software. While the vast majority of the

personal- and micro-computer users are not programmers but commercial program end

users, the need for well designed and supported software arose over the DSS-area.

2 DSS-design problems

DSS-designers have to face a number of serious design problems. Despite the con­

siderable progress, currently available microcomputers fall short of the memory and

computational power needed to satisfy the requirements of a large-scale DSS (Reimann,

Waren 1985). As a result, the designers often build separate DSS-modules instead of

complete systems. The choice of an appropriate DSS-module among the available ones,

its installation, the evaluation of the results - all these system functions remain un­

covered and are normally leaved to the user. Thus the parts of the system are present,

but the integrating link among them is missing.

Such an approach to the design of application systems is not new in the area of the

personal computers. Healey (1985) notes, that "IBM's own PC-application programs are

following the earlier, preintegration concept of a series of programs that are independent

but use similar user interfaces" .

As a consequence, the users have to undertake a great deal of the work. As Glatzer

(1987) states, "to implement a DSS, users continue to tie software systems together,

starting with corporate databases and moving to external databases, spreadsheets, and

so on. The pipelines are usually in place, but there is no central repository. So users

are making do in whatever way they can".

All these problems are especially difficult in the case of DSS microcomputers, but

they represent also a more general tendency in the DSS-design. Ariav and Ginzberg
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(1985) affirm that there has been no effective integration of the diverse elements of the

DSS to date, and this lack of an unified approach to the subject has hampered efforts

to develop a solid basis for DSS-design.

3 The role of the knowledge in the DSS-integration

It is clear that the problem of the integration of the elements of the DSS is a basic one

in the DSS-design. As its solution is shifted on from designers to the users, they have

to learn substantial information, concerning the operating system of the computer, the

structure and operation of the DSS itself, the interpretation of the results, and so on.

All this information is additional to the users, but they need it in order to manage the

DSS-operation correctly and to obtain a useful level of interaction with the system.

In other words, the integration problem in the DSS arises due to the lack (at least in

an explicit form) of all information, concerning the linkage of the available modules into

an unified system (Le., metainformation on the system's structure). It's missing also the

information regarding the functioning of each system module (input data restrictions,

theoretical base of the methods applied, ways of interpretation of the results and so on).

From the viewpoint of the conventional management information systems only the

metainformation on the system's structure seems to be relevant to the problem of DSS­

integration. In the case of DSS, however, the description of DSS-modules has the same

importance, due to the highly interactive nature of the DSS. During the session with

the system, DSS-users should have the possibility to simulate or model their problems

as completely and accurately as possible and test the impact of different assumptions

or scenarios (Reimann, Waren, 1985). This often requires the change of one method

to another, or a number of repetitive steps during the interaction. In terms of the

program implementation, this requires a transition from one DSS-module to another,

based on the conditions of the processing. Such a transition can be made only on the

base of exhaustive information about the process. So the information, describing the

DSS-modules functions plays a direct role in the integration process.

All these information has to be included within the system in a certain way in order

to achieve automatized integration. To expect to have all this information memorized

by the users, or accessed through a set of manuals is a hopeless business even for a

system of moderate complexity.

Current software engineering methods mark two possible ways for inclusion of that

information within a whole system:

• distribution of the information among the separate program modules of the sys­

tem;

• forming up a special module, where all integration information is represented in a

special form, with the additional program tools for maintenance and interpretation

of that representation.

As long as the integration information represents in fact knowledge about the system

integration, the difference between the two approaches lies in the form of knowledge

representation. In the first case, the knowledge is present within the system, but in
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a rather implicit form, which makes it directly nonaccessible to the user. The second

approach, which is typical for the so called Knowledge Based Systems (KBS), counts on

knowledge, represented in an explicit form in a separate system module - Knowledge

Base (KB).

The difference is not only formal; the type of knowledge representation determines

the possibilities for system changes, improvements and further development. In the

case of KBS it is possible to change the operation of the whole system (or parts of the

system) changing the rules in the Knowledge Base. In the conventional programming

systems re-specification of the system features normally leads to some recording of the

programs.

The advantages and shortcomings of KBS are widely covered in DSS-literature (cf.

Hayes-Roth, 1985). Modifications of such systems have found practical application in

such fields as chemistry, biology, computer technology etc. The analysis of the integra­

tion problems in DSS-design shows that the KBS could contribute to the solution of

that problems and to the improvement of the DSS in whole.

4 KBS as an integration link in DSS

Recently the question of relationship between DSS and KBS is often discussed in the

DSS-literature. Because of the similarities many researchers postulate convergency in

the development of both classes (Ariav, Ginzberg, 1985). Others declare the methods

of KBS and Artificial Intelligence (AI) as the best suitable ones for DSS-development

(Shen, 1987). There are also attempts to re-code existing methods, used in the DSS, in

logic programming languages (such as PROLOG) and to obtain so called logical DSS

as a result - though unefficient enough (Li, 1987).

Anyway, KBS should not be considered as a magical tool for producing "one-size­

fits-all solution". It is doubtfull whether the mere "change" of the existing solutions

with KBS-based ones will be the right answer to the DSS-problems. Much more realistic

seems to be the perspective of the integration between the existing DSS and the KBS

technology.

The discussion on the DSS-integration problems above prompts to the possibility

of the integration of DSS-modules based on a KBS. In order to achieve better results,

a balance between the detailed description of the knowledge and the computational

efficiency should be pursued. It is important, however, to distinguish between the

necessity of the description of some DSS-process within the KB, and the possibility of

implementation of that process based on the KB-description. While the description

is almost mandatory, the implementation through interpretation of the description can

cause rather unefficiency than flexibility. This means, that all DSS-modules, performing

well defined calculation or modelling operations, should remain practically unchanged

within an integrated DSS. However, their descriptions should be included into the KB

of the whole system and used in organisation of the links between DSS and KBS.

The following integration functions can be performed on the base of a KBS, used as

an integrating link within a DSS:

• management of the system's user interface, in order to give the user the informa-
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tion needed in an unified form;

• management of the installation and starting procedures of the separate DSS­

modules;

• evaluation of the results of the operation of the separate modules and automatic

chaining from one module to another according to the rules and descriptions within

the knowledge base;

• interpretation of the non-standard situations (including user and system errors).

Additional functions, facilitating the work of the users can also be performed on the

base of the stored knowledge:

• issue of advices based on the knowledge about the characteristics of the system's

modules (e.g., precision of the results, required processing time, theoreticallimi­

tations of the methods applied etc.);

• explanations about the course of the events and the expected results;

• advice information concerning the user's operations in a specific step of the process

(tutorial information).

A significant advantage of this approach is the possibility to use currently existing

(in the form of separate DSS-modules) software with little or no changes.

5 Implementation issues

The implementation of the approach described above imposes some requirements on the

hardware and the system software. In order to maintain the reasonable efficiency level,

the memory space of the computer has to be large enough to allow the simultaneous

installation of both KBS and any of the DSS-modules. It is important to note that only

one DSS-module at a time has to reside in the memory jointly with the KBS.

Since KBS has to carry out the management of the installation and starting proce­

dures for any of the DSS-modules being integrated, the availability of the appropriate

facilities in the operating system (OS) is premised. The KBS itself should not contain

such facilities; it should only issue system calls to the as, based on the rules and de­

scriptions from the knowledge base. It's quite clear that the lack of such facilities in a

specific as can make the realisation of the concept impossible. In such cases building

additional modules, carrying these functions, can be a solution.

Normally, no limitations on the use of different programming languages for both

KBS and DSS-modules should be imposed. Moreover, the use of different language

tools for the implementation is the more realistic case. The interface among different

languages can be obtained through the as.
Because of the necessity of building an unified user interface to the DSS, some

restrictions on the internal structure of the DSS-modules can arise. It is advisable

to remove the interface structures from the DSS-modules and to leave only the user
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interface of the whole system active. In case of well designed and structured DSS­

modules their own user-interface parts could easily be adapted to the common system

interface.

It is important to emphasize that the description of the user interface for each DSS­

module within the common knowledge base can be a difficult task: in some cases the

information used for user interface specification and description can constitute up to

40% of the whole KBS (Bobrow et aI., 1986).

Last but not least the efficiency problems have to be mentioned. The efficiency of

an integrated system depends very much on the efficiency of the implementation of the

KBS itself. Here the use of advanced techniques for management of large knowledge

bases will be of primary importance.

Another possibility for efficiency improvement could be the use of distributed pro­

cessing, based on Local Area Networks (LAN) as an environment for the integration

between DSS and KBS. The use of suitable system structures could help to avoid some

of the hardware restrictions.

6 Conclusion

The approach of the use of a KBS as an integrating link in the building of DSS is an

approach of more general character, overstepping the limits of the DSS-design. Applied

to the DSS, it brings considerable flexibility of the solutions in compliance with the

specific requirements and restrictions. All this allows to suppose that the research of

the integration between DSS and KBS will bring substantial practical results.
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1 Introduction

This paper describes the methodological background of research performed at Warsaw

University under the contracted study: "Theory, Software and Testing Examples for

Decision Support Systems" supervised by the International Institute for Applied Sys­

tems Analysis (Ogryczak et aI., 1987). The main goal of this work is development

and implementation of the Dynamic Interactive Network Analysis System (DINAS)

which enables the solution of various multiobjective transshipment problems with fa­

cility location using IBM PC/XT microcomputers. DINAS utilizes an extension of the

classical reference point approach to handling multiple objectives. In this approach the

decision-maker forms his requirements in terms of aspiration and reservation levels, Le.,

he specifies acceptable and required values for given objectives. A special TRANSLOC

solver was developed to provide DINAS with solutions to single-objective problems. It

is based on the branch and bound scheme with a pioneering implementation of the

simplex special ordered network (SON) algorithm with implicit representation of the

simple and variable upper bounds (VUB & SUB).

2 The generalized network model

A network model of the problem consists of nodes that are connected by a set of direct

flow arcs. The set of nodes is partitioned into two subsets: the set of fixed nodes and the

set of potential nodes. The fixed nodes represent "fixed points" of the transportation

network, i.e., points which cannot be changed. Each fixed node is characterized by

two quantities: supply and demand. The potential nodes are introduced to represent

possible locations of new points in the network. Some groups of the potential nodes

represent different versions of the same facility to be located (e.g., different sizes of a

warehouse). For this reason, potential nodes are organized in the so-called selections,

Le., sets of nodes with the multiple choice requirement. Each selection is defined by the

list of included potential nodes as well as by lower and upper numbers of nodes which

have to be selected (located). Each potential node is characterized by a capacity which

bounds maximal flow through the node. The capacities are also given for all arcs but

not for the fixed nodes.
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A several linear objective functions are considered in the problem. The objective

functions are introduced into the model by given coefficients associated with several

arcs and potential nodes. They will be called cost coefficients independly of their real

character in the objective functions. The cost coefficients for potential nodes are, how­

ever, understood in a different way than for arcs. The cost coefficient connected to

an arc is treated as the unit cost of the flow along the arc whereas the cost coefficient

connected to a potential node is considered as the fixed cost associated with the use

(location) of the node rather than as the unit cost.

For simplicity of the model and the solution procedure, we transform the potential

nodes into artificial arcs. The transformation is performed by duplication of all potential

nodes. After the duplication is done all the nodes can be considered as fixed and each

potential node is replaced by an artificial arc which leads from the node to its copy.

Due to the transformation we get a network with the fixed structure since all the nodes

are fixed. Potentiality of artificial arcs does not imply any complication because each

arc in the network represents a potential flow. Moreover, all the bounds on flows (i.e.,

capacities) are connected to arcs after this transformation. Additional nonstandard

discrete constraints on the flow are generated only by the multiple choice requirements

associated with the selections. Cost coefficients are connected only to arcs, but the

coefficients connected to artificial arcs represent fixed costs.

A mathematical statement of this transformed problem takes the form of the follow­

ing generalized network model:

minimize

i E N (2.2)

(i,j) E A \ Aa (2.3)

(i,j) E A a (2.4)

k=1,2, ... ,n. (2.5)

(i,j) E A a (2.6)

where

L If; Xij + L If; Yij

(i,ilEA\Aa (i,ilEAa

subject to

L Xij - L Xji = bi

(i,j)EA (i,i)EA

o ~ Xij ~ Cij

o ~ Xij ~ CijYij

gk ~ L Yij ~ hk

(i,j)ESl

Yij = 0 or 1

p = 1,2, ... ,no (2.1)

no - number of objective functions,

N - set of nodes (including copies of potential nodes),

n. - number of selections,

A - set of arcs (including artificial arcs),

A a - set of artificial arcs,

If; - cost coefficient of the p-th objective associated with the arc (i,j),
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bi - supply-demand balance at the node i (supply is denoted as a positive quan­

tity and demand as negative),

Cij - capacity of the arc (i,i),

gA:, hA: - lower and upper number of (artificial) arcs to be selected in the k-th selec-

tion,

SA: - set of (artificial) arcs that belong to the k-th selection,

Xij - decision variable that represents flow along the arc (i,i),

Yij - decision variable equal 1 for selected arc and 0 otherwise.

The generalized network model of this form includes typical network constraints (2.2)

with simple upper bounds (2.3) as well as a special discrete structure (2.5)-(2.6) con­

nected to the network structure by variable upper bounds (2.4). While solving the

model we have to take advantage of all these structures.

3 Interactive procedure for handling multiple ob­

jectives

There are many different concepts for handling multiple objectives in mathematical

programming. We decided to use the so-called reference point approach which was

introduced by Wierzbicki (1982). This concept was further developed in many papers

and was used as a basis for construction of the software package DIDAS (Dynamic

Interactive Decision Analysis and Support system). The DIDAS package developed

at IIASA proved to be useful in analyzing conflicts and assisting in decision making

situations (Grauer et al., 1984).

The basic concept of the reference point approach is as follows:

1. the decision-maker (DM) forms his requirements in terms of aspiration levels, i.e.,

he specifies acceptable values for given objectives;

2. the DM works with the computer in an interactive way so that he can change his

aspiration levels during sessions of the analysis.

In our system, we expend the DIDAS approach. The extension relies on additional

use of reservation levels which allow the DM to specify necessary values for given ob­

jectives (Wierzbicki, 1986).

Consider the multi-objective program associated with the generalized network model:

minimize q

subject to q = F(x,y), (x,y) E Q

where

q represents the objective vector,

F is the linear vector-function defined by (2.1),
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Q denotes the feasible set of the generalized network model, i.e., the set defined by

conditions (2.2)-(2.6).

The reference point technique works in two stages. In the first stage the DM is

provided with some initial information which gives him an overview of the problem.

The initial information is generated by minimization of all the objectives separately.

More precisely, a sequence of the following single objective programs is solved:

no

min { JP(x, y) + (ro/no) L t (x, y) : (x, y) E Q}
;=1

p = 1,2, ... ,no (3.1)

where fP denotes the p-th objective function and ro is an arbitrarily small number.

The so-called decision-support matrix (or pay-off matrix)

D = (qpj )p=1, ... ,no; j=1,... ,no

which yields information on the range of numerical values of each objective is then

constructed. The p-th row of the matrix D corresponds to the vector (xP,yP) which

solves the p-th program (3.1). Each quantity qpj represents a value of the j-th objective

at this solution (Le., qpj = fj (xP, yP)). The vector with elements qpP' Le., the diagonal

of D, defines the utopia (ideal) point. This point, denoted further by qU, is usually not

attainable but it is presented to the DM as a lower limit to the numerical values of the

objectives.

Taking into consideration the j-th column of the matrix D we notice that the min­

imal value in that column is qpP = q;.

Let q'j be the maximal value, Le.,

The point qn is called the nadir point and may be presented to the DM as an upper

guideline to the values of the objectives. Thus, for each objective fP a reasonable but

not necessarily tight upper bound qn and a lower bound qU are known after the first

stage of the analysis.

In the second stage an interactive selection of efficient solutions is performed. The

DM controls the selection by two (vector-) parameters: his aspiration level q" and his

reservation level q', where

qU ~ q" < q' ~ qn

The support system searches for the satisfying solution while using an achievement

scalarizing function as a criterion in the single-objective optimization. Namely, the

support system computes the optimal solution to the following problem:

minimize
no

1 ~ ~ 0 [up(q,q",q') + (ro/no) {;up(q,q",q')] (3.2)

subject to q=F(x,y) (x,y)EQ
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where ro is an arbitrarily small number and Up is a function which measures the deviation

of results from the DM's expectations with respect to the zr-th objective, depending on

given aspiration level qa and reservation level qr .

The computed solution is an efficient (Pareto-optimal) solution to the original mul­

tiobjective model. It is presented to the DM as a current solution. The DM is asked

whether he finds this solution satisfactory or not. If the DM does not accept the current

solution he has to enter new aspiration and/or reservation levels for some objectives.

Depending on this new information supplied by the DM a new efficient solution is com­

puted and presented as a current solution. The process is repeated as long as necessary.

The function up(q, qa, qr) is a strictly monotone function of the objective vector q
with value up = 0 if q = qa and Up = 1 if q = qr. In our system, we use a piece-wise

linear function up defined as follows:

1

ap(qp - q;)/(q; - q;), if qp < q;

up(q,qa,qr) = (qp _ q;)/(q; _ q;), if q;::; qp::; q;

bp(qp - q;)/(q; - q;) + 1, if q; < qp

where ap and bp (p = 1,2, ... , no) are given positive parameters. In particular, the

parameters ap and bp may be defined (similarly as in Wierzbicki, 1986) according to the

formulae

ap a(q; - q;)/(q; - q;)

bp b(q; - q;)/(q; - q;)

with two arbitrarily given positive parameters a and b.

If the parameters ap and bp satisfy inequalities ap < 1 and bp > 1, then the achieve­

ment functions up are convex. Minimization of the function up is then equivalent to

minimization of a variable up defined as follows:

vp - v: + v; = (qp - q;)/(q; - q;)

o ::; Vp ::; 1

v+ > 0 v
p
- >_ 0p - ,

4 General concept of the TRANSLOC solver

(3.3)

(3.4)

(3.5)

(3.6)

The TRANSLOC solver has been prepared to provide the multiobjective analysis proce­

dure with solutions to single-objective problems. According to the interactive procedure

described in Section 3 the TRANSLOC solver has to be able to solve two kinds of single­

objective problems: the first one associated with calculation of the decision support

matrix (problems (3.1)) and the second one associated with minimization of the scalar­

izing achievement function (problems (3.2)). Both kinds of the problems have, however,

the same main constraints which represent the feasible set of the generalized network
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model. Moreover, the other constraints of both kinds of problems can be expressed in

a very similar way.

Both the single-objective problems are typical mixed integer linear programs, Le.,

they are typical linear programs with some integer variables (namely Yi;). Mixed integer

linear programs are usually solved by branch and bound approach with utilization of

the simplex method. The TRANSLaC solver also uses this approach. Fortunately, only

very small group of decision variables is required to be integer in our model. Therefore

we can use a simple branch and bound scheme in the solver.

Even for a small transshipment problem with facility location, the corresponding

linear program has rather large size. For this reason it cannot be solved directly with

the standard simplex algorithm. In order to solve the program on IBM PC jXT micro­

computers, it is necessary to take advantage of its special structure.

Note that the main group of equality constraints (2.2) represents typical network

relations. All these rows can be handled in the simplex method as the so-called special

ordered network (SON) structure (Glover and Klingman, 1981, 1985).

The inequalities (2.3) and (3.5) are standard simple upper bounds (SUB) which are

usually processed out of the linear programming matrix (Orchard-Hays, 1968). Simi­

larly, inequalities (2.4) can be considered as the so-called variable upper bounds (VUB)

and processed out of the matrix due to a special technique (Schrage, 1975; Todd, 1982).

Thus only a small number of inequalities has to be considered as typical rows of

linear program. While taking advantage of this fact, the TRANSLaC solver can process

transshipment problems of quite large dimensions. As a proper size of problems for IBM

PCjXT microcomputers we regard:

• a few objective functions,

• about one hundred of fixed nodes,

• a few hundreds of arcs,

• several potential nodes (artificial arcs) organized in a few selections.

Initial experience with the TRANSLOC solver shows that such problems can be

solved on IBM PCjXT microcomputers in a reasonable time.

References

Glover, F., Klingman, D. (1981). The simplex SON method for LP jembedded network

problems. Mathematical Programming Study, 15, pp. 148-176.

Glover, F., Klingman, D. (1985). Basis exchange characterization for the simplex

SON algorithm for LP jembedded networks. Mathematical Programming Study,

24, pp. 141-157.

Grauer, M., Lewandowski, A., Wierzbicki, A. (1984). DIDASS - theory, implementa­

tion and experiences. In: Grauer, M., Wierzbicki, A. P.(eds), Interactive Decision

Analysis. Springer, Berlin.



201

Ogryczak, W., Studzinski, K., Zorychta, K. (1987). A solver for the transshipment

problem with facility location. In: Lewandowski, A. and Wierzbicki, A. (eds.),

Theory, Software and Testing Examples for Decision Support Systems. IIASA,

Laxenburg.

Orchard-Hays, W. (1968). Advanced Linear-Programming Techniques. McGraw-Hill,

New York.

Schrage, L. (1975). Implicit representation of variable upper bounds in linear pro­

gramming. Mathematical Programming Study, 4, pp. 118-132.

Todd, M. J. (1982). An implementation of the simplex method for linear programming

problems with variable upper bounds. Mathematical Programming, 23, pp. 34-49.

Wierzbicki, A. P. (1982). A mathematical basis for satisficing decision making. Math­

ematical Modelling, 3, pp. 391-405.

Wierzbicki, A. P. (1986). On the completeness and constructiveness of parametric

characterizations to vector optimization problems. OR Spektrum, 8, pp. 73-87.



A Decision Support System Based on the Job

Shop Problem in Real Manufacturing

Paolo Serafini

University of Udine, Italy

Walter Ukovich

University of Trieste, Italy

1 Introduction

The paper presents the general approach adopted to design a decision support system

for the problem of scheduling the operations in the shop of a large manufacturing plant.

The general philosophy according to which the design is carried out consists essen­

tially in formulating an abstract job shop problem and then using its output to generate

an appropriate solution for the real scheduling problem.

Since there is no hope that the abstract job shop problem may ever adequately

match all the relevant features of the real scheduling problem at hand, incongruities are

unescapably generated this way (cf. for instance Gelders and Van Wassenhove, 1981).

Thus the aim of the design consists in bridging the gap existing between the abstract

formulation and the real problem by exploiting the decision maker's problem knowledge

and experience in an interactive way.

Other similar projects have been reported in the literature, although with different

emphasis on different aspects, such as for instance setting some problem parameters like

due dates (Viviers, 1983), or designing a suitable graphical user interface (Jones and

Maxwell, 1986).

The present paper focuses mainly on general issues such as the overall architecture

of the system and the motivations for it, the requirements it should meet and the

functional structure according to which it should be organized. With this perspective

in mind, some specific issues, such as algorithms or coding, are not dealt with here in

detail.

Since the decision support system is tailored to cope with a specific production

system, the latter is shortly presented at the beginning. Then the former is considered,

and its structure and characteristics are presented. A special attention is dedicated to

the optimization function and the features it should possess in order to provide effective

elements to solve the real scheduling problem.
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2 The production system

The production system we are considering has several peculiarities that deeply affect the

production planning and scheduling problems. So in this section we briefly summarize

some of its most relevant characteristics.

The produced items are electric machines (motors and generators, both a.c. and

d.c.); each one of them is produced on the base of a specific customer order, and there

is so a wide range of different product characteristics that in practice each order may be

considered as requiring a different product. Moreover, very small lots, and often single

items are normally required by each order, so that nearly each produced item is different

from the other, and requires even to be designed, planned and scheduled individually.

The product structure is also rather articulated, and consists of several parts as­

sembled together, which are in turn made up of other subassemblies, and so on up to

a dozen depth levels. However, the operations on single parts largely prevail on the

assembling operations in terms of time, machines and workforce required.

The production system is organized in departments, which perform a class of homo­

geneous activities (e.g. mechanical or electrical operations, testing, warehousing, etc.).

The departments may be in turn divided in sections, devoted in general to operations

to be performed on a same part type. So normally the operations on a same physical

piece evolve within the same section; once they have been carried out, the piece is as­

sembled and another series of operations takes place on the assembled unit, possibly in

a different department.

The most heavily loaded department is the one performing the mechanical oper­

ations, and within it the section operating on medium- and small-size parts; such a

section is the main subject of the work presented here. In order to grasp some quanti­

tative aspects of the problems involved, we mention that this section has 32 machines

and its average number of pending jobs (sequence of different operations, Le. tasks, to

be performed on a same part, generally by different machines) is of several hundreds,

typically observed figures being in the range of 600-700.

3 The production planning system

The production planning function for the whole plant is performed by a MRPII system.

It outputs a production plan for each department by first decomposing each product to

be shipped in its constituents and then scheduling the operations necessary to produce

them according to the production times fixed at the design stage. So in practice each

department gets the list of the operations it should perform on a weekly basis. Since

this constitutes the starting point for the detailed scheduling problem we are mainly

interested in, it deserves to be analyzed in some depth, in particular for what concerns

the way in which tasks are attributed to the machines and their leading times are

evaluated.

The production planning system operates on an infinite capacity basis; in other

words, the condition that the same machine cannot perform simultaneously different

operations on different parts is simply disregarded. This would lead to unrealistically
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fast production plans if the actual operation times would be considered; so operation

times are generously overestimated in order to take care of the limited availability of

resources. In practice, the rather crude approximation is adopted of taking the time

necessary to accomplish an operation, for planning purposes, equal to the effective time,

expressed in workdays, rounded to the successive integer plus one day. It is clear that so

a large tolerance allowed for the real operation times makes more complex the problem

of scheduling the operations on the available machines. Moreover, the possibility of

performing the same operation on different machines, possibly at different efficiency

levels, is not considered at the production planning level, so the concrete scheduling

problem also involves assigning the tasks to the machines.

Finally, the continuous nature of the process should be kept in mind, since orders

may arrive at any time in the future within the horizon that has been already planned.

Whereas at the planning level this just requires a re-planning procedure, at the schedul­

ing level problems may arise from the fact that some tasks scheduled according to the

previous plan may already be under operation.

4 The scheduling problem

The scheduling problem consists in determining when each planned operation has to be

performed, if possible, within the planned period. The problem data concern the tasks

to be executed and the resources (time, machine, workforce, etc.) available to carry

them out. They may be categorized as follows:

• task resources: the resources required by each task are specified; all the possible

alternatives are described explicitly;

• task sequences: the order in which the tasks of a job have to be performed is

given;

• resource availability: the machine status (operating/down) and the time they are

available (e.g. in number of shifts) is provided.

Whereas the planning problem in the plant we are considering is solved by a spe­

cific module of an MRPII system on an automatic information processing system, the

scheduling problem was originally left to the skills and the experience of the production

supervisors.

Due to the characteristics of the production system we are considering, the schedul­

ing problem involves mainly the shop floor management, hence the section level of the

shop organization; nevertheless, it is important to keep in mind the whole hierarchical

organization of the shop, since the problem data come to the section level from the

planning system through the shop and department levels, which may affect them in

different ways: for example, by determining the resource availability or by setting prior­

ities among the jobs. Moreover, the objectives of the production scheduling problem are

considered in a different way at the different decision levels. In fact, all factors relative

to a rational use of the resources are mainly of concern at the lower hierarchical levels,

whereas more general aspects related to the productivity, such as respect of the planned



205

due dates and the coordination among different departments have higher priorities at

upper levels.

5 A decision support system for the production

scheduling problem

The production scheduling problem just sketched in the previous section has several

relevant features that make it very complicated in many senses: among them we may

recall the necessity of dealing with many objectives, the different types of resources to

be accommodated, the various skills or degrees of efficiency provided by different units,

etc.

Moreover, the actual dimensions of the real problem to be tackled are so large that

the decision makers cannot be reasonably supposed to master every slightest detail of

the whole situation on hand; rather, their ability and experience allow them to operate

on the base of few aggregate value judgments, thus providing common-sense solutions,

but with no possibility of evaluating their fitness.

Furthermore, it must be stressed that a wide class of informal and hardly quantifiable

elements play an important role to several crucial aspects of the problem, such as

the priorities imposed among jobs or tasks, or unpredictable events, such as machine

breakdowns requiring alternative routings, unavailability of tools or of NC machine

tapes, lack of operators, etc. Again, all such aspects are faced in practice by the decision

makers' ability; nevertheless, the nature and the characteristics of this problem suggest

that there should probably be still further margins open for improved solutions.

Here is where the idea for a decision support system (DSS) comes in, as a tool for

the decision maker to expand its decision capabilities. It should be pointed out that

the DSS is intended not to replace the decision maker providing autonomous solutions,

but rather to manage some well defined aspects whose characteristics (dimensions, data

volume and availability, etc.) make them awkward to be dealt with manually, yet

conveniently affordable by using automatic information processing means.

6 General requirements and structure for the deci­

sion support system

From a structural point of view, the DSS consists of different modules, each of which

is dedicated to a specific function. We review in this section some aspects of the com­

munication modules, whereas the optimization function will be analyzed more deeply

in the next section.

One of the most relevant features the DSS should enjoy is the ability to exchange

information in an effective way with the decision maker and the other systems of its

environment: the one performing the planning function and the job shop monitoring

system (not yet in operation to date). So appropriate interfaces must be provided to

accomplish such tasks. Analyzing them is beyond the scope of this paper; nevertheless,
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some few remarks are appropriate in order to enlighten the overall philosophy of the

system.

Information is flowing one way to the DSS from the production planning system and

from the shop floor. In the former case the jobs to be scheduled and their features are

obtained, and in the latter the piece and resource availability is monitored. (As it has

been already mentioned, the information drawn from the shop floor is mainly relevant

for production control purposes rather than for the production scheduling function.)

On the converse, the information is exchanged t w ~ w a y s with the decision maker: the

decision maker may provide some conditions on the scheduling problem and then gets the

solution. It must be stressed that this is the only way the DSS outputs information: in

fact, it is not supposed to affect directly neither on the shop floor nor on the production

planning system.

As far as the user interface is concerned, some of its expected features are worth

further consideration. First, the DSS should be highly interactive, in the sense that

is should be able to deal with several kinds of conditions imposed by the user to the

production scheduling problem at hand. Since such conditions may come to the at­

tention of the decision maker by considering a solution just provided by the system,

interactivity in this sense requires the ability of computing efficiently a new solution on

the base of an already available one, which the conditions added by the user may have

perhaps driven out of feasibility or of optimality.

Furthermore, the DSS must be fast in providing its answers. This is an obvious

requirement to assure its effectiveness, but it has also deep consequences on the way it

should be implemented. In fact, this implies that exact optimization methods may be

not appropriate if they require large computation times. Since there is little hope to

get efficient exact algorithms for such a complex and large kind of problems, sacrificing

optimality to rapidity becomes unavoidable. So the DSS will necessarily use heuristics

to provide suboptimal solutions to the scheduling problem.

7 The optimization module

The optimization module is the central part of the DSS. It produces a schedule for the

tasks relative to the jobs released by the production planning system such that it is:

• feasible with respect to all the stated constraints and conditions; constraints refer

either to the product structure (e.g. task sequence) or to the production plant

(resource availability); conditions are further constraints imposed by the decision

maker, e.g. to meet particular requirements, or to comply with some given prece­

dences, etc.

• optimal, or at least "suitable" with respect to the different level objectives men­

tioned before.

Moreover, further desirable features the solution should enjoy are:

• stability: as the situation evolves (new orders arrive, operations progress, etc.), the

solutions provided should change to meet the new requirements in a as smooth
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way as possible. In particular a new solution should not diverge dramatically

from the previous one, unless the underlying situation has changed radically in

the meantime; so the optimization module must be able to formulate efficiently a

new solution based on a given one (possibly the previous one, or one proposed by

the decision maker);

• robustness: the solution provided should not depend in a critical way on the

specific data values provided, which may often be affected by uncertainties and

errors.

Meeting the above requirements for the scheduling problem may be a very hard

challenge, due to the features analyzed above (qualitative complexity, huge dimensions,

non formalizable or quantifiable elements, etc.). The approach we take consists in

formulating a simple, well-defined abstract problem which captures as many as possible

(yet not necessarily all the) characteristics of the real scheduling problem; then the

abstract problem is solved and its solution is used in turn to formulate an appropriate

solution for the real scheduling problem.

Converting the abstract solution into a real one is the crucial point of the optimiza­

tion module; besides by choosing an appropriate formulation for the abstract problem,

its effectiveness may be accomplished in three different ways:

• by pre-processing the data for the real problem before they are fed to the abstract

problem solver;

• by adopting a suitable solution method for the abstract problem in order to cope

with some requirements of the real problem that haven't been formulated precisely

in the abstract setting; this is particularly interesting if suboptimal solutions are

searched by heuristic techniques;

• by post-processing the results obtained for the abstract problem; if a solution for

the real problem cannot be derived, the data for the abstract problem may be

modified through a feedback loop and the solution procedure may be iterated.

Accordingly, the optimization module will be logically and functionally organized in

three parts: the core implementing the algorithm for the abstract problem and the pre­

and post-processing elements.

The production scheduling problem is formalized as an abstract job shop problem.

The version we adopt is stated as follows (d. for instance Blazewicz et aI., 1983):

A set of jobs is given, each of which consists of a sequence of tasks; each task is

characterized by the time it requires and of the available machines on which it must

be performed. Then a schedule is sought which must be feasible with respect to the

task precedence and the machine availability constraints, and optimal in the sense of

exhibiting the minimal overall makespan.

For this classical problem an efficient heuristic has been recently devised (d. Adams

et aI., 1987). Lack of space doesn't allow to present it here, so the interested reader is

referred to the quoted paper. Rather, it is interesting to analyze here in some detail

some specific features of the problem at hand which called for significant adjustments
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both in the problem formulation and in its solution method. A thorough exposition of

all the algorithmic details will appear in (Serafini et al., 1988).

8 Matching the real and the abstract problem

The job shop problem retains several relevant features of the real scheduling problem;

nevertheless, it is important to analyze the differences between them in order to devise

the most appropriate means to overcome them:

• the job shop problem considers a single objective, whereas the essence of the real

problem is certainly multiobjective; as a consequence, optimality for the abstract

problem is not essential; rather, a suboptimal solution showing a satisfactory

performance also with respect to the other objectives of the scheduling problem

would be more desirable. This affects the core of the optimization module and

requires a careful specialization of the algorithm it uses. Actually the adopted

heuristic behaves ,veil in this respect.

• priorities among jobs or tasks are not considered by the job shop problem, whereas

they are a crucial feature of the real problem. To overcome such a drawback, the

data for the former are appropriately pre-processed by the decision maker by

assigning all jobs to priority classes; then each class is scheduled in turn, starting

from the one with higher priority. This procedure alters the classical structure

of the job shop problem, introducing "forbidden periods", that is time intervals

during which machines are not available because higher priority tasks have been

already assigned to them. This requires appropriate modifications to the solution

algorithm, that have been already carried out.

• the abstract problem deals with a single resource type, Le. machines, whereas the

real problem involves at least two main categories, that is machines and operators,

and several minor ones, such as, for instance, tools, NC tapes, etc. Furthermore,

each resource element may have different characteristics, which may also affect the

effectiveness of the operations it may perform. As a consequence, a solution pro­

vided for the job shop problem may result nonfeasible for the real problem. Such

a situation may be faced by post-processing the unfeasible solution, and possibly

formulating additional constraints according to which the job shop problem must

be then re-optimized. The additional constraints we are first considering at the

moment consist in specific precedences between tasks. This does not complicate

significantly the original algorithm.

• in the job shop formulation, each task is rigidly assigned to a specific machine,

whereas the common practice normally allows some alternatives, although pos­

sibly with different efficiency degrees. However, such an incongruity may only

affect the optimality and not the feasibility of the abstract solution, so a post­

optimization procedure may be appropriate to deal with it. This is currently

under investigation.
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• the job shop problem requires that all the jobs are simultaneously available at

the beginning of the process, whereas in the real situation orders may arrive at

any time. Furthermore, production is normally in progress when the scheduling

problem is being processed, so resources are not generally all available at the

beginning of the scheduled period, but are released at the end of the current

operations. The latter aspect may be dealt with again using forbidden periods,

and the former one by re-optimizing when a large enough number of required but

not yet scheduled jobs is attained.

We point out that the heuristic developed by Adams et al. (1987) and modified as

outlined above performs satisfactorily. In fact instances of the size previously mentioned

(about 30 machines, 100 jobs, 600 tasks) are solved in about one minute CPU. We

consider this as a good starting point if we want add other features to the core algorithm.

9 Conclusions

As it has been anticipated, not all the relevant aspects relative to the project treated

here are supposed to be presented in this paper. Nevertheless, the general philosophy

and all the main ideas have been described, according to which the actual system has to

be implemented. Such a careful preliminary analysis is certainly a necessary condition

for a successful implementation. Moreover, it may provide interesting hints for similar

projects in different conditions.

The realization of the optimization module is near to be completed to date. The

other modules are somehow less critical, with the partial exception of the user interface,

which may deserve some deeper analysis.

Needless to say, the ultimate evaluation of the project will be based on the way the

system will be perceived by the decision makers and on the impact it will have on the

production system. Obviously the actual decision makers are already engaged in the

DSS project and most design characteristics are based on their suggestions.
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1 Introduction

We consider the problem formulated by Anthonisse et al. (1987). A set of tasks, divided

into several projects, is to be executed in certain production process. A set of limited

resources (machines, equipment, personnel), available in various periods of time, is given

in order to perform the tasks. The task processing times depend on resource allocation,

and all the possible means of a task performing are known. All the constraints on

production process are formulated as: resource constraints, object constraints, waiting

time constraints, release time and dead line constraints. A multiobjective criterion is

considered based on the penalty function with respect to given due dates of tasks.

The above model describes the functioning of an organisation that runs several

projects ordered by customers, simultaneously. Decision making in the organisation

is performed periodically and consist in designing a plan (tasks schedule) for a given

production period.

The described model of the real life situation is not as general as we wish it should

be. It is possible to create a more general one, however the discussed model seems to

be enough difficult, from theoretical point of view, for solving.

2 From deterministic scheduling to DSS

When we analyse the problems stated above on the background of the deterministic

scheduling theory we find them extremely hard. There exist no efficient tools for solving

such a type of problems. One can solve them only when the size of problem instance is

enough small (no more then 50 tasks); in other cases approximation methods are used.

Therefore the detailed analysis should be carried out in order to indicate subareas of

scheduling theory which can be applied in DSS.

The deterministic scheduling theory offers the following "tools": computational

complexity theory, elimination criteria, polynomial algorithms, B-and-B algorithms,

approximation algorithms, methods for finding lower bounds, solution evaluation meth­

ods. All this tools are shortly analysed and conclusions are presented.
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The complexity analysis shows that the problem stated above is strongly NP-hard.

Moreover, the problem of finding any feasible solution is NP-hard too. This means that

we are forced to apply an enumerative method in order to find a feasible solution, but

without guarantee of finding it in a reasonable time. On the other hand we may apply

any fast approximation algorithm which, however, can generate infeasible solution. The

DSS user should be informed about all the possible ways of solving the problem. In

the case when DSS fails in obtaining a feasible solution, it may indicate the possible

directions of problem modification (for instance deleting some tasks, varying dead lines,

etc.).

The elimination criteria exist for some special cases of scheduling problems and

allow us to reduce the set of feasible solutions. In such cases the solution search can

be done easily. The following two examples show that, however, not all the known

elimination criteria are useful for practical applications.

Example 1: Elimination criteria given by Szwarc (1978) for the F II Croax problem.

Let assume that the ratio of number of arcs generated by elimination criteria to the

number of all arcs in a full graph is represented by s. A simple experimental test

(Table 1) shows that the number 8 drastically decreases with the increasing number of

machines m, and hence the above criteria fail already for m 2: 5.

m 3 4 5 6 7

s 25% 5% .5% .1% .0%

Table 1.

Example 2: The elimination criteria given by Carlier (1987) for the J II C roax prob­

lem. They are sufficiently good, because an algorithm in which they have been imple­

mented, solves the famous instance 100\10110 of J II C roax that haven't been solved for

over 20 years (Muth and Thompson, 1963). The technique introduced by Carlier seems

to be fruitful and should be extended on more general problems.

The polynomial algorithms exist only for a small class of scheduling problems (Rin­

nooy Kan, 1976; Gupta and Kyparisis, 1987), but the class of these algorithms seems to

be very important, since all the solution methods for general scheduling problems are

strongly based on fundamental results obtained for simple problems. Thus, polynomial

algorithms are used as the auxiliary ones in more complex algorithms.

The Branch-and-Bound methods are formulated for finding optimal solution of

strongly NP-hard problems. That methods are generally based on the active schedul­

ing approach (e.g. Rinnooy Kan, 1976; Lenstra, 1976; French, 1982), cliques approach

(Carlier, 1987) and critical path approach (Bouma, 1982; Grabowski et al., 1983). The

computational experiments show that this type of method is "sufficiently good" only

for the small size problems (no more then 100 tasks and 10 resources). The 1lr;ILroax

problem is the rare exception and has been solved by the B-and-B method (Carlier,

1982) for even 10000 tasks. However, in the general case, the method seems to be too
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complex and time-consuming for practical applications. Hence this type of algorithms

is used only in special cases to improve solutions obtained in some other way.

The approximation algorithms are the most popular methods for solving the prac­

tical scheduling problems. There are based on the simple scheduling problems, relaxed

problems, priority rules, local searching, and so on, and often run in a polynomial time.

Panwalker and Iskander (1977) list about 80 different priority rules used in priority

scheduling. In literature there exist many various specialized approximation algorithms;

sometimes several ones for a problem. The algorithms differ one from other by com­

plexity, solution times, solution quality, etc. It is clear that all these algorithms should

be tested and areas of practical application should be precised.

The lower bound of a value of the goal function is, in many cases, necessary in order

to evaluate the solution quality. Many various methods are used: linear programming,

linear assignment, knapsack problem, simple scheduling problems, dual problems and

so on. The algorithms for calculating the lower bound should run in a polynomial time.

The solution evaluation methods use the worst-case analysis, average analysis and

massive experimental tests. The results are known, however, only for simple problems

and simple algorithms.

From the above considerations the following practical conclusions arise. There exist

no useful method for solving general multiobjective project scheduling problem. All the

algorithms formulated for special cases should be taken into account in support system.

3 Architecture of DSS

On the base of the conclusions from the previous paragraph a structure of DSS is

proposed in form shown in Figure 1. The function of particular system elements are

discussed in the sequel.

All the information about the production process are collected by data base manager

and stored in data base. The information consist of the following kind of data: (i) data

for projects and resources (such parameters as: priority weights, release and due dates,

dead lines, time periods of resource availability, etc.), (ii) the applied decision (with a full

information about the decision situation) with respect to an actual state of production

process, (iii) the future decision (plan) with respect to new states of the process, (iv) the

history of the process i.e. decision situations and decisions that can be treated as the base

of experimental knowledge. Data contained in data base are stored in a form convenient

for managers i.e. technological cards, customer orders, charts, etc. A data base manager

performs standard data base functions (i/o data, editing, selecting, reporting, etc.) and

additionally transforms data stored in the data base to a standard form accepted by

DSS and vice versa. It is assumed that the data base and the data base manager do not

belong to DSS. This allows to link DSS with any existing data bases without additional

limitations.

The DSS in the basic version consists of solver and data processor and fulfills ele­

mentary functions assumed by Anthonisse et al. (1987) (i/o data, updating data, con­

sistency checking, manual scheduling, automatic scheduling, leading dialogue, etc). The

presentation of information in a graphic form by graphic processor is an indispensable
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condition of carrying on the man-machine dialogue on the high level. The automatic

scheduling is performed by the solver with application of the algorithms from library of

specialised scheduling algorithms. The quality of obtained solution is estimated by the

evaluator and algorithms from library. Every algorithm from library possesses the full

information about numerical properties (solution time, memory requirements, guaran­

tee of quality, etc.) and theoretical or empirical evaluation of practical usefulness for

solving particular problems. In many cases the solution methods requires additional

operating data base that stores a set of partial schedules and/or a set of alternative

schedules.

In the discussed support system the activity is carrying on in one of the following

scenarios:

(a) basing on the given data a problem is formulated. After that the pianist de­

signes the plan for a given production period. Plan is created in the iterative and

interactive way with application of full knowledge of operator and the best avail­

able algorithm from solver and evaluator. The obtained plan can be accepted,

evaluated or verified by the customer service assistant or by manager.

(b) several alternative plans are formulated as the result of planning process. Then

the standard procedure of making choice, by the decision making group (planner,

customer service assistant, manager), from given set of alternatives is carried on.

Let us note, that the automatic scheduling process requires making the decision which

algorithm, from a given set, is the most useful to solving the given problem instance. One

can assume that the measure of utility is a compromise evaluation between solution time

and solution quality. In most of practical situations the evaluation is purely empirical

and can be obtained in the solver learning process leading by the teacher. In the

learning process a sequence of typical production process examples in generated by the

simulator. Every example is solved by various algorithms existing in library and then

the results are evaluated. The evaluation is made on the base of results from B-and-B

algorithms or on the base of opinion of a group of experts. The learning process in DSS

is performed out of the normal duties of the system.

Functional analysis of the system confirms existence of the following forms of inter­

action:

1. between DSS and planner, in planning process,

2. between DSS customer service assistant and manager, in the process of verifying

the proposed plan,

3. between DSS and decision making group, in process of making choice from a given

set of alternatives,

4. between DSS and group of experts, in the algorithm learning process.

Each of listed above interactions requires appropriate form of guiding the dialogue and

appropriate form of presenting the information.
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The proposed DSS in thought as the developing system. In the basic version, it

contains the solver and the data processor. Further modification can be made by in­

creasing the number of algorithms in library or by including subsystems for learning

the algorithms. The next modification is possible by the extending the basic decision

model.
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In the beginning of the 6o-ies, the methods and means of development of computer

software were defined mainly by the strong desire for achievement of qualitatively new

results in the application of computers, the efficiency of which was rather limited in

comparison with the present one. The hardware determined strict limits for the devel­

opment of the software and the costs of the machine-time and the memory that was

used dominated over the expenses for programming.

After new computer generations were developed, the restrictions with regards to

the software became smaller, and this made it possible to start the development of big

and complicated software systems. Just at that moment, serious difficulties emerged

in connection with the organizational planning and the realization of software projects

that were complicated in content and very big in scope (Brooks, 1975).

These difficulties generally emerged as a result of the following circumstances:

• The deadlines and the expenses were planned by intuition and not on the basis of

rational methods and technologies, which resulted in their multiple surpass when

put to practice. This often caused the termination of certain projects, on which

significant expenditures had already been made.

• In principle, no rules or procedures for the development of software existed and

when attempts were made to organize the programmers' work, the prescriptions

were ignored. This was even more valid when rationing the programmers' labour

was concerned.

• The test programs did not allow precise and objective evaluation of the software

functional characteristics, therefore the evaluations of their compatibility and re­

liability were completely subjective and, consequently, hard to adapt and given

credit by the users.

• The working style of the programmers led to individualization of the software

systems: the authors did not consent to criticism, the programmes were incom­

prehensive to the other specialists and that, on its part made their maintenance

and development impossible when their producers were absent.
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The participants in the international symposium on "Organization and Planning of

Software Developments", held in Garmish (FRG) in 1968, in their search for a way

out of the critical situation, use the term "software engineering" for the first time. By

analogy with the engineering sciences, they suggest the use of definite principles and

methods of production in working out the software systems.

In the beginning this concept was a set of ideas, as to how the programmers should

start their work as constructor-engineers by making use of well-described methods and

technologies and how the results of their work could be evaluated according to objective

criteria. In the mid 7D-ies, a significant number of developments existed that were

related to software production (its management, planning of expenses, specification and

documentation, validation and formal verification).

In the beginning of the 8D-ies, a significant quantity of empirical information was

piled up, thus giving grounds for comparative statistic analyses. A new notion EGO­

LESS-PROGRAMMING came into being (Weinberg, 1971), corresponding to a style

of programming, as a consequence of which the software product was no more marked

by its author's hand and, having been developed with respect to definite rules and

standards, it became comprehensible for other programmers.

To summarize the large scope of the research and application activities in the field of

software engineering in the last two decades, three major trends have to be mentioned.

The first one is related to the structuring of the process of software development. The

division of this process into stages, phases and separate groups of operations, brought

about the emergence of separate modules with certain contents (activities and opera­

tions) that could be evaluated in advance according to their length, labour-consumption

and value.

By a parallel analysis of the left and right parts of Table 1 it is easy to notice that the

logical structure of the life-cycle of the product undergoes certain changes, dependent

on the character of production (unique or batch) and this is true of the technical, as

well as of the software products. Thus for example, the last phase does not exist with

the batch production, but with the technical products the prototype product is refined

with each new series, making it adequate to the changing marketing conditions.

The serial production of software products is very profitable (because of the ex­

tremely low cost and high reliability of disk copying), while the development and the

improvement of the product lead to great expenses. That is why, the software prod­

ucts are usually offered on the market without any changes, which in turn creates a

false impression of "immortality" of these products, regardless of their qualities and

functions.

The second trend of the software engineering is related to the type of production it­

self, Le. to the kind and character of the programming languages, methods and techniques

that are used. A particularly important role in this trend was played by the methodology

of STRUCTURAL PROGRAMMING, characterized by a sequential "step" detailing of

the programs, by restricting the size of the separate modules, by using "clear" program­

ming structures and deleting the instruction for jumping over from one place to another

in the program.

In parallel to this, new programming languages were created and developed

(MODULA-2, ADA, etc.) together with the respective translating and supporting pro-
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Technical Product

1. Defining the requirements and 1.

characteristics of the product

2. Projecting the product (general 2.

and constructive projects)

3. Detailed projecting 3.

4. Preparation of the project 4.

5. The product is tried, evaluated 5.

and accepted by the user

6. Activities for maintenance and 6.

writing of the product

Software Product

Systems analysis, defining the

desired results and the existing

limits

Preliminary design and specify­

ing the subprograms and the pro­

gram modules (a schematic pre­

sentation)

Working project (algorithmic de­

scription)

Coding and module test

Integrates (connection, editing

and compilation) a complete text

Accompanying of the software

product (corrections, adaptation

and development)

Table 1: Stages and Phases

grams, new DBMS and new program packets for work in a graphic mode, which not only

turned into standard tools in the programmers' work, but also simplified and improved

the relations among the end user and the computer system to a great extent. It is diffi­

cult to enumerate the software systems comprising the modern means of programming,

having in mind that all available software systems for management of complex software

projects have to be added to them (Lustman, 1985).

The third trend has to do with the labour distribution in building and maintenance

of a software system. As early as in the beginning of the 70-ies, different variants were

proposed for labour distribution within a team of programmers. The most interesting

and efficient one of them suggests that this team's work be organized on the principles

of a surgery team, according to which one person performs the operation and the rest

assist him (Mills, 1971).

Figure 1 represents the structure of such a team, in which the part of the "surgeon"

is played by the chief programmer who personally defines the functional specifics and

indications of labour efficiency, works out the program: writes, encodes and tests, and

prepares the documentation. The surgeon's "right hand", or still, as Brooks calls him,

"the second pilot", is in the position to execute any of the above-mentioned activities,

but he is not so experimented as the team leader. He is his permanent opponent and,

in fact, guarantees the continuation of the performance upon the surgeon's exit.

The administrator takes over the hard and inefficient work from the surgeon, which,

however, is indispensable for the organization and financing; the editor corrects, adds

and clarifies the program documentation, controls the different versions of the prod­

uct and their distribution. The other members of the team also have strictly defined
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obligations that are to be performed in the process of the general development. Mills

stresses on the fact that his concept turns programming from "an individual into social

activity", which presupposes that all results be open and accessible for all members of

the team, as common property is. The tests of the "surgery team" principle confirm its

efficiency and give, as Brooks points out (Brooks, 1975), very positive results.

With the development of the interactive systems for data processing and decision

making new duties open up. For instance, to work out the interface between the dialogue

manager and the end user, two new positions are formed: applied programmer and

dialogue author (Bevan and Murray, 1985). The first one is responsible for the efficiency

of the algorithms and models that are included in the software system and specifies the

necessary structure for data presentation. The second one constructs and describes

the dialogue and therefore he occupies a key position in the development of the overall

system. Like in film production, the dialogue author - in software engineering ­

determines the degree of the product's take-in by the end user in advance (see Figure 2).

APPLIED

PROGRAMMER

DIALOGUE ----....
AUTHOR

APPLIED

PROGRAMMES

DIALOGUE

DESCRIPTION

Figure 2

DIALOGUE _ END

MANAGER USER

The classic "engineering approach", which has been established in the process of

designing conventional systems for electronic data processing, cannot be applied suc­

cessfully in the design and introduction of Decision Support Systems (DSS). The in­

dividual style and methods of decision making in a specific enterprise play significant

role in projecting and especially in the introduction of DSS. Because of these and other

reasons (the specific character of the concrete problems to be solved, the different degree

of training of staff in the various organizations has, etc.), it may be necessary to intro-
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duce some changes in the approach in DSS design by making use of the principles of

consulting in the economic enterprises. According to this new approach, the data pro­

cessing specialists and the specialists in projecting and introducing DSS models work in

collaboration with the decision makers (secondary and high management) and develop

DSS on the basis of the real needs, possibilities and experience that the use of the user

of the system has.

The purpose of this is to create the primary information, software and technical

support for the solution of the problem, i.e. to present the user with the most essential

data, methods and models that he is able to master quickly and effectively in the process

of decision making. His evaluation of their usefulness is the main criterion for further

development and improvement of the DSS.

This approach can be called evolutionary, as the building of the system is based on

the available methods and ways of decision making, for which models are designed and

computer data is supplied. In the process of these activities, requirements for more data

and additional problems and tasks, realized by the user, lead to further development

and improvement of the system. Another approach is possible, of course, when the

construction of the DSS starts from the very beginning (zero-based), but with this

approach the development of the system can continue for months and years and besides,

it requires high degree of specialization and ability on the part of the designers (Carlson,

1979). The evolutionary approach makes the design of DSS an easier job, as well as

quicker and cheaper, and even more so in case parts of available information systems

or DSS are used. The problem here is the need to observe a number of limitations, as

the problems of the new system which are solved have to be in correspondence with

the existing system. The modification in this case are carried out with the help of a

special program and technical means, called DSS generators. The construction of the

generators and the applied products is accomplished with the so-called DSS tools that

include languages of special purpose, specialized technical means and software systems.

The active participation of the user is of primary importance for the further success

of the system when the evolutionary approach is applied. The designing itself and the

user interface depend on the qualification of the users and the frequency of the system's

use. These two criteria are the basis for choosing the mode of interface work, which is

to be used (e.g. dialogue management through a menu or a question/answer).

The process of building a DSS can be divided into three phases: pre-designing, de­

signing and introducing.

The pre-designing phase (see Figure 3) contains two interconnected cycles of activ­

ities. One of them starts with the studying and defining the existing needs, interests

and readiness for application of this new system by the users. The specialists must find

out what the specific problems are that the decision makers need support for finding

solutions and what their general expectations of a DSS are. The users' motivation has

to be taken as a variable, as the task of the specialists themselves is to provoke interest

and readiness for introduction of DSS by suggesting alternative decisions for the content

and functions of the system. This problem is solved in an iterative way by a repeated

cyclic performance of the separate activities from the first phase.

Besides this, the first cycle contains:

• definition of the goals of DSS development;
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• identification of the available resources (finance, personnel, etc.);

• working out of alternatives for the system, decomposition of the goals, defining

the expenses, the expected results and real limitations that will accompany the

introduction of the system.

The last activity is an element of the second cycle, it accomplishes the connection

between the two cycles and is, in fact, a final module of the realization of the pre­

projecting phase. In order to execute this final module, it is necessary to execute, too,

the activities of the second cycle:

• defining, analysing and documenting the existing process of decision making;

• defining the "key" decisions;

• formulating the "normative" and "descriptive" models;

• choosing particular areas for development and introduction of DSS.

INPUT

T
Presentation and description Studying the needs, interests

of the existing prqcess of f--- and readiness for introduction I---

decision making and the development prospects

l l

Defining "key" decisions I Defining the goals of the DSS

l l

Defining normative models I Identification of the resources

l

1
Comparison of normative

I
and descriptive models

l '-----
Working out of the alternatives,

Choice of specific areas I decompositions of the goals. -

for decision support I Expenses and anticipated effect

!
OUTPUT

Preprojecting phase

Figure 3: Scheme of the Preprojecting Phase l

The second cycle is closed by the need of a more detailed study of the process of

decision making (Bahl and Hunt, 1984), resulting from the user's evaluation of the

proposed alternatives and anticipated results.

1 After Keen P., Morton S., Decision Support Systems: an Organizational Perspective, Addison-Wesley

PubI. Co, Reading, Mass., 1978
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In a number of cases the first cycle is closed by the need for the user to re-evaluate his

view of the system, or when it is necessary to modify the goals and resources in order to

achieve the required balance. The output of the last module, leading to the projecting

phase, is realized after the final decision making about the content and functions of the

systems, the resource needed and the final effect of its development.

These decisions, as well as the whole pre-projecting phase, are of grave importance

for the further activities in developing the system. Even here the size of the practical

changes in organization are defined, which grow bigger by moving further form the

descriptive models towards the normative ones. This rule, established by practice,

allows an even search for the best variant for developing DSS according to the real

circumstances and needs.

Preprojecting
r----------- phase

!
Operationalization

~ of the project goals !
Development of ! Defining the DB

the interface Defining compulsory type

1
~~ !

! Defining the proce-
Testing the workabi- p.. ·b· dures on development
lity, usefulness and rlOnty attn utlOn

I and support of DB
user-friendliness + I

I

Development of pri- +
mary procedures Development of DBMS_______ - - - - - , ~ ! +.--- 1

Testing the system forI passing i1 on to the user

Correction and addition after the first use

EvaluatiJns of the system ~
!

'------- If the system is complete: repetition of preprojecting

Figure 4: Scheme of the Projecting Phase2

The projecting phase (see Figure 4) is also of an iterative character. It contains

parallel activities for:

• defining and building the database, the procedures for their updating, the choice

and adapting of the necessary software support for their management (DBMS ­

data base management systems);

2Same as Figure 3.
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• structuring the interface (the system of connections) among the separate elements

of DSS and testing its "workability", "usefulness" and "user-friendliness";

• defining the compulsory, initiating and routine procedures, attribution of priorities

and development of "menus" .

After the parallel execution of these activities and testing the system as a whole

(again with the active participation of the user) it usually becomes necessary to make

certain specifications and improvements, stemming from the analysis and evaluation

of the preliminary work of the system and the comparison of the results obtained to

the goals defined in the preceeding phase. When the specialists and the users decide

that the system is fully "complete", its further development and perfection can start by

returning to the activities from the previous phase.

It is difficult to put strict limits to the separate phases, and especially to the intro­

duction of DSS, as it practically begins with the development of the system itself. Here,

like in projecting, the classical approach of DPS introduction is not applicable. In nu­

merous publications the specialists agree on the principles and methods of introducing

social and organizational changes in the process of organizational development. These

principles and methods define, in fact, the sequential interrelation among "consultants"

and "customers" in carrying out the organizational changes.

The issue of adaptivity of organizations is of great importance under the conditions

of continuous introduction of the scientific and technical achievements and the conse­

quences of technological, technical and social character that lead to permanent changes

in the organization of production, labour and management.

Changes in the organization (in management technology and organizational struc­

ture) take place all the time, but with respect to their scale, they can be treated as

insignificant and to be accordingly adopted by the individuals in the organization in a

different way. The development and introduction of DSS is usually accompanied by a

re-distribution of the parts in it, which causes certain opposition of the assistants.

The reasons for this opposition can be different, but most often, from the point of

view of the people from the organization, they are:

• expectations for big expenditures, related to the transition from the old to the

new system, which may reflect upon the financial state of the organization;

• threat of a rise of certain positions of the personnel in the organization, who have

to change their functions with the re-distribution of rights and obligations;

• threat for the high degree of integration attained in the organization, i.e. for the

established order and way of work in a certain joint team;

• fear of uncertainty in the behaviour of the separate individual which grows even

bigger if frequent changes are introduced. This uncertainty is connected with

potential changes of the social environment, of the conditions for work and its

safety.

The reasons enumerated above, are of a psychological character, but many more

reasons exist, which, together with the social and psychological character, can have an
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underlying economic character (payment, social advantages, general financial state of

the organization, etc.).

A keypoint in the modern organizational theory is the overcoming of the resistance

against organizational changes. For the theoretic consideration of the problem and

for the search of means for their solution, a concept for organizational development is

formed (French and Bell, 1973). Its primary sources are related to the theories devoted

to the problems of raising the qualification of managers. Besides, it forms its basic

principles for characterizing the DEVELOPING ORGANIZATION:

• it is adaptive, it quickly adjusts to the new goals and the changes of the environ­

ment;

• its members consciously collaborate among themselves and manage the changes,

avoiding their destructive influence over the organization;

• it has favourable conditions for further rise and qualification of its members;

• it is characterized by open internal communication and mutual trust among its

members, which contributes to the constructive decision making;

• as a rule, all levels take part in decision making, so everyone realizes his commit­

ment in planning and management of the development of the organization.

The concept of organizational development is closely related to the problem of MAN­

AGEMENT CONSULTING (the place, the role and the way of work of the management

consultant), as the overcoming the resistance within the organization, is usually sup­

ported by external experts working in the area of organizational development and DSS

development.

Organizational development is aiming at not only solving short-term organizational

problems, but it is a rather complicated process of training in practical skills for solving

the problem (including the learning of specific methods of organizational development).

This process has a great mobilizing power, as it involves the "claimants" themselves,

as the consequences of all decisions reflect on the whole organization. That is why

the specialists of DSS introduction adopt the scheme for organizational changes as

corresponding to the iterative character of the process in evolutionary DSS development.

I can conclude thus. On one hand, regardless of the progress in methodological sup­

port of software engineering (Fairley, 1985; Sommerville, 1985), still we are witnesses of

a significant lag behind the classical engineering disciplines. General standards and regu­

lations in DSS methodology are missing; standardization must refer not only to norming

the technical and economic indicators of the software systems, but also to technology of

software development.

Canonizing is related to basic knowledge mostly. Until a short time ago, there was no

methodology or learning aids whatsoever for training system programmers as software

engineers. The expenses for instrumental tools greatly surpassed the expectations. Less

experimental developments in this area are financed and the comparative research of

workable methods is so labour-consuming, that it can be done only in extremal projects

(e.g. space research). Most available tools are compatible to definite computers and
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operational systems and that is the reason why they cannot be integrated and compared

in the general case.

On the other hand, the change of the concept for DPS and DSS development de­

stroys the already classical principles of software engineering. Thus, for example, the

application 0/ the classic concept 0/ separate phases and stages in sequence, does not

work with DSS. This is evident in Figures 3 and 4.

The roles are re-distributed in the organization 0/ the team's work, a significant part

0/ it being overtaken by the consultants, and the end-user becomes an active figure in

the overall process of DSS development and introduction.

Thirdly, with DSS development, individualization again predominated over unifica­

tion (determined by the unique character of the systems), a fact which reflects upon

the choice of programming tools. The OBJECTIVE-ORIENTED PROGRAMMING is

now established as a new, workable and better approach.

All this supposes a through re-assessment of the principles, methods and means of

software engineering and requires the development of a solid methodical support in DSS

development.
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1 Introduction

The procedure of decision-making realizes the process of decision-making in the system

of analysis of the strategy of energy development of Bulgaria. The methodology and

methods of the system of analysis of the strategy of energy development have been

developed by Tsvetanov (1980, 1981, 1987). The main aims of the system are as fol­

lows: assessment of scale and structure of long-term energy demand; determination of

the dynamics and structure of energy supply development; determination of mutual

requirements of the energy sector and its interconnected branches; study of the effect of

energy upon the growth and proportions of economic development (structural changes in

case of non-energy-intensive development included); formation of the leading directions

of scientific and technical progress.

2 Research procedure of the system of analysis of

strategic development

The research procedure is based on the properties of the national energy complex, the

features of the decision-making process, the critical study of uncertainty, the approaches

and methods of decision-making in the conditions of uncertainty and the specifics of the

system of models for long-term forecasting. It is built upon the system of models and

covers all stages of long-term forecasting (Tsvetanov, 1980). The procedure (Fig. 1)

consists of the following basic stages: formation and description of the development

scenarios; formation and analysis of variants; choice of variants.
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Figure 1: Main stages of the procedure for analysis of the long-term

energy development of Bulgaria.
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3 Multi-expert procedure of scenarios formation

and description

Scenarios formation is based on the structuring of: scenario set, the scenarios themselves

and scenario indicators. Structuring is based on the following: inertia monouevrability

in the development of the environment and the national energy complex; features (eg.

structural and functional decomposition) of the system of long-term forecasting mod­

els; degree of similarity among the scenarios; introducing of a subjective-probabilistic

measure and measure of preference.

The formation and description of the scenarios comprises several basic steps: prelim­

inary studies and analysis; hierarchic structuring of the scenario basis (of the parame­

ters governing the system); formation of the scenario tree of the external conditions, the

social-economic and energy policies; assessment of the uncertainty and quantification of

the scenarios; generation of scenarios.

A method for assessment of the uncertainty and quantification of the scenarios con­

sisting of two main parts has been developed:

• Classification of scenario indicators (in terms of degree of controllability): uncon­

trollable; controllable; partially controllable.

• Assessment of uncertainty (Fig. 2):

- formation of the corridors of change of the scenario indicators:

£, s - possible lower and upper boundaries;

s ~ , s ~ - most probable boundaries (for the uncontrollable indica-

tors);

sf!' Sa - most preferred boundaries (for the controllable indicators);

s ~ , s ~ - for the partially controllable indicators;

sf!' Sa, Sv, sp - most probable and preferred values of the scenario indica­

tors.

formation of a subjectively probabilistic measure and measure of preference

of the scenario indicators.

This approach is based on the representation of the scenario indicators as fuzzy sets

by a function of belonging (1) (Fig. 2).

{

[(Si - s)/(sv - s)]W ,

J.LS'(s;) =

[(Si - £)/(sv - £)]l£ ,

Si E (sv,s];

Si = Sv E [s~, s~] C [£, s];

Si E [£, sv); (1)

J.LS'(Si) : S -+ [0,1].
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Figure 2: Functions of belonging of the fuzzy sets of the uncontrollable,

controllable and partially controllable scenario indicators.

where:

S' - fuzzy set of the most probable value of the uncontrollable indicator;

8 - factor of non-linearity;

S" - fuzzy set of the most preferred values of the controllable indicator (set by a function

analogical to (1));

SO - fuzzy set of the most probable and preferred value of the partially controllable

indicator; set as a section of the sets S' and S" with the following function of

belonging:

(2)
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The most preferred and most probable value of the partially controllable indicator S"v

is obtained as a solution of the non-linear equation

(3)

The application of the method for formation of scenarios, consideration and decrease

of uncertainty (Tsvetanov l 1985; Vachev l 1987) results in: fuzzy sets respectively of the

most preferred, most probable and most preferred and most probable values of the

scenario indicators; coefficient of uncertainty of a verbal formulation of the scenarios

and index of uncertainty for each scenario indicator; other concrete values of the scenario

indicators; summed up assessment of the scenario in terms of probability and preference.

The experts generate concrete values of the scenario indicators around their extremal

values in conformitr with the tree of verbal formulations of the scenarios and together

with the respective corridors of scenario indicator change.

4 Multi-criterial multi-expert choice of variants

The criteria 0/ choice 0/ variants used in research procedure are on four levels: strategic;

economic; energy and ecological, system.

The procedure realizing the choice of variants comprises four main steps: formulation

of task; expert assessment; computer procedure; analysis and choice of variants.

The method 0/ choice 0/ variants (Vachev l 1987) realizes the developed new concept

for formation of fuzzy sets for preference referring to the usefulness of the changes of

value of a certain indicator depending on its initial value. On this basis the criteria of

selection are represented as fuzzy sets and are specified by their functions of belonging

in graphic interactive regime. The non-applicability of the method of weight coefficients

for obtaining generalized criteria of decision-making has been proved. It can be used

only when the coefficients of non-linearity of the functions of belonging of the fuzzy sets

of the various criteria are equal to 1, Le. in the linear case.

The fuzzy relations of preference among the criteria and among the variants (for a

given criterion) are determined by the functions of belonging of the fuzzy sets of the

criteria in the following way:

• non-rigorous strong linear fuzzy relation of preference among the criteria x and

Y - JLR(Xi, Yi) (depending in their values Xi and Yi) is determined by the formula

JLz(Xi) 2: JLI/(Yi);

JLI/(Yi) 2: JLz(Xi); Xi, Yi E [0,1].
(4)

• non-rigorous strong linear fuzzy relation of preference among the variants a and b

in terms of criterion (indicator) X - JLk(a, b) is determined by the formula:

JLit(a,b) = { 1 ,
1 - [JLz(b) - JLz(a)] ,

JLz(a) 2: JLz(b)

JLz(a) ~ JLz(b).
(5)
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An extension of Orlovski's method (1981) for of three relations of preference of the

sets X, L, and M, respectively of the variants, experts and criteria has been worked

out and three fuzzy relations of preference have been obtained:

• among the experts J,L : L x L -+ [0,1], {J,Lpq};

• among the criteria TJ : M x M x L -+ [0,1], {TJ:,};

• among the variants p: X x X x M xL -+ [0,1], {p{n.

Variants with the highest degree of non-dominarability in the set X have been chosen.

The algorithm of the method is as follows:

1. The fuzzy relation of preference n in the sets of the expert-criterial assessments

has been established, i.e. as a relation of preference between EpK; and EqK,;

p, q = 1, L, i, I = 1, M, where EpK; is the expert's assessment p in terms of the

criterion i:
n : (M x L) x (M x L) -+ [0,1.]

p
TJjf

J,Lpq
p

Tljf

(TJ:, + TJJ,)/2 ,
q

TJu

p = q, Vi,l;

i = I, Vp,q;

J,Lpq > J,Lqp, p =I- q, j =I- I;

J,Lpq = J,Lqp, p =I- q, i =I- I;

J,Lpq < J,Lqp, p =I- q, i =I- I;

(6)

2. A fuzzy sub-set of non-dominarable variants (for a given expert-criterial assess­

ment P) with the following function of belonging is formed:

pR.d·(X,p) = 1- sup [p(y,x,P) - p(x,y,P)]
I/EX

(7)

3. A fuzzy relation of preference among the variants in the set X induced by the

functions pR.d. and the fuzzy relation of preference n is formed:

8(Xi' xr ) = sUP min {pR.d. (Xi, P), p(X., Q), n(p, Q, Xi, Xr )}
P;QEEK

(8)

where EK is the set of combinations of experts and criteria EpK;, p = 1, L,

i = 1, M (set of expert-criterial assessments) and n(p, Q, Xi, x r ) is the relation of

preference between the expert-criterial assessments P and Q for concrete values

of the criteria (i, J) for the variants Xi and Xr corresponding to P and Q.

4. The function of belonging of the fuzzy set of the non-dominarable variants is

calculated:

(9)

5. The most preferred variant is chosen in accordance with a decisive rule selected

by a given set of decisive rules.
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5 In conclusion

The formulated unified procedure of multi-expert multi-criterial decision-making is part

of the overall research procedure of the system for long-term forecasting of the national

energy development. It has a dialog interactive character and its working out aims

at achieving better compliance with the potentialities of the experts and the decision­

makers. The procedure makes possible the adequate consideration and decrease of

uncertainty which has a different character at different stages of the process of decision­

making.

The procedure is realized on a 16-bit PC IBM PC/XT as part of the program­

computing complex of the system for analysis of the strategy of energy development.
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1 Introduction

In the Netherlands there is a national research project to design "Decision Support

Systems" (DSS). This research project is subsidized by the National Facility of Infor­

matics (NFl). Several universities and companies participate in this project. One of the

sub-projects is a co-operation between the Erasmus University of Rotterdam and the

dredging company Royal Boskalis Westminster.

It is this project which is the subject of this paper. In the first part of the paper we

present our view of DSS. On this view the total project is based. In the next section

the decision situation is described, following a more detailed discussion of one of the

modules of the total system.

2 Interactive decision support systems

A definition of a DSS that is acceptable to everybody is not available at this moment.

The reason for this is that DSS are being studied by various scientific disciplines. Each

of these disciplines emphasize different aspects of DSS based on their own background

to the subject. It is not our intention to give a definition of a DSS, but we want to

present our view of the matter.

We believe that the main goal of a DSS is to improve the quality of the decisions to be

made. A DSS is seen as a subclass of information systems. Such computerized systems

are desirable in those situations in which the solution of a complex decision-making

problem calls for a comprehensive input of the insights, expertise and preferences of

the decision maker. The decision maker must have the freedom to choose the level of

support he needs for his problem.

He must be able to take a position between two extremes. In the first extreme

the computer program does nothing more than register and analyze the data given by
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the user (the computer acting as "assistant"). The other extreme is the situation in

which the complete solution of the problem is left entirely to the computer program

(the computer acting as "advisor").

The reason that a DSS must be a highly interactive computer program is to make

sure that maximal use is made of the decision maker's knowledge of the problem.

Seen in this light the following three functions are the minimal requisites of a DSS:

(a) Computing the effects of decisions proposed by the decision maker;

(b) Generating decisions which are "optimal" with respect to a criterion specified by

the decision maker;

(c) Sensitivity analysis of the decisions by computing the effects of changes in param­

eters.

In order to realize these three functions in an efficient way, it is necessary to use the

facilities of man-machine interaction on the one hand and quantitative ·mathematical

models on the other hand. The type of decision-making problems can be on a strategic,

tactical or operational level in a variety of practical situations. In general these problems

will be too complicated to be described in one mathematical model. Therefore it is

necessary for all relevant mathematical models to be integrated in one DSS.

3 The decision situation

The main activity of Boskalis Westminster is contracting for and executing dredging

works. The decision-making situation which will be supported by the DSS is the ten­

dering process which has to be carried out before acquiring a new job.

This process is characterized as a forecasting problem. The estimator has to predict

productions and costs of a project that might be carried out some time in the future.

This estimation problem can be extremely difficult when it is based on scarce and

uncertain information.

Therefore it is very important that analyses are made of the risks involved for all

possible alternatives. Usually, the company who offers the lowest tender price acquires

the new job. Therefore the company is looking for that alternative which has low costs

and low risks.

The tendering process can be divided into several phases (see figure 1). The first

phase is the interpretation of the geological information of the area to be dredged.

Calculation of the quantities and evaluation of the characteristics of all the different

and relevant soil layers must be made. This involves not only estimating averages of

these values, but also the evaluation of the risks of these parameters. A new method,

based on the theory of stochastic processes, is being developed to help the estimator as

much as possible. In the next section this DSS-module is worked out in more detail as

an example.

As soon as the soil evaluation phase is ended, a decision has to be made as to how

the job will be carried out. This involves the selection of the necessary equipment, the

design of a working method for the job and the calculation of the production capacities.
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Several mathematical models are available for these calculations and a method will be

developed to integrate the risks of the soil information with the production estimates.

Figure 1. Flow chart depicting the decision-making process during estimation

After this phase a cost estimate is made for each alternative. A plan of the work is

formulated and finally a financial analysis of all relevant costs is made. In this financial

analysis the costs of each activity of the job is combined with the timeplanning of the

activities. Given these costs, planning and a payment schedule (according to which the

client will pay for the job) it is possible to calculate all the financial costs or revenues

by a given tender price.

The DSS-module for this phase calculated not only the financial consequences by a

given tender price, but also the optimal tender price for which the financial consequences

are in accordance with the preferred profit of the estimator for the job. If the tender

price is chosen too high, there will be an unwanted financial profit at the end of the job

and therefore the tender price can be lowered, giving a higher chance of acquiring the

new job. If the tender price is chosen too low, there will be an unwanted financial loss

at the end of the job and therefore the tender price should be taken higher.

The main goal of the DSS, as said before, will be to help the estimator find that

alternative which has the best composition of low costs and minimal risk. If the risk of

this best alternative is still too high, the DSS must advise whether it is useful to gather

extra information to reduce the risk. Therefore it is necessary that the final risk of the
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tender estimate can be traced back to the individual factors that induce this risk.

4 The soil evaluation

In the soil evaluation phase we are confronted with the following questions. Given a

number of measurements (borehole information) of the thickness of a particular soil

layer (e.g. sand) in different locations:

1. What is the spatial distribution of the soil layer?

2. What is the total quantity of soil in the layer over a certain area?

3. What is the uncertainty of this estimated volume?

4. Are extra expensive boreholes necessary to improve upon this estimate?

5. If so, how many boreholes should be taken and where should they be located to

reduce the uncertainty as much as possible and what is the expected reduction?

In order to answer these questions the thickness of the soil layer is seen as a function

over a two-dimensional domain. At each location of a measurement point the function

value is known. The problem now becomes the problem of finding a suitable interpo­

lating function in two dimensions. Desirable properties for such a function are that it

should pass through all the specified measurement points exactly and that it should be

continuous is all its derivatives.

Question 3 motivated us to consider the thickness of the soil layer as a realization

of a stationary Gaussian stochastic process. This means that the unknown function is

assumed to be embedded in a large class of functions over which a probability distri­

bution is defined. Given such a (prior) probability distribution and the measurement

points the conditional (posterior) probability distribution can be determined. The ex­

pected value of this posterior distribution is the interpolating function we are looking

for. The variance of this estimated curve can also be computed. With this statistical

information it is possible to give an adequate answer to the questions mentioned above.

The suggested method can even be extended to three or more-dimensional domains.

Therefore it is also possible to use this method to model other characteristics (e.g. the

hardness) of the soil layer.

Gaussian stochastic processes are characterized by the mean- and covariance func­

tion:

u(x) = e:[f(x)] (x E ~D)

r(x, y) = e:([f(x) - u(x)] . [f(y) - u(y)]) (x, Y E ~D)

(1)

(2)

A Gaussian stochastic process is called stationary if its covariance function only

depends on h = x - y, and if the mean function is equal to a constant. Conversely,

we can define a stationary Gaussian stochastic process by specifying a constant u, and

a covariance function r(h). Then, due to a famous result of Kolmogorov (1933), there

exists a stationary Gaussian stochastic process possessing u and r(h) as mean- and

covariance functions.
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Several restrictions on possible forms of r(h) are necessary to make sure that a

proper stochastic process is defined. Each covariance function must have the funda­

mental property of being of non-negative definite type. In (Cramer and Leadbetter,

1967) it is shown that this property of being of non-negative definite type is in fact a

characteristic property of the class of all covariance functions. An important result due

to Bochner (1933) states that a function on liD is of non-negative definite type iff it is

the characteristic function of a D-dimensional distribution function.

This means that possible covariance functions are for instance,

D { xd yd}
r(x-y)=a

2
·IIexp -I ~ I

d=l a
(3)

(4)

(5)

r(x - y) = a
2.il exp { -~ (X

d
C:/df }

D 1

r(x - y) = a
2

. II 1 (Zd_,ld) 2

d=l + 01

where x d denotes the d-th component of the vector x.

In figure 2 these three covariance functions (divided by a 2
) are plotted against the

distance h for the one-dimensional case. The scaling parameter aD of the covariance

functions in. this figure are chosen in such a way that all three functions go through the

point (1,0.9).

. •••• t ~ L . , \ T Fl..wc

COAAEL.,\T "'1.'11(

tOAAEL...H P"LN:

Figure 2. Covariance functions divided by a 2
•

From the theorems of Cramer and Leadbetter (1967) it follows that the realizations

of the stochastic process with covariance function (3) are continuous with probability

1. The realizations of the stochastic processes with covariance function (4) and (5) can
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be proven to be continuously differentiable infinitely often with probability 1, so that

these processes are good mathematical models for the soil layers of interest.

A Monte Carlo realization of the stochastic process with covariance function (5)

is plotted in figure 3. This covariance function is of special interest to our problem,

because the posterior expected integral over an interval A E liD and its variance can be

calculated analytically. At the moment this is the only known covariance function for

which this is possible. In (Boender et aI., 1988) the analytical formulas are presented

to calculate these quantities.

Figure 3. Realization with covariance function (5).

In the figure 4, 5 and 6 we used this covariance function as an illustrative example

on a test function on which only a limited number of function evaluations were used to

predict the function. In figure 4 only six function evaluations were used by the model

~
o 0.'

§

I. J.

Figure 4. Six function evaluations.

The dotted line is the test function and the solid line is the best interpolating function

given the six function evaluations. The standard deviation is also plotted in the figures.

It can be seen that the interpolating function goes through the known function values

and in those points the standard deviation is zero.
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Figure 5. Eight function evaluations.

In figure 5 two extra function evaluations are added to the six function values.

The model has the good property that the standard deviation is zero in those points

where the interpolating function and the test function coincide and is positive where

the estimation is not exact. After twelve points the interpolation is exact (see figure 6).

.'.,. ,,66 ,'.1:1
I (Ql)'1l)INAf
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Figure 6. Twelve function evaluations.

Currently we are building the DSS-module, which is based on the statistical model

described above. Due to the analytical formulae for the quantities of interest, the

systems is very user-friendly with respect to the response time.

Due to the fact that in actual dredging projects the number of measurement points

is very limited, the model is implemented in such a way that expert-knowledge about

soillayers can be incorporated in the system. By interactively adding so-called fictive

measurements, it is possible to estimate the unknown parameters of the covariance

function. At the moment we are extending the model to make it possible that different

measurement errors in the borehole information and the subjective error in the fictive

measurements can be taken along in the model. The user can interactively construct

different models for unknown soillayers by changing or adding fictive measurements
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until he is satisfied with the results of the model.

Another way to influence the results of the system is by changing the ad parameters

of the model. By trying out several kind of levels of the ad the user changes the

interpolating function, until it coincides with his knowledge of the given soiIIayer at

hand.

As a conclusion we notice that in the given problem the theoretical model was not

strong enough to solve the problem alone. The knowledge of the soil expert was not

enough either. But by integrating both it was possible to do the job. That is what DSS

is all about!
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1 Introduction

If we ask the scientists and the decision makers what they consider a Decision support

system to be, we shall receive two not quite identical answers.

The Decision Support Systems (DSS), though quite widely developed in contempo­

rary research, are not so widely used to resolve current problems in business or other

spheres of the social practice. Without attempting to give a comprehensive explanation,

we would summarize some views popular among the decision makers, concerning these

phenomena, as follows:

First. Most decision problems are related to ill-defined, fuzzy or weak-structured

tasks. They possess specific characteristic features and cannot be developed

immediately, in "decision making urgency" frames, by computer assistance.

Second. Decision makers (DM) are not well acquainted with the achievements of de­

cision theory, structural identification, optimization problems, game theory,

interactive methodology, etc., or with the mechanisms of their implementa­

tions either.

Third. There is no good linkage between decision makers and DSS's and the end

users usually find it difficult to exploit in crossfertilizing way the comput­

ers' advantages at fast, iterative, reversible, complex computation and the

strongest point of human beings: heuristic thinking.

There is a great variety of DSS's classifications: (Sawaragi, 1986; Naisbitt, 1982; Van

Hee, 1986; Lewandowski et al., 1986). We shall follow the most practical (Sawaragi,

1986) classification, according to which DSS could be divided into two main groups:

mathematical modelling and multiple criteria decision making systems.

The application of the mathematical modelling systems is limited due to no less than

two of the above mentioned reasons.
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We would like to argue that multiple criteria decision making (MCDM) systems

at the contemporary "evolutionary" stage of decision support system development are

closer to real-life decision problems. Usually decision makers try to select a decision

alternative corresponding to their requirements, Le. the multiple criteria task naturally

emerges due to the multiplicity of the decision maker's requirements.

The topic of the paper is real-life applications of MCDM technique in the Bulgarian

economy practice.

What is to be considered "a real-life application"? We assume that real-life appli­

cations are the applications, that will have a measurable economic or social impact.

We would like also to stress that all further "well sounding" remarks are consider­

ations rather than conclusions or recommendations and they are closer to the decision

maker's experience than to pure academic knowledge.

2 Decision making technology and directions of ap­

plication

The implemented Decision Making Technology, based on the MCDM technique was de­

scribed in (Popchev et al., 1985; Danev et al., 1986; Popchev and Danev, 1987). The

Technology comprises several stages performed interactively and incorporates several

basic modules of different information origin. Some of them are independent compu­

tational procedures or open information processes, others are man-machine or expert

procedures. This Technology could be easily adapted to the specific features of a definite

task.

The technology kern module is DSS "MULCRE" (Popchev et al., 1985) or Interactive

DSS (IDSS) "microMULCRE" (Danev et al., 1986)1. The purpose of these DSS is

multicriteria comparative evaluation and/or multicriteria choice between/from a finite

set of feasible elements (objects, alternatives).

In the current versions, the available multicriteria evaluation methods can be divided

into three groups:

(i) Alternatives (objects) ranking according to the calculated estimation: simple ad­

ditive weighing, hierarchical additive weighing, maximin.

(ii) Obtaining a subset of alternatives (objects): conjunctive method, nondominated

set (Pareto), subset of a nondominated set (Hannan; Berezovski and Kempner).

(iii) Obtaining a subset and further ranking of this subset: reference point method.

Some of the real-life applications, by means of the DSS "MULCRE" and the IDSS

"microMULCRE" , in the last five years are listed in Table 1.

1IDSS "microMULCRE" is developed under contract with International Institute of Applied System

Analysis
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Table 1: Real-life applications

No. of No. of No. of
Year No. Project alter- cha- crite-

natives ract. ria

1 2 3 4 5 6

1. Nation-wide competition between proposal 370 23 12

for the establishment of small and medium

1983
scale enterprises (SME) for the production

of consumer goods (Decree 12 of 1980 of the

Council of Ministers).

2. Evaluation of the product structure of enter- 302 54 54

prises within the Ministry of Light Industry

3. Analysis of the efficiency and the long-term 20 147 48

prospects of export commodities

4. Nation-wide competition between propos- 998 62 14

als for rendering credits for fulfillment of

counter-plans

5. Nation-wide competition between proposals 563 100 21

for establishment of SME (Decree 33 of 1984

of the Council of Ministers).

6. Nation-wide competition between proposals 117 25 14

1984 for rendering of credits to the economic part-

nerships

7. Competition, organized by the State Com- 10 7 7

mittee for Science and Technology, between

enquires for the purchase of licenses

8. Competition, organized by the State Com- 39 10 10

mittee for Science and Technology between

enquires for the purchase and production of

pilot equipment

9. Analysis of the efficiency of the branches of 103 9 8

Bulgarian economy

10. Competition between enquires for participa- 36 24 24

tion in the Program for automation of the

continuous technological processes in Bul-

garia
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1 2 3 4 5 6

II. Nation-wide competition between proposals 194 100 21

for the establishment of SME (Decree 33 of

1984 of the Council of Ministers)

12. Nation-wide competition between enquires 90 100 21

for investments in execution of Decree 6 of

1985 of the Council of Ministers

1985 13. Competition for investment credit allocation 196 25 14

for projects, included in the economic enter-

prises counter-plans

14. Competition for distribution of investment 19 24 12

credits for the establishment of SME for the

production of new materials

15. Choice of optional decision for automated 7 48 12

utility control system

16. Nation-wide competition between proposals 237 100 21

for the establishment of SME (Decree 33 of

1986 1984 of the Council of Ministers)

17. Analysis of the efficiency of chemical export 72 70 27

commodities

18. Nation-wide competition for state financing 863 47 27

of research projects

1987 19. Nation-wide procedure for determining non- 2000 24 16

efficient enterprises

20. Nation-wide competition between proposals 72 100 21

for the establishment of SME (Decree 33 of

1984 of the Council of Ministers)

The titles are a direct translation from Bulgarian and follow the formal documents,

some of them are state decrees or special regulations.

The main directions of the reported real-life applications are shown on the Fig. I.

From theoretical point of view, some of the directions overlap, but we adopt a

decision maker's understanding. Decision makers usually identify the problems with

formal technique and final results.

The reported applications are mainly in the business sphere - (BIA, 1983; BrA,

1984; BIA, 1985; BrA, 1986).
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3 Comparative analysis

In this line of applications two main types of tasks are solved - direct and reverse

ones. Those of the first type are tasks for multicriteria evaluation of elements of a finite

set. Partial criteria are numerical functions. Various normative methods realized in

IDSS "microMULCRE" are used. Such tasks are solved in applications 2, 3, 9, 17 of

the given Table. They cover evaluation of the product structure, export commodities,

the national economy branches, etc. The tasks of the second type are in a sense op­

posite to the ones of the first type. The main problem is the following. On the basis

of multicriteria evaluation, possibilities for suitable changes in the characteristics of al­

ternatives are searched in order to improve their positions in the subsequent ranking.

Some mathematical tasks that are to be solved in this case are described in (Danev,

1986). Application 9 of Table 1 is an example of solving tasks of this type. 96 branches

of the national economy have been analyzed. Here, for the purpose of illustration, is

given the data for the aggregated task for 18 branches. The complete tree of partial

criteria is shown in fig. 2. The following two figures 2.a and 2.b are the corresponding

windows from fig. 2 and the particular criteria are indicated in them.

Most of the formal criteria are quantitative and account for the direct as well as

indirect results of the particular branches in accordance with the established economy

structure and the concrete interfield relations. The ranking according to the global

evaluation of the 18 branches is given in Table 2.

Alternatives Ranking

BIA

UTILITY INDUSTRY 7.07 1

FORESTRY 6.78 2

OTHER SECTORS OF PRODUCTION 5.97 3

MACH.BLDG., EL. & ELECTRONIC IND. 5.89 4

CHEMICAL & RUBBER IND. 5.76 5

LEATHER & SHOE INDUSTRY 5.60 6

COMMUNICATIONS 5.49 7

FERROUS METALLURGY, MINING 5.38 8

PLANT GROWING 5.18 9

TEXTILE & KNITWEAR INDUSTRY 5.15 10

TAILORING INDUSTRY 5.13 11

TRADE & DISTRIBUTION 5.09 12

TRANSPORT 5.04 13

POWER GENERATION 4.87 14

PRINTING & PUBLISHING 4.86 15

WOOD PROCESSING 4.72 16

GLASS & CHINA INDUSTRY 4.67 17

LIVESTOCK BREEDING 4.60 18

Table 2
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Two of them (plant growing and livestock breeding) are compared according to all

14 criteria (fig. 3).

The partial criteria are normalized, which means that they must be maximized. On

the basis of these results the DM could take an appropriate decision in order to improve

the performance in both branches.
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4 Choice of the best alternatives

criteria. No

The essence of this set of applications is the necessity of choosing (only) one alternative.

The concrete problems to be solved are quite often unique and a second solution of the

problem is not provided. Application 15 of Table 1 is of such a type. 7 alternatives

with 46 characteristics have been considered and 12 formal criteria have been used. A

combination of normative methods has been used - first finding out nondominated

elements and second choosing one of them on the basis of simple additive weighing.

5 Subset of alternatives

The applications of this type are numerous (1, 4, 5, 6, 7, 8, 11, 12, 13, 14, 16, 20

of Table 1). The tasks of this type are regular in economy practice and that is why

such tasks are quite frequently solved in certain spheres. For example, the resource

allocation competitions for establishment of small and medium-scale enterprises are

annually announced and performed. Financial resources are allocated in nearly all

applications of this type. For nation-wide competitions, the rules are regulated by

state normative documents. The formal procedures include a particular sequence of

normative methods. With that approach the results of one method are used as initial

data for the following one. The results from the application of these procedures is a

solid basis for the real final decision.
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6 Competition systems

Applications of this type are quite new and are related to more sophisticated proce­

dures. The complication stems from the necessity of mechanisms taking into account

the interest of the partners. These mechanisms could incorporate several multicriteria

evaluations and the results from the gaming approach. In Table 1 two applications of

this type (18, 19) are shown. For example, in the nation-wide competition between

proposals for research projects financing (application 18), the proposals are divided into

three groups: state tasks, technologies for production of new materials and R&D in­

vestigations in strategic directions. The proposals of each group are compared to one

another on the basis of 27 criteria. Each proposal includes the required total amount

of resources and a part of them being supplied by the state. A sequence of norma­

tive MCDM methods are applied for each group and thus a ranking of the proposals is

obtained. The subset of the best proposals that could be financed taking into consid­

eration the resources constraints is obtained. Only then the organization that makes

the resource allocation decisions starts the negotiations with the applicants. As a result

of these negotiations, an agreement could be made for state financing of the winning

projects. In this agreement the conditions cannot correspond exactly to the initially

announced data.

A rather more complicated procedure is used in application 20 for determining the

nonefficient small enterprises. Based on the evaluation of all enterprises (not only small

ones) in a definite sector, a hypothetical enterprise is formed. The aim is to separate

a subset of enterprises which have a global estimation lower than the hypothetical en­

terprise global estimation. The small enterprises which are a part of the defined subset

are determined as nonefficient. The procedure continues with new competitions for ren­

ovation, restructuring or reorganization of each enterprise, determined as nonefficient.

The results of these competitions is a selection of the best proposals, Le. the described

methods and means of the second direction of applications are used.

The financial resources allocated by means of the above technology during the last

5 years are shown in fig. 4.

A general tendency towards increasing this amount can be noticed. The sharp rise

in 1987 can be explained by the fact that in one of the competitions the resources for

the five-year-period have been allocated.

7 Conclusion

As a conclusion we can say that the application of DSS in solving real-life problems of

human activity, is a task of no less importance than creating the systems themselves.

Decision makers usually want to change the technology or some other characteristic

features of the system so that it would "correspond to their own personality" .

Out of experience it can point out that the confidence and certainty in the DSS real

potentiality increase considerably after each successful real life application.
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1 Motivation and problem description

In the last years the banking business has become more and more complex. New finan­

cial instruments, substantial risks connected with all kinds of banking business, volatile

interest rates, market-oriented private and corporate customers and the international­

ization and globalization of the national business systems have resulted in the biggest

challenge to banks since the great depression in 1929. The need for overall strategic

(asset liability (AIL)) management has become very obvious while the bank managers

still have to deal with partial approaches leading to suboptimal overall solutions and

strategies and often just act as "firefighters".

The idea of our model was to create and build a model and decision support sys­

tem which is able to comprise and to consider the most important quantifiable bank

objectives and provide the user(s) with one (or several) solution(s) as a basis for further

decision making. Since you deal with future and thereby uncertain events there is never

anything like "the" best solution but only "a" best solution for the predicted future

scenario, the chosen parameters and the set and importance of the chosen objectives.

Therefore the system has to be interactive to be able to react easily on all required

problem changes but besides having the necessary freedom to formulate his own specific

model the DM should be restricted to an overall (sub-) model environment.

2 The model

There have been numerous publications on financial modelling in the past (for good

overviews see Cohen, 1980; Santomero, 1984 and Schmidt, 1983) and some even dealt

with bank AIL-management but almost all of them just concentrated on partial banking

problems. Little academic work has been done so far for a global reconciliation and even

the existence of efficient solution algorithms for overall bank planning optimization

models which can adequately handle the problems mentioned has been recently denied

(Schmidt, 1983, p. 312). Therefore we tried to consider all major quantifiable banking
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problems and objectives in an integrated approach which has to be solved by a suitable

(combination of) optimization algorithm(s).

The main model assumptions are the following: The bank is a (German) universal

bank operating nationally and internationally in its home currency (HC, e.g. Deutsch

Mark). It pursues several, conflicting objectives and faces legal (e.g. banking laws) and

other constraints. The different AIL-positions are homogeneous among each other with

respect to all model and scenario parameters. Considering uncertainty of future events

and developments we assume that the bank can estimate scenarios of future outcomes

of the uncertain parameters and the associated probabilities. Any bonds in the bank's

portfolio are not sold before the end of maturity.

As decision variables we take the (new) AIL-positions of business to be started in

the next planning period (index "new") but we also have to consider (old) AIL-positions

of business started in the past (index "old") which cannot be changed anymore.

Gain. Our first objective is the maximization of the bank's gain or returns.

We basically define gain as net return of the interest business since it is almost impossible

to connect any costs other than refinancing costs with a certain AIL-position and since

the (negligible) yield from commissions is not sufficiently influentable. Formally:

II : lR~+m ~ lR, continuous

n

II ( ~ n e w ,Unew ) ._ L rx?ew . x?ew + rx?ld . X?ld • (1 - a~~1)

i=1
m

L ryjew . y'rw + ry'jld . fJ'jld . (1 - b~~1) ~ max

i=1

(1)

The gain is defined as the difference of the sum of the effective net interest earned

and the one paid for by the bank. x;/Yj denote AIL-positions, rx;/rYi the effective net

interest rates of xilYi and a ~ ~ 1 I b ~ ~ 1 the percentage of x,/ldlfJ'jld (constant) that matures

in the first planning period. Therefore our objective is to maximize the average annual

interest income by the bank.

Effective net interest rates are uncertain and in order to consider the different criteria

of the AIL-positions correctly they comprise effective interest rates (erz)erl/ j )' effective

credit loss rates (xcri) and currency factors (FCrz;, FC'IIj):

rXi = erz; - xcri +1- FCrz;; rYj = erl/ j +1- FCrl/ j ' (2)

For fixed interest rate AIL-positions erz ) erl/
j

are constant and for HC-business

FCrz) FCrl/ j are 0 (if one does not consider credit losses andlor FC-changes one com­

pares the AIL-position on a wrong basis).

Balance volume. As a second objective we take the maximization of the bank's

balance (or business) volume which by various reasons (e.g. an indicator for market

power, customer popularity, management performance and ability to place corporate

bonds) is important for the bank's standing. Formally:
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n

f~ (~new) := 2: x~ew + X~ld • (1 - att) --t max

i=1

(3)

(4)
m

f; (lLnew
) := 2: y'j"w + ttjld . (1 - b~~1) --t max

;=1

The bank business volume function can be formulated in almost the same way in­

cluding also off-balance sheet positions.

Credit risk. The third objective is the minimization of credit losses. Although

already considered with respect to the gain objective this is not enough. Besides (nat'l

and int'l) credit risks our bank faces country risk and regularly has to take risk pre­

cautions for defaulted credits which for various reasons (e.g. possible bankruptcy of the

bank or cancellation of dividends, public standing) have to be kept as small as possible

in order to avoid negative consequences (e.g. customer money withdrawals, higher re­

financing interest rates, drop of the bank's stock price, lower credit and stock ratings,

etc.). Formally:

(5)
n

f3(~new) := 2: xcr~ew • x?"w + xcr~ld. X~ld • (1 - a~~t) --t min
i=1

A similar objective function could be formulated for off-balance sheet positions,

especially important for new financial instruments. The objective also considers when

credit loss assessments of old credits change due to unforeseen events or developments.

Interest rate risk. As a fourth major objective we consider the minimization

of interest rate risk. A great deal of banking profits usually result from structural

disparities (short- vs. long-term) between asset and liability positions. The banks which

let those disparities get out of hand can suffer huge losses when the interest rates in

connection with different maturity dates of AIL-positions increase or decrease rapidly

or even change their structure (normal to inverse or vice versa). Structural imbalances

are not wrong by definition since there are also interest rate chances. While these as

well as variable interest rate risk and "interest rate breath" are often neglected by other

approaches (e.g. duration concepts) we define interest rate risk as a decrease of

the interest revenues from one period to another due to interest rate changes which is

basically a gap management approach. Formally:

cont.; (6)

f (xnew ynew)
4,1 _,_ .-

n

(
""" old -old new )L alii . Xi . fri'i 1d - Xi . frZioew

i=1
m

(
""" bold -old new ) •L...J l,i • y; . erw.1d - y; . erl/ j

u , w --t mm
;=1 1
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cont.; (7)

f (xnew ynew)
"It _ '_ .-

Hereby f rz'; fll,. (constant for fixed-term AIL) denote the effective interest rates of

oldlnew AIL-positions for period t = 1, Le. the coming period, while f rz;' I frill stand

for the effective interest rate of the respective AIL-position in period t.

The basic idea is that the maturing amounts of all AIL-positions have to be rein­

vested resp. refinanced for the same interest rates as before so that there exist no

risks nor chances. A higher refinancing andlor a lower reinvestment interest rate mean

decreasing interest returns and thereby risk while lower refinancing andlor higher rein­

vestment interest rates mean increasing interest returns and thereby chances. The sum

of all risklchance effects is the net interest rate risk (> 0) or chance « 0) in a period.

Although we don't plan future AIL-positions beyond the next period we still take the

effects of the decision variables on the future business into account thereby mitigating

possible myopia. In order to avoid interest rate risk the bank has to close all positive

gaps during the planning horizon T, e.g. minimizing the overall interest rate risk function

for periods t = 1, ... , T measured as the maximum possible (discounted) risk (repricing

gap) in one single period. Formally:

(8)

14(;fnew,ll
new):= max { 14.1(-'·)· (1 + itt+l, ... ,hd·,·)· (1 + itT+l} --+ min

Options and futures are not considered in this stage of the model.

Other objectives. While in another version of the model we also considered the

usage of foreign currency (Fe) business which leads to currency or exchange rate risk

other quantitative objectives, e.g. to keep certain balance sheet ratios, can easily

be included (as objective or as constraint) but will not be discussed here. Qualitative

bank objectives, e.g. enlarging the number of branches or the customer service, cannot

be pursued in such a quantitative model.

Constraints. The constraints are basically legal (e.g. principles I-III of the Ger­

man Banking Law ("KWG"), reserve requirements, etc.), policy or market (e.g. finan­

cial, accounting and management constraints, lower and upper growth limits through

market forecasts) and model constraints (e.g. the balance equation).

3 Uncertainty and target risk

All objectives but 12 contain uncertain parameters whose outcomes are known to the

decision maker in form of scenarios given by the bank itself. To transform this stochastic
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into a deterministic problem you need an evaluation or decision method ("risk evalu­

ation"). We evaluated five major concepts of risk measures (decision methods) with

respect to their applicability for our model: expected utility (or utility dominance),

stochastic dominance, probability dominance, three parameter (3-PRM) and bipolar

risk measures (e.g. prospect ranking vectors (PRV)).

The first three ones are theoretically good risk measures but require such a lot of

assumptions and/or additional data that they are practically unusable. For expected

utility you need to specify a utility function which is almost impossible over multiple

objective functions and decision variables and for stochastic and probability dominance

you need to know all possible A/L-portfolio alternatives (totally unrealistic). Besides

they are both basically a ranking measure.

Three parameter risk measures (Stone, 1973) with mean variance as the oldest

approach consist of two objective functions:

i) usually the expected value function of the corresponding uncertain function (to

be maximized or minimized);

ii) a function that considers the possible deviation from the expected value in i) or

any other target value (target or estimation risk):

L(h, a,,x) = [>'00 It - h I" dF(t).

By varying the triple (h,,x, a) you also get well-known moments like the variance

(JL(F(t)),oo,2) , the neg. semivariance (JL(F(t)),JL(F(t)),2) , etc. H,,x and a determine

the DM's attitude towards a target or reference level h (e.g. the expected value), the

outcomes to be included (,x) and the relative importance of large versus small deviations

(a, grade of risk aversion).

The PRY-concept (Colson, 1980) basically is nothing else than the 3-PRM but

it is defined by the bipolar risk theory, Le. instead of just one target risk measure it

considers at least two: one for the negative deviations from EV (the actual risk or the

'risk pole' to be minimized) and one for the positive ones (possible chances, e.g. the

pos. semi-variance, Le. the 'speculative pole', to be maximized, see Colson, 1987).

From the practical point of view 3-PRM and PRY are the only suitable concepts for

our problem.

The DM resp. the bank now has to decide in the model formulation step which one

of the different model components, Le. objectives and target risk measures, it would like

to have simultaneously optimized. Thereby the chosen risk measure crucially depends

on the bank's attitude towards risk (not necessarily pure risk aversion). A strongly risk

averse bank e.g. may favor the 3-PRM approach with just one target risk measure and

a higher a, less risk averse banks may choose the PRY approach with a positive and a

negative target risk measure and reasonably Iowa's and a risk-neutral bank may just

optimize the expected values.
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4 Solution algorithm

We have the following general vector optimization or MCDM problem:

F : lRn
----t lR; (9)

subject to:

g i ( ~ ) :::; 0

hj(~;.) = 0

XI:::; bz, Xl 2 al

~ 2 0

for i = 1, , mj

for j = 1, ,p;

for I = 1, ,nj

~ = (Xb" • ,xn ) E lRn
;

whereby ~ is an n-dimensional decision variable vector and there are k objectives, m in­

equality, p equality and n box constraints. In order to get a solution resp. an efficient

point of the MCDM-problem you can either set upper bounds to all but one objec­

tive and minimize the remaining one or you can create an overall objective (distance)

function which includes llll the obj. functions ! J , ( ~ ) and determines the efficient point by

minimizing this function with respect to a chosen reference point (compromise solution).

Since our problem is too complex to provide the complete set of efficient solutions the

DSS is interactive, delivers one efficient point at a time and thereby gives the DM the

possibility to gradually screen the solution space and finally to reach the efficient point

which maximizes his unknown utility function.

The DSS is based on a testing version of the non-linear DIDAS-NL program (Le­

wandowski, 1985) but it contains several additional interactive features and program

improvements. The basic decision method is the reference point method by Wierzbicki

(1980,1986). It works with the conjugate gradient method in connection with the shifted

penalty algorithm for all constraints and gradient projection for linear constraints. The

original MCDM-problem is reduced to a single (distance) objective problem using a

scalarizing achievement function (SAF) for the different objectives (for an exact de­

scription of the method see Lewandowski, 1985).

In our problem one objective function (14) and some risk measures, e.g. the neg. semi­

variance (:Lk max2(0, E(tk) - tk) . P(tk))' are non-differentiable functions of the type

min max; (Ii). Since the DSS only works with differentiable functions (or constraints)

we transform the problem F,fi : lRn
----t lR, F(~):= maXi (Ji(~)) ----t min into

P, Ii : lRn
+1 ----t lR, P(~, Xn+l) := X n+1 ----t min subject to X n+1 2 Ii(~) for i = 1, ... , m.

This substitutional problem can be applied to all non-differentiable (convex or non­

convex) objectives and constraints of the aforementioned type (e.g. see Psenicnyj, 1982).

5 Description and features of the decision support

system IDSSBALM

At present IDSSBALM basically is a traditional decision support system (DSS) where­

by a DSS is defined as an interactive, computerized system which uses dialogue,

databases and (mostly mathematical) methods to help DMs with the recognition of
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problems and the preparation, choice and implementation of decisions, strategies and/or

alternatives (e.g. Jarke, 1987).

Right now one can distinguish between two principle versions of IDSSBALM: the

current (implemented) and a future (final) version. In the current one the user basically

has to perform three tasks before working with the DSS:

i) collect the necessary data,

ii) make his choice of the possible model components, Le. objectives, constraints, etc.,

iii) store the problem (raw) data in certain data files: the general problem specifica­

tions (e.g. number of objectives, (in)equality constraints, etc.) in SPECS.DAT,

the spec. problem specifications (e.g. the linear coefficients, bounds, starting point,

etc.) in MODEL.DAT and a (short) FORTRAN program containing the defini­

tion and the gradients of all objectives and all non-linear constraints (similar as

in DIDAS-NL).

Nevertheless almost all problem description parameters can be interactively changed.

In addition the user has the chance to conduct sensitivity analysis which is fairly easy

for (lower or upper) bounds of decision variables, the right hand side of constraints and

objectives and different objective setting whereby he can switch to a different set within

MODEL.DAT (specifying a different BOD/RHS name) or the FORTRAN program

(different problem number). For different scenarios however he still has to undergo the

model building procedure from the beginning.

~ IODEL.DAT

====~IIDSSBAL~~ ~D====
I SPECS.DAT

J JJ
Type of UTERACTIVE
Co••and EDITOR

var Ina equ ran
SPECS nor vlo Den Ite
IODEL rbo bou
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Db ec t. riD aca 00.

dlo rea con dec
Result roo cao dao [>0roe cae dae
Start Ha atv lot ate FOROOT.DAT
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Run ~o uto ut ato end

,

~ FOROOT.DAT
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( break of f IRU" ALGORITHI break Off)LJ
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Figure 1: (Logical) Structure of IDSSBALM
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The normal way to use the DSS is the following: the DM inputs raw data (e.g. the

uncertain parameters) into STATISTICS and makes his choice(s) of objectives and con­

straints. Using the output of STATISTICS he then writes the FORTRAN program

MODEL and specifies the two input files MODEL.DAT and SPECS.DAT.

Interacting with the program the DM has several types of command possibilities:

SPECS and MODEL (change problem parameters or sets). PRINT (specify output

media and the desire for intermediate results). OBJECT (change reference points or

scaling factors), RESULT (display different kinds of results), START (manipulate start­

ing points), OTHER (get help, show parameters) and RUN (compute solution or utopia

points) commands.

The DSS does not (yet) contain a knowledge base. Our model which is a 'top

down' approach for high level strategic planning (Dolk, 1986) and which can be split

into several sub-models (for objectives and risk measures) is custom-built. The data

still have to be collected externally but in an applied bank version the data collection

process should be done internally whereby the central strategic planning unit could be

freed from data research and could concentrate on model building and planning.

In a future version the model building step should be integrated:

ob ectlve. risk s)
untDo ar DlDOlar
V,SV.SD. (+V.-V) •

etc. ( + S V . ~ V ) •
etc.

conatralnts

1\, ... ,I.,

other

Figure 2: Integrated model building

After internal data processing the DM, either a financial analyst (interpreter, inter­

mediary; trained in mathematical programming) or a bank manager, could specify his

model and problem structure by quite flexibly choosing among the different submodel

possibilities without writing a program (in the current version the analyst is definitely

needed, at least to input the correct model formulation). Thereby the bank manager

might be able to conduct the model building himself using automatic model building

tools (Binbasioglu, 1986) to make a choice from the offered submodel possibilities. Since

'interactive' so far in our DSS 'only' means that the DM can make a decision on the

selection of (efficient) alternatives based on his preferences and change problem spec­

ifications it might also be worthwhile to help the DM in his model building process,

e.g. by asking him a catalogue of questions (e.g. about his grade of risk aversion) and
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letting the system develop the model, in a way of extended support.

The basic idea for the present interaction with IDSSBALM is that two types of users

can work with it:

i) the sophisticated user (financial analyst) who knows the influence of the different

parameters and wants to change them according to his needs,

ii) the merely practical bank-oriented user, Le. the bank manager himself, who is able

- after the problem has been specified respect. the model has been formulated

- to get the different efficient alternatives by just varying the reference points.

The DSS is implemented on a VAX 8900 in FORTRAN. For problems of a small

example size (3 objectives, 10 constraints, 23 variables) you need about 500-7.000 (on

average 2.500) iterations to reach an efficient point depending on the chosen parameters

and the starting point (average waiting time 3-6 sec.). For larger and more complex

problems this time span can somewhat grow but it is still within an acceptable range.

IDSSBALM is different from DIDAS-NL in several aspects. At first it contains

quite a few program changes, improvements and additional interactive command types,

e.g. PRINT, RESULT, START, OTHER and a few options of the other types. Although

the solver principally has not been changed IDSSBALM is more user-friendly and pro­

vides results in a more meaningful way (there is a new, improved DIDAS-NL PC-version

(Kreglewski, 1987) but our model is too large to be run on a PC for a suitable problem

size) although its comfort might still be improved (e.g. with a screen able to run in

graphics mode).

In addition DIDAS-NL is a general non-linear MCDM DSS while IDSSBALM con­

sidering model and DSS is tailored to a special problem environment (due to space

restrictions a data example of the model cannot be provided here).

6 Conclusion

IDSSBALM, principally still belonging to the family of DIDAS programs, is an (inter­

active) decision support system which is able to consider today's urgent bank planning

problems and objectives and comprise them in a way which is attractable for an experi­

enced and inexperienced (practical) user. The model contains several submodels which

can be composed in a quite flexible manner. Taking care of uncertainty and letting

the user apply his own approach and (intuitive) opinion about the major objectives, his

attitude towards risk (which does not have to be consistent) and his (implicit) utility

function within the model environment allows him to find his own best solution to the

problem by specifying his preferences. Thereby IDSSBALM is a valuable decision aid.
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One of the major functions of bodies directing research activities is to define and

pursue a scientific and technological policy which involves:

• multiaspect analysis of the current state-of-the-art and trends in science and tech­

nology development;

• formulation of a system of long-range and short-term goals facing science and

technology, to meet the needs of society and development of science per sej

• selection and all-round evaluation of the research areas contributing to the accom­

plishment of the goals set, and determination of priority areas;

• analysis and estimation of scientific and technological potential, its consistency

with the problems solved, determination of the required resources and their allo­

cation to contributors;

• R&D coordination with regard to the cross-impact of different disciplines, their

contribution to solution of scientific and practical problems;

• advancement of research activities, promotion of the formulated policy implemen­

tation;

• monitoring the scientific policy implementation, evaluation of progress in the goals

accomplishment, exercising necessary adjustments.

Scientific and technological policy is represented in the form of advanced and current

plans, programmes, projects, statements. Formulation and implementation of scientific

and technological policy take form of decision making processes which provide for the

accomplishment of all general and partial functions of organizational management.

Forecasting and planning R&D on the nationwide and sectoral levels belong to the

so-called ill-structured problems of unique choice (Larichev et aI., 1987). These prob­

lems have common features such as a comprehensive nature of alternatives difficult for

assessment; presence of various aspects to be taken into account; nonrecurrence of the

choice situation making it impossible to act "by analogy"; unsufficient determination
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of decision making sequences; necessity of using expert information and taking into

account the preferences of decision makers.

Consideration and structurization of R&D forecasting and planning problems are

connected with processing and analyzing various information on up-to-date situation

and trends of science development. One of the promising approaches in management

automation is design of Decision Support Systems which help decision makers to utilize

data, objective and subjective models, knowledge for analyzing and solving ill-structured

and unstructured problems (Sprague, 1980).

DSS MEDIAN was worked out by Petrovsky et al., (1984) for solving three types of

R&D management tasks:

• recurring tasks with regular forms of input and output documents;

• inquiry tasks;

• analytical and investigational ill-structured tasks.

The main "objects of control" in problem-oriented organization of R&D are scien­

tific programmes and comprehensive scientific problems covering large areas of science.

Usually they have complex hierarchical structure and are divided into several problems,

subproblems, directions, themes integrated by common purposes. Among tasks solved

by DSS MEDIAN are:

• formulation of annual R&D plans;

• formulation of scientific programmes;

• multiattribute assessment of scientific problems;

• modelling an information structure of a comprehensive scientific problem, etc.

DSS MEDIAN information base consists of special documents which describe the

planned and conducted R&D and include multiaspect information of accounting, topical

and criterial nature. The main components of the system information base are a text­

base, a data-base, a model-base and a rule-base. A text-base comprises R&D names

and abstracts. A data-base consists of names of researchers and organizations dealing

with R&D, dates of R&D beginning and end, sources of budgeting and other accounting

data. A model-base includes information models of problem object fields, estimations of

R&D "information values" and other models. A rule-base determines criteria for taking

documents to problem field, compiling frequency dictionaries of terms, estimating the

quality of DSS adjustment to problem object field, etc. An analogous approach to

structurization of DSS information base was suggested by Bellew (1985).

The system is based on the following principles:

• dialogue interaction between the user and the system;

• ability to process formalized and nonformalizable (text) information;

• independence of routine software procedures on tasks solved;
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• interactive mode of system adjustment to a concrete problem field.

Formulation 0/ scientific programmes is connected with analyzing various informa­

tion on R&D to be conducted in different institutions and organizations. A considerable

part of such information is contained in R&D documents mentioned above. In order

to develop a scientific programme it is necessary to search for and integrate a great

number of R&D projects related to programme matter. DSS MEDIAN is to help a

programme manager to structure his information needs, to quickly process a bulk of

R&D documents, to obtain documents relevant to his needs (Petrovsky et aI., 1986).

Above all DSS is adjusted to the programme object field. The DSS adjustment is a

procedure of ordering general document file X by a degree of document correspondence

with the programme in accordance with the programme manager's preferences. First,

an arbitrary set of documents X is picked out from general file X. This "probe" file

Xo is considered as a fuzzy set Xo = {x, Il(x) } containing elements (documents) x with

different degrees of correspondence with the programme.

The degree of document correspondence with the programme Il,,(x) is determined

by the programme manager or experts using ordered scale with the following verbal

estimations:

A - R&D topic is completely corresponding to the programme,

R&D must be included in the programme;

B - R&D topics corresponds to the programme to a certain degree,

R&D can be used in the programme;

C - R&D topic is poorly corresponding to the programme,

R&D can probably be used in the programme;

D - R&D topic is not corresponding to the programme.

Values of membership function Il,,(x) are received by averaging expert assessments.

Note that the suggested algorithms of non-structured information processing have a

low sensitivity to concrete values of membership function Il,,(x).
According to the programme manager's preferences "probe" document file Xo is

divided in two fuzzy subsets. First file X" consists of documents x "near" to programme

field R" interesting for the user. Second file X q consists of documents x belonging to

field Rq that is "far" from field Rq :

X" = {x,Il,,(x)}

X q ={x'llq(x)}

Il,,(x) ~ ell > 0,

Ilq(x) = 1 - Il,,(x) ~ eq > O.

Then documents from "probe" file Xo are analyzed automatically using a special

procedure of Problem-Oriented Sorting Text (POST). As a result frequency dictionar­

ies of words or terms ("lexical units") are built for two fields R" and R q ; values of
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"informativeness" of lexical units and their combinations are calculated; lexical units

and their combinations the most informative for programme field Rp are determined.

By making use of the values of informativeness of lexical units and their combina­

tions in texts of documents "information weights" of documents from general file X are

calculated. An "information weight" of a document is determined by the quantity of

informative lexical units in its text and characterizes a document's relevance to infor­

mation needs of the user. According to their information weights all documents from

general file X are ordered by degrees of their correspondence with the programme.

The quality of DSS adjustment to the programme object field is estimated by mini­

mizing a distance between the expert and computer ordering. The final step of system

adjustment is the construction of a binary matrix B (documents - lexical units) used

on the stage of a programme analysis.

A dialogue procedure of analyzing problem-oriented file of R&D documents com­

prises several steps:

• formulation of an inquiry in natural language using words and their combinations;

• formalization of an inquiry using a dictionary of lexical units for the programme

object field;

• processing a binary matrix B and an output of brief information on the relevant

documents found;

• precising inquiry;

• processing general document file X and an output of document's texts and other

factographical information.

It should be noted that an output of documents is executed from the ordered file. So

documents having the highest degree of correspondence with the programme come first.

The programme manager can abort an output when he/she receives a sufficient number

of relevant documents. The described approach has been used for a formulation of the

medical part of scientific programme on biotechnology. Using DSS MEDIAN the pro­

gramme manager analysed large files of R&D documents and received the information

on R&D and possible participants of the programme earlier unknown to him.

Modelling an information structure of a comprehensive scientific problem or a pro­

gramme is aimed at investigating a typology of objects considered and representing

essential information in a more compact and obvious form. The development of a com­

prehensive scientific problem or implementation of a programme is characterized by

a continuous change of information connections between R&D directions, arising new

approaches and priorities. DSS MEDIAN is to help managers to analyse a structure,

intensity and dynamics of interactions between different components of the complex

problem, to obtain useful information on the real distribution of efforts and their coor­

dination.

The comprehensive problem G is considered as a set of several scientific problems

{gi}. Every problem gi is a fuzzy set gi = {X,J.Li(X)} containing elements (documents)

x with different degrees of correspondence with problem gi. The procedure of DSS

I
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adjustment to the problem object field is similar to the one discussed earlier. Experts

estimate a degree of document correspondence JLi(X) with problem gi using an ordered

scale analogous to the above scale. DSS information base adjusted to the problem field

G is represented as a document file X ordered by the degree of document correspondence

JLG(x) = max JLi(X),
A simulation of the problem information structure is based on approaches charac­

teristic of structural methods for data processing. An information structure of compre­

hensive problem G is represented by a connected graph with nodes corresponding to

problems g and arcs corresponding to information links between problems. The inten­

sity of the information connection between two problems is estimated by an expression

taking into account degrees of documents correspondence with problems and values of

information links between documents relating to the problems considered. The value of

information link between two documents depends on a number of lexical units (words,

terms or descriptors) in their texts and is determined by the modified Tanimoto-Rodgers

ratio.

For investigating the problem information structure dynamics in any time period the

intensities of interconnections between different problems are calculated for each annual

interval. Changes of information structure and values of link intensities are represented

in table and graphic forms on display.

The analysis of dynamics of information interactions between scientific problems

provided an opportunity for identifying groups of active (increasing intensity of links)

and passive (decreasing intensity of links) problems inside the comprehensive scientific

problem and also for determining a group of autonomous scientific problems poorly

communicating with each other. Using DSS MEDIAN and the above approach the

Scientific Board on medical radiology has worked out proposals on the correction of the

problem management system and new organizational procedures on R&D planning and

coordination.
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1 Introduction

The complexity and the variety of questions and problems on both water quality and

quantity have increased to such an extent that planning frameworks and management

policies must be fine tuned to resource availability. Thus, the decision making process

has become exceedingly complex and will become more so in the future. Conceptually

man has used always models to make decisions. Water quality management, even in

its simplest state, is coupled with different processes which are influenced by a lot of

uncertain variables, by high-dimensional disturbances and by restricted information

structures. The economic consequences of management alternatives are difficult to

predict correctly. The problems are further compounded because of the difficulties

associated with satisfactory aggregation of social benefits and costs for different trade­

offs.

Water quality models playa vital role both in the design of alternative waste abate­

ment measures and in the evaluation of alternative sanitation programs. Pollution reg­

ulations are specified either in terms of river quality or in terms of efHuent standards. In

the first instance, given a set of river standards, there is a large number of combinations

of treatment levels at specific discharge points which will meet the requirements. In

the second case, the water authority responsible for setting the efHuent standards must

also recognize that the river has a limited assimilative capacity, and eventually adjusts

efHuent standards according to conditions in the river. In either case, a decision model

is necessary in order to screen the array of possible courses of action.
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2 River water quality simulation models

Most of the river water quality problems are generated by matter which is discharged

into the river as a consequence of human activities. Many of these problems are re­

lated to the interactions between the discharged matter and river organisms. In river

water quality modelling major emphasis is laid on eutrophication and self-purification

(StraAkraba and Gnauck, 1985). Therefore, water quality simulation models may be

distinguished by the type of waste modeled (Biswas, 1981): models for biodegradable

wastes and models for conservative non-degradable wastes.

Degradable waste concentrations can be described mathematically by considering

the natural purification role of dissolved oxygen (DO) in water bodies. The DO con­

centration of a water body is a general measure of pollution in situations of non-toxic

exposure. But there are many variables by which it can be directly or indirectly affected.

Because a complex relationship exists between the biochemical oxygen demand (BOD) of

the waste discharged and the DO concentration at points downstream of the discharge,

this relationship has become one of the main indicators governing water quality man­

agement and control of water resources. DO-BOD models have become wide-spread in

water quality modelling studies after the classical paper written by Streeter and Phelps

(1925). The basic equations were modified by a number of scientists which have incor­

porated additional processes acting on DO (Gromiec, 1983). The model theory is based

on the assumption that there are only two major processes take place: BOD and DO are

being removed by bacterial oxidation of the organic matter, and DO is being replaced by

atmospheric reaeration by gas absorption through the air-water interface. Deoxygena­

tion and reaeration are considered as first-order reactions with constant reaction rates.

Streeter-Phelps-models are used for various purposes relating to analyses of influencing

parameters of water quality. The practical applicability and validity of such a model

is delimited by the choice of its structure. Therefore, purpose and essential influence

variables should be clearly defined and verified by measured data before computerized

treatment of data collections is actually started.

The primary mechanisms for conservative non-degradable wastes are transport and

dilution. The simulation models are appropriate for describing temporal and spatial

changes of suspended solids with low settling rates, various dissolved organic chemicals,

heavy metal ions, radioactivity, chlorides etc. Since dilution is the only means of re­

ducing the concentration of non-degradable pollutants, the downstream concentration

of these substances can readily be predicted if the flow pattern is specified.

3 The decision support system REH

The literature on optimization models for water quality management mainly deals with

some form of cost minimization designed to meet river water quality and effluent stan­

dards. Then decisions are made by scenarios resulting from simulation models. Gen­

erally, real decisions are characterized by alternatives of action, by consideration of

multiple goals, by selection of one element of the set of alternatives (the actual deci­

sion) and by individual weighting of one single goal related to the preference structure
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of the decision maker. The decision making process is then given by a choice of one

objective allowable kind of action related to a subjective valuated compromise on partly

satisfaction of conflicting goals (Pareto, 1896; Straubel and Wittmiiss, 1983; Wittmiiss,

1985). The individual weighting of the goal functionals often depends from their ac­

tually reachable values. In search of all possible alternatives for controlling a dynamic

process or a dynamic system the use of computers will be very helpful.

In the most cases interactive computer programs are hierarchically structured. The

decision support system REH developed by Straubel and Wittmiiss (1986) is written in

FORTRAN 77 language. It shows the following structure (table 1):

Program package level Characterization/Remarks

Preparation level General arrangements for computing,

Input of external process model parame-

ters,

Input of parameters for optimization runs.

Learning level Study of the time behaviour of the process

model,

Investigation of the influence of different

control strategies on the process model time

behaviour in dependence of changing exter-

nal parameters and of the performance of

the goal functionals,

Learning how to choose a suitable control

strategy by game theoretic methods.

Testing level Realization check for reachability of control

targets related to the goal functionals,

Search for a special control strategy to reach

given targets within a choosen time hori-

zon,

Computation of the individual optima of the

goal functionals.

Optimization level Computation of Pareto-optimal solutions by

ranking the goal functionals, by relaxation

method or by computation of the set of

compromise points with decreasing apriori

knowledge of the decision maker.

Table 1: Hierarchical structure of the DSS REH

The DSS REH works in an interactive dialogue form. No special requirements are

necessary for the type of process equations and for the mathematical formulations of the

goal functionals. Nonlinear process equations with time delay of any order, non-convex
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or non-concave goal functionals and also disconnected reaches of control variables are

accepted for computation. Time-dependent restrictions of the control variables in form

of lower and upper bounds and other implicit formulated restrictions between state and

control variables are taken into account additionally.

4 Application of DSS REH to river water quality

management

In opposite to the use of water quality simulation models only a few applications of de­

cision support systems for solving water quality problems exist (Hahn and Cembrowicz,

1981; Cembrowicz, 1984; Krawczak and Mizukami, 1985; Kaden and Kreglewski, 1986).

For a particular river basin a modified Streeter-Phelps-model was implemented in the

DSS REH to get Pareto-optimal solutions for controlling waste water input from point

sources and to get informations for extending sewage treatment plants in the river basin

by limited budgets.

4.1 Characteristics of the river basin

A river basin in the hilly mountain region in the south of the German Democratic

Republic was choosen as test area. Because only a one-dimensional model was used,

segmentation was done in longitudinal direction by 11 segments only. Segmentation

cuts are performed in such a way, that the ensuing segments represent river stretches

with close to homogeneous characteristics (figure 1). The global parameters describing

DO-producing and DO-consuming reactions as well as pertinent hydraulic parameters

(flow rate, flow velocity etc.) considered as constant for each segment. Segments are

also determined by tributaries and essential waste water inputs.

Inputs of organic load are located at the beginning of a segment (if any), where

a segment is considered as a continuous stirred tank reactor with complete mixing

approximately. Water quality variables observed are given at the beginning and at the

end of each segment. Then the output of the i-th segment will be the input of segment

(i + 1).
Two hydrologic standard situations were taken into account for water quality man­

agement: mean flow conditions and mean low flow conditions. The optimization results

presented in this text are valid for mean flow.

4.2 The DO-BOD simulation model SPROX

Following the notation given by Beck and Young (1976) some input parameters have to

be known: discharge rates and cross-sectional areas (or flow velocities), total amounts

of DO and BOD transported in the river or introduced into the river and parameters

describing DO consumption and DO input segment-wise. For each segment a set of

ordinary differential equations can be formulated as follows:
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Pareto-optimization by DSS REH
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Figure 1: Schematic representation of the segmented river

DO - equation:

.(i)
cl -(K2(t) + A(i))c~i) - Kl(t)c~i) + A(i)c~i-l)(t - t~))

+ K2 (t)ClS(t) + B1i)u(i)(t) (1)

BOD - equation:

C ~ i ) = -(K1(t) + A(i))c~i) + A(i)c~i-l) (t - t~)) + B~i)u(i)(t) (2)

where the dot notation is referred to the time derivation and cI-DO concentration,

c2-BOD concentration, cls-(temperature-dependent) DO saturation concentration,

K1-BOD decay rate constant, K2-reaeration rate constant for DO, A(i) = Q(i) /V(i)

is constant for each segment with Q is the mean volumetric flow rate and V is the mean

volume of a segment.

The DO saturation concentration within a segment is given by a third order poly­

nomial equation (Thomann, 1972):

ClS(t) = 14.65 - 0.41022· TW + 0.007991· TW 2
- 0.0000474· TW 3

, (3)

where the annual time course of water temperature TW is modelled as a sinusoidal

function (Gnauck et aI., 1987):

TW(t) = 13.16 + 1O.23cos(21r(t - 213)/365). (4)

The coefficients B j (j = 1,2) are defined as follows: B}i) = QE~l.x/V(i)c}1, with QE

denotes the additional volumetric flow rate and CjE denotes additional inputs of DO

and BOD concentrations due to waste water and/or tributaries, respectively.
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The solutions of the linear differential equations (1) and (2) can be formulated under

the assumption of constant K 1- and K2-values for each segment. For equ. (2) one gets

C2(t) = e-A~;)lc~i)(O) + 10' (A(i)C~i-l)(t' - ty)) + B~i)tL(')(t')) * e-A~;)(l-ll) dt', (5)

with A ~ i ) = KI') + A (i) and A ~ i ) = K~i) + A(i).

Replacing the integral by sums with fixed intervals At, then equ. (2) can be expressed

by the following formula for any time step tA;:

(6)

An analogous expression will be get for the DO equation.

4.3 Computation of the individual optima of the goal func­

tionals

According to the choosen model structure the goal functionals for control of waste water

input into the investigated river (model REHSPROX) were formulated by the following

expressions:

m:x L L DO(i)(t);
i I

minLLBOD(i)(t);
U , t

(7)

Solving the design problem for extension of sewage treatment plants (model SPROXEC)

the third objective was replaced by min Ecosts(i)(t). The computation results of the
U i

individual optima are assorted in table 2.

Management task Run No. DO BOD Costs

Design of sewage 1 10.4 62.6 17.4

treatment plant

I
2 10.4 62.6 17.4

3 5.9 169.0 0.0

Table 2: Coordinates of the individual optima

The coherence of the goal functionals related to the design problem can clearly be

seen from figure 2. A minimum concentration of BOD in each segment can be reached

by a maximum value for the costs.

In table 3 all computed Pareto-points for the investigated problems are given. Only

five optimal points could be found by computer runs for the development of a control

strategy of waste water input, while for the design problem a broader basis to make

decisions is to be given.
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Figure 2: Schematic representation of the compromise strategy for

solving design problems of sewage treatment plants in a river

basin

An example of the optimization results is shown in figure 3. In the upper part the

annual time behaviour of DO and in the lower part the annual time behaviour of BOD

can be seen. The increase of BOD concentration in the third segment is caused by

an high waste water input. While the DO curve shows an acceptable time behaviour,

critical BOD values can be observed in the upper part of the river during summer and

autumn.

5 Conclusions

The investigations of a river basin by water quality simulation models allow statements

for single essential variables of water quality. The combination of a decision support

system with a special process model gives a good chance to check our thinking on

development of control strategies for environmental protection and how to formulate

goal functionals in water quality management. This is not only a theoretical question

more than a practical one.
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Part 3b

Computer Implementation of Decision Support
Systems



Interactive Decision Support System

MICRO-MULCRE

B. Danev, G. Slavov, G. Boshnakov

Bulgarian Industrial Association

Sofia, Bulgaria

1 Purpose of the program

The purpose of IDSS MICRO-MULCRE is multicriteria comparative evaluation and/or

multicriteria choice between/from a finite set offeasible elements (alternatives, objects).

2 Methodological and theoretical backgrounds

In the current version the available multicriteria evaluation methods can be divided into

two groups:

1. Alternatives (objects) ranking according to the calculated estimation: simple ad­

ditive weighting, maximin,

2. Obtaining a subset of alternatives (objects): conjunctive method, nondominated

set (Pareto).

The methods could be used separately or in consecutive order given by the user.

3 Description of the implementation

The current version of the program is capable of solving problems with maximum of 50

columns and 50 rows. The interface is based on menu techniques. Language: TURBO

PASCAL 3.01A. Operating system: MS DOS 3.10 or higher version.

4 Hardware requirements

IDSS MICRO-MULCRE operates on IBM-PC, XT, AT or compatible computers with

640 KB memory, 1 disk drive, color monitor and printer.
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5 Availability of the program

The current version was developed in accordance with a contract (1st stage) with the In­
ternational Institute for Applied Systems Analysis, Laxenburg, Austria. IDSS MICRO­

MULCRE is distributed by IIASA and Bulgarian Industrial Association, 134 Rakowski

Str., 1000 Sofia, Bulgaria.



Software System STRUCTURE

Nikolai Dushkov, Ivan Stanchev

Sofia, Bulgaria

1 Purpose of the program

Software system STRUCTURE is designed to support decision makers in the construc­

tion of optimal structures of interrelations among the elements of a certain system which

is subjected of a team of experts. The elements (objects) comprising the system under

study can be of the following types:

• aims which the decision maker is aiming at,

• alternatives, choosen by the decision maker for achieving his goal(s),

• criteria for evaluation of the decision maker's activities,

• consequences resulting from the choice and applications of one or more alterna­

tives.

2 Methodological and theoretical backgrounds

The objects that are obtained usually are linked by relation of dependence. A relation

of dependence between two objects exists when the achievement of one brings about the

increase or decrease of the degree of achievement of the other.

Apart from the sign (+ or -), the relation of dependence has one more feature

called power of dependence which is the degree at which the existing of one object

would increase (or decrease) the degree of existing the other.

Besides direct relation between objects, there are indirect relations comprising of

more than one direct relation (chains of relations). When the power of such an indirect

relation is measured, it can prove grater than the direct relation existing between them.

Because of this thp. decision maker needs, in the process of constructing and analyzing

the system, information about the significant powerful direct and indirect relations

existing in each couple of objects, as well as about the maximum power of direct or

indirect relation in each couple of objects.

3 Description of the implementation

In Software System STRUCTURE a mathematic apparatus is used with the help of

which the relations of dependence are constructed on the basis of ordinal information
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about the power of relations of influence. It is typical of this case that the power

of influences' evaluations are formulated with phrases in natural language, adequate

to the terminology used by the decision maker and corresponding to the specifics of

the problem under study. A spreadsheet technique is used when the evaluations are

entered (and modified) and the results are displayed as the oriented weighted graphs

the vertices of which correspond to elements of the system and the arcs represent the

computed power and direction of maximal influences between the elements.

4 Hardware requirements

Software System STRUCTURE operates on IBM-PC, XT, AT or compatibles under

the MD DOS version 3.0 and higher and requires 256K RAM, color graphic monitor

and hard disk. IT possible, a printer with graphic capabilities can be added.

5 Availability of the program

The program is property of IIASA. To obtain a further information, please contact

N. Dushkov, RDL PROGRAMA, Acad. G. Bonchev Str., BL 8, Sofia, Bulgaria.



lOS - Interactive Optimization System

Emil Kelevedziev

Institute of Mathematics, Bulgarian Academy of Sciences

Sofia, Bulgaria

1 Purpose of the program

IDS is an interactive system which will support the decision maker in solving optimiza­

tion problems. Such problems are common in areas as production planning, resource

allocation etc. The main feature of the different classes of the mathematical optimiza­

tion problems is the lack of universal solving method. For this reason the IDS includes

a library with various methods. Often, in the process of solving a particular problem, it

is necessary to replace one method by the another or to change the values of method's

parameters etc. Our aim is to facilitate the nonexperienced user in his work with the

software - the dialogue is led in terms of his language and in a correspondence with

his experience.

2 Methodological and theoretical backgrounds

IDS is based on the following principles:

• Orientation to user's professional background and availability of the program tools

which permit description and a thorough editing of the problems in a way natural

to the user,

• Process orientation, Le. a possibility for thorough intracement and control of the

process of problem solving, which is the advantage of the interactive optimization

systems,

• The library of IDS is open for including new numerical algorithms as well as for

excluding certain ones due to the system adaptation to a practical set-up.

3 Description of the implementation

IDS is implemented in Pascal language and includes:

• A system for unconstrained function minimization and function minimization with

lower and upper bound for variables,



287

• A system for solving linear programming problems,

• A symbol transformation system providing a description of the problem by means

of formulae and algebraic computation of partial derivatives,

• A table editor of fixed type data,

• A screen editor for control of computation, choice of method and analyzing the

progress of optimization process.

4 Hardware requirements

The program runs on an IBM-PC, XT, AT or compatibles and require 640K RAM and

at least one floppy disk. A color monitor is recommended.

5 A vailability of the program

Please contact the Institute of Mathematics, Bulgarian Academy of Sciences to obtain

further information.



VIG - A Visual Interactive Approach to Goal

Programming

Pekka Korhonen

Helsinki School of Economics

Finland

1 Purpose of the program

Most management problems typically have multiple criteria and are semistructured.

Such problems are common in strategic planning, financial planning, personnel alloca­

tion, resource allocation, advertising, and pricing.

VIG is a dynamic, visual, and interactive system which will support the user in

structuring and solving multiple criteria decision making and planning problems. It

helps to analyse the consequences of decisions either as flexible goals (objectives) or

rigid goals (constraints). The system enables the user to obtain a holistic perception

of semistructuted problem and to examine the trade-offs between conflicting goals by

visual interaction.

2 Methodological and theoretical backgrounds

Visual interaction is implemented using Pareto Race. In Pareto Race the user can freely

search efficient solutions of a multiple objective linear programming problem, in a dy­

namic way. Visual as well as detailed numerical information is presented simultaneously.

The foundation of VIG originate in the visual reference direction approach. By

projecting a reference direction onto the efficient surface, a subset of efficient solutions

are generated and presented for evaluation.

3 Description of the implementation

The current version of the system is capable of solving problems with a maximum of

96 columns and 100 rows, from which at most 10 may be defined as objectives and

constraints during a session.

The interface is based on the main menu, spreadsheets and visual interaction, making

it very user friendly. Computer graphics and colors playa central role in the design of

the interface. These features make it easy to construct, modify and solve the model,

enabling the user to concentrate on his decision problem.
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4 Hardware requirements

VIG runs on an IBM-PC, XT, AT or compatible computers and requires 256K RAM.

A color graphic monitor is recommended.

5 Availability of the program

The system is distributed by NumPlan, P.O. Box 00421, Helsinki, Finland. Please

contact the company to obtain more information.



IAC-DIDAS-N - A Version of Nonlinear DIDAS

for an IBM-PC Computer

Tomasz Kreglewski, Jerzy Paczynski, Andrzej P. Wierzbicki

Institute of Automatic Control, Warsaw University of Technology

Warsaw, Poland

1 Purpose of the program

The IAC-DIDAS-N is an interactive decision analysis and support system for multicri­

teria analysis of nonlinear models. It is equipped with a nonlinear model generator and

editor that supports, in an easy standard of a spreadsheet, the definition, edition and

symbolic differentiation of nonlinear formulae and of other parts of nonlinear models

for the multiobjective decision analysis.

2 Methodological and theoretical backgrounds

The multicriteria optimization is based on the reference point approach. The optimiza..­

tion runs helping the interactive, multiobjective decision analysis are performed with

the help of the solver, that is, a version of nonlinear programming algorithm especially

adapted for multiobjective problems. This algorithm is based on the shifted penalty

functions and the projected conjugate direction techniques.

3 Description of the implementation

The current version can handle problems with up to 26 independent variables, 26 pa­

rameters and 26 outcome functions. Each outcome can be defined as a constraint (with

upper and lower bounds) and/or as an objective that may be maximized, minimized or

stabilized. Bounds on efficient outcomes (utopia and nadir points) can be easily cal­

culated. Formulae for derivatives are currently kept in an internal form; to be viewed

or modified, these formulae should be processed with the nonlinear model generator

integrated with the DIDAS-N package.

4 Hardware requirements

IAC-DIDAS-N runs on IBM-PC, XT, AT and compatibles (with Hercules Graphic

Card, Color Graphic Adapter or Enhanced Graphic Adapter and, preferably, with a nu­

meric coprocessor and a hard disk) and requires 512K of RAM. There are two versions of
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the program available - one of them taking advantage of the numeric coprocessor, the

second utilizing the emulator library. Model files for both versions are compatible, how­

ever the inevitable loss of accuracy occur while transferring data from the coprocessor

version of the program to the emulating version.

5 Availability of the program

Please contact IIASA or Institute of Automatic Control, Warsaw University of Tech­

nology, ul. Nowowiejska 15/19, 00-665 Warsaw, Poland.



DISCRET - Package for Multicriteria Problems

with Discrete Alternatives

Janusz Majchrzak

Systems Research Institute

Polish Academy of Science

Warsaw, Poland

1 Purpose of the program

Decision problems in which from the explicitly listed set of feasible alternatives one

alternative has to be selected with respect to several criteria are common in many areas

of management, planning and engineering etc. DISCRET is an interactive package

which will support the decision maker in learning more about the problem and his own

preferences during the decision making process based on the holistic perception of the

problem.

2 Methodological and theoretical backgrounds

DISCRET is based on a fast technique for selecting either the set of nondominated

(Pareto optimal) alternatives from the explicitly listed set of feasible alternatives or

a representation of the nondominated alternatives set. Other options allow to keep

or reject duplicate alternatives and to select weakly nondominated alternatives. The

reference point approach is implemented to support the decision maker in the final stage

of the decision making process.

3 Description of the implementation

The current version of the package is capable of solving problems with maximum 20

criteria and with the number of alternatives multiplied by actual criteria number not

greater than 16000. However, larger problems can be solved with partition option

implemented. Interaction is based on menus, spreadsheets and is supported by graphical

presentation of result (two criteria projections and slices).
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4 Hardware requirements

DISCRET runs on IBM-PC, XT, AT and compatibles and requires 640K RAM and at

least one floppy drive. A color monitor is recommended.

5 Availability of the program

Please contact IIASA or the author - Systems Research Institute, Polish Academy of

Sciences, ul. Newelska 6, 01-447 Warsaw, Poland.



DINAS - Dynamic Interactive Network Analysis

System

Wlodzimierz Ogryczak, Krzysztof Studzinski, Krystian Zorychta

Institute of Informatics, Warsaw University

Warsaw, Poland

1 Purpose of the program

The program enables the solution of various multiobjective transshipment problems

with facility locations. For a given number of fixed facilities and customers and for a

number of potential facilities to be optionally located DINAS provides the user with a

distribution pattern of a homogeneous product under a multicriteria optimality require­

ment. As a result the user gets optimal locations of the potential facilities and a system

of optimal flows of the product between nodes of the transportation network.

2 Methodological and theoretical backgrounds

DINAS is based on an extension of the reference point optimization. The basic concept

of that approach is as follows:

• the user forms his requirements in terms of aspiration and reservation levels, i.e.

he specifies acceptable and required values for given objectives,

• the user works wit the computer in an interactive way so that he can change his

aspiration and reservation levels during the session.

DINAS searches for the satisfying solution while using an achievement scalarizing func­

tion as a criterion in a single objective optimization.

3 Description of the implementation

The program consists of three parts:

• the network screen editor for data input and results examination,

• the TRANSLOC solver for single objective minimization,

• the main interactive procedure for handling multiple objectives.



295

The current version of the program is capable of solving problems with a few objective

functions, about one hundred of fixed nodes, a few hundreds of arcs and several potential

nodes organized in a few selections.

4 Hardware requirements

DINAS runs on an IBM-PC, XT, AT and compatibles equipped with Hercules or color

graphic card and requires 640K RAM and a hard disk and at least one floppy drive.

5 Availability of the program

The program is distributed by IIASA, Laxenburg, Austria. For further informations

please contact SDS Program at IIASA or Institute of Informatics, Warsaw University,

PKiN 850, 00-901 Warsaw, Poland.



Nonlinear Model Generator

Jerzy Paczynski, Tomasz Kreglewski

Institute of Automatic Control, Warsaw University of Technology

Warsaw, Poland

1 Purpose of the program

The Nonlinear Model Generator is an auxiliary tool for the nonlinear multiobjective

decision support system IAC-DIDAS-N, used for advanced model analysis and in case

of numerical problems during optimization phase. It can be also used independently

in order to gain insight into the analytical structure of a nonlinear model, forms of

formulae for derivatives and into numerical range of outcomes and their derivatives.

2 Methodological and theoretical backgrounds

The program performs symbolic calculation to present formulae for all partial deriva­

tives used in the calculation of gradients of all outcome variables in a nonlinear model.

Formulae can be viewed and even modified (by performing what if analysis). Values of

outcomes and derivatives are also calculated in a usual spreadsheet manner.

3 Description of the implementation

The current version can handle problems with up to 26 independent variables, 26 pa­

rameters and 26 outcome functions. Model files are compatible with the IAC-DIDAS-N

program.

4 Hardware requirements

The program runs on IBM-PC, XT, AT and compatibles (with Hercules Graphic Card,

Color Graphic Adapter or Enhanced Graphic Adapter and, preferably, with a numeric

coprocessor and a hard disk) and requires 512K of RAM. There are two versions of

the program available - one of them taking advantage of the numeric coprocessor, the

second utilizing the emulator library. Model files for both versions are compatible, how­

ever the inevitable loss of accuracy occur while transferring data from the coprocessor

version of the program to the emulating version.
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5 Availability of the program

Please contact IIASA or Institute of Automatic Control, Warsaw University of Tech­

nology, ul. Nowowiejska 15/19, 00-665 Warsaw, Poland.



MDS - An Interactive System for Multicriteria

Evaluation of Alternatives

Peter Parizek, Tomas Vasko

Institute for Applied Cybernetics

Bratislava, Czechoslovakia

1 Purpose of the program

Multicriteria decision support in ranking a finite set of alternatives is a very common

problem in management practice.

MDS is an interactive microcomputer - oriented software package for multicriteria

analysis and evaluation of alternatives. The purpose of the system is to support decisions

in a large set of problems in the area of multicriteria evaluation of alternatives for

both individual and group decision making. The system makes no restrictions on the

character and type of attributes and alternatives.

2 Methodological and theoretical backgrounds

The MDS system supports decisions in selection and ranking of alternatives of a certain

problem according to attributes which can be mutually opposite, of different measuring

units or incomparable. This system supports decisions of one decision maker or group

of decision makers. The number of users and problems solved is unlimited. On the

other hand, exact relations and access rules between the problems and the users must

be exactly defined.

3 Description of the implementation

The number of attributes and alternatives for a given problem is finite but unlimited

with respect to memory constraints of the PC. The attributes can be quantitative,

qualitative or considered as aspiration levels. Quantitative attributes are characterized

by name, measuring unit, upper and lower bounds. Qualitative attributes are described

by name and a linguistic or numeric scale. Methods for evaluation of attribute weights

and methods for final ranking of alternatives are implemented as separate software

modules. Other modules contain statistical and graphic tools. The number of methods

in the system can grow without limitation. The dBASE III package is used as a data

base management system for MDS.
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4 Hardware requirements

MDS runs on an IBM-PC, XT, AT or compatibles and requires 512K of RAM and one

floppy drive. A color monitor and printer is recommended.

5 Availability of the program

A preliminary version of the program is available from the authors. Please contact the

Institute for Applied Cybernetics, Hanulova 5A, 844-16 Bratislava, Czechoslovakia.



IAC-DIDAS-L - Dynamic Interactive Decision

Analysis and Support System

T. Rogowski, J. Sobczyk, A. P. Wierzbicki

Institute of Automatic Control, Warsaw University of Technology

Warsaw, Poland

1 Purpose of the program

There are many examples of decision situations that can be modelled and analysed by

using a substantive model of multiobjective linear programming type. DIDAS-L is a

Dynamic Interactive Decision and Support system for multicriteria analysis of linear

and dynamic linear models running on professional microcomputers. This system can

help in the analysis of decision situations when a mathematical model of the problem

can be formulated in the form of a multiobjective linear programming problem, possibly

of dynamic structure. DIDAS-L system can be used, for example, in analyzing vari­

ous environmental and technical problems, strategic planning, planning energy policies,

planning agricultural policies and other areas.

2 Methodological and theoretical backgrounds

DIDAS-L is based on the methodology of reference point optimization and the theory of

the achievement function. The interactive analysis of the problem stress the aspects of

learning by the user by generating various possible efficient decisions and outcomes. The

interaction is organized through system's response to user-specified aspiration levels or

reference points for objective outcomes.

3 Description of the implementation

The demonstrative version of DIDAS-L system programmed in Pascal is capable of

editing and solving multiobjective linear programming models with 50 columns and 50

rows, from which some may be defined as objective functions. System supports an in­

teractive definition and edition of the substantive model by the user, in an user-friendly

format of a spreadsheet. DIDAS-L is designed to work with substantive models of

linear-programming type, to perform and graphically represent the results of interac­

tive multiobjective analysis of such models.
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4 Hardware requirements

IAC-DIDAS-L runs on IBM-PC, XT, AT and compatibles (with Hercules Graphic

Card, Color Graphic Adapter or Enhanced Graphic Adapter and, preferably, with a

numeric coprocessor and a hard disk) and requires 512K of RAM.

5 Availability of the program

Please contact IIASA or Institute of Automatic Control, Warsaw University of Tech­

nology, ul. Nowowiejska 15/19, 00-665 Warsaw, Poland.



STRUM-COMPA - Problem Structuring Tools

Dimitri P. Solomatin

Institute for System Studies (VNIISI), USSR Academy of Sciences

Moscow, USSR

1 Purpose of the program

Problem structuring interactive tools STRUM and CaMPA may help at the early stages

of complex problem situations study and/or pre-decision stage, in particular, in identi­

fying the links between the problem's parts or elements. STRUM aids in structurization

of problem situation (identification of its elements and their inter-relationships, i.e. con­

struction of directed graph). CaMPA helps in identification of comparative significance

of the elements using the criteria chosen by experts. These tools were used also for

constructing objectives structures and cross-impact graphs for technology assessment.

2 Methodological and theoretical backgrounds

To construct the graph of problem situation the method of pairwise comparisons is

used. The expert group must form the list of problem's elements and enter them into

computer. Then STRUM suggests a set of questions about the inter-relations (in the

meaning of verbal binary relation also entered in the computer). If the relation is

supposed to be transitive (in a lot of applications it is so, e.g. cause-effect, precedence in

time, etc.), then the specially designed algorithm of d-transitive closure is used to form

the graph. The algorithm usage decreases the total number of questions by 50 to 70%

compared with the number of all possible pairwise comparisons. The STRUM version

for processing multiple-eontext relations is under development.

In CaMPA system the method of pairwise comparisons is used to identify the com­

parative significance of the elements. The user may choose various linguistic scales ­

the Saaty's linear 9 point, non-linear 7 point as well as other scales and methods for

specifying weights of elements and criteria. The vector of weights is obtained through

calculating the eigenvector of the matrix of pairwise comparisons. Multi criteria prob­

lems can be analysed through calculating absolute weights, displaying projections of

various types of Pareto set etc.

3 Description of the implementation

STRUM allows to work with up to 80 elements, to print the graph or to display it on

the virtual screen in RAM and to inspect it through the window on physical PC screen.
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COMPA works with up to 40 elements. The computer - user interface is menu based

and self explanatory.

4 Hardware requirements

IBM-PC or compatible with 512K RAM, color display, color graphic adapter, MS-DOS

2.x or 3.x.

5 Availability of the program

Please contact the developer, VNIISI, Prospekt 6O-Let Oktyabria 9, 117 312 Moscow,

USSR.



Software System GENERATOR

Ivan Stanchev, Damian Ivanov

Economic University" Karl Marx"

Bulgaria, Sofia

1 Purpose of the program

Within the context of decision making, certain problems emerge and can be solved only

with the support of the information offered by experts who work in the field in which

they have to make decisions, as there are no formalized methods which would give an

answer to these problems. The program helps to create the individual list of objects

with their characteristics and gives the group priority order, the aposteriori competence

of the experts, identification of coalitions.

2 Methodological and theoretical backgrounds

The program is based on classical models and methods (rank correlation and concorda­

tion).

3 Description of the implementation

The program is capable to work with 99 experts in the same time and 99 objects per

expert.

The dialogue is organized in a series of windows and menues with on line help.

There are some other features like password protection of the session and the experience,

individual color specification, backup possibilities etc.

4 Hardware requirements

GENERATOR runs on an IBM-PC, XT, AT or compatibles, local area network 3COM

and requires 512K of RAM and at least one floppy disk.

5 A vailability of the program

The program is property of IIASA. Please contact the Laboratory of Systems Analysis

and Management, Economic University "Karl Marx", Bu. Georgy Dimitrov 53, Sofia,

Bulgaria.



Scientific Management System Based on

Object-Oriented Approach

Tamara Uskova

Computing Center of the USSR Academy of Sciences

Moscow, USSR

1 Purpose of the program

The system supports the management of a scientific organization. It is based on a

software package SPECTRUM which serves as a toolkit for building applications. It

contains the object-oriented data base, dialogue organizer, graphic processor, decision

support package and a set of utilities.

2 Methodological and theoretical backgrounds

The system is based on object-oriented approach to information model representation.

The object-oriented data base deals with informational objects which may be arranged

in complex hierarchical model. Each object is a named data structure with appropriate

external view. The object consists of typed data elements; each element being a string

of characters, number, text fragment, reference to any other object or arbitrary DOS

command. The data are entered and visualized through the customized tables and

forms. Numerical data can be viewed as diagrams and graphs. Data exchange with

dBASE-III, Lotus 1-2-3 and Framework is possible.

3 Description of the implementation

The system provides uniform access to all kinds of objects. Its behaviour is described by

the formally defined dialogue schemata which control the user's access to different model

components. Easy selection of the relevant data subsets and its external presentation

in the most appropriate forms including text, graphics and tables, support the decision

makiti"g process. High-level programming language provides object manipulation. The

system can be used for creating an environment which can efficiently support the process

of group decision making.
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4 Hardware requirements

The system runs on an IBM-PC, XT, AT and compatibles with minimum 512K of RAM,

color graphic monitor with standard or Enhanced Color Adapter. National alphabet

is implemented by PROM character generator or special driver for EGA card. Dot

matrix printer (Epson FX-80) or equivalent is recommended. The system runs under

MS-DOS 3.3.

5 Availability of the program

The system is distributed by the Computer Center of the USSR Academy of Sciences

with the trademark of AcademySoft.



VCU-TASA - Tolerance Approach to Sensitivity

Analysis

John M. Weiss, Cu D. Ha and Subhash C. Narula

Virginia Commonwealth University

Richmond, USA

1 Purpose of the program

Consider the linear programming problem:

1. Maximize the objective function

z = cx

2. subject to constraints

Ax ~ b, x ~ 0

The purpose of the program is to determine the maximum amount). by which the

coefficients of the right-hand side b can be independently and simultaneously varied,

without changing the optimal basis of the problem. Furthermore, this program allows

the user maximum flexibility to interactively change the limits on one or more of the

coefficients and observe the effects on )..

2 Methodological and theoretical backgrounds

Linear programming is among the most important scientific advances of the last few

decades. This technique has been successfully applied to a wide variety of problems

involving the allocation of limited resources among competing alternatives. Sensitivity

analysis allows the user to identify the parameters which are more critical in deter­

mining the optimal solution, and which ones may vary within a certain range without

affecting the validity of analysis. However, in traditional sensitivity analysis, the model

parameters are treated one at a time, without allowing interactions among parameters

to influence the analysis.

The tolerance approach to sensitivity analysis (Wendell, 1985; Ha et al., 1987) allows

the user to determine the bounds within which the individual parameters may vary

without affecting the optimal basis of the problem, when all parameters are allowed

to vary simultaneously. This method greatly enhances the power and flexibility of

traditional analysis.
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3 Description of the implementation

VCU-TASA is an implementation of the tolerance approach algorithm proposed by Ha

and Narula, written in the C programming language. This program includes a basic

implementation of the simplex algorithm, traditional sensitivity analysis, and tolerance

approach to sensitivity analysis. The current version supports up to 80 constraints and

80 variables. Simplex input may come from a file, or may be entered directly by the

user. Sensitivity analysis is performed by repeated modification of lower and upper

bounds on the coefficients, thus allowing the user maximal interaction with the analysis

process.

4 Hardware requirements

VCU-TASA runs on the IBM-PC, XT, AT or compatibles, and requires at least 256K

RAM and one floppy drive. The display may be either monochrome or color.

5 Availability of the program

This program is distributed free of charge to any educational institution. Please include

a stamped, self-addressed mailer and a formatted floppy diskette (5.25 inch, 360K) with

your order.

Dr. John M. Weiss

Division of Computer Science

Department of Mathematical Sciences
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