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ABSTRACT The advantage of human-machine collective intelligence for decision support systems is the 
ability to make better decisions due to the mitigation of human biases in the generation of potential solutions 
and their evaluation. So far, the potential of human-machine collective intelligence was used only in few 
decision support systems, however teamwork between humans and machines has not been achieved. This is 
partly due to the lack of interoperability in these systems. In earlier works, the authors proposed the apparatus 
of multi-aspect ontologies implying the integration of multiple domain ontologies to provide interoperability 
between humans and machines and coordinate interrelated processes going on in the systems of the 
considered type. Such ontologies have proved efficient for systems that require intensive information and 
knowledge exchange between loosely-related dynamic autonomous domains (e.g., enterprise knowledge 
management, product lifecycle management, or human-machine collective intelligence systems). However, 
existing ontology development methodologies fail to recommend a process that would support cross-domain 
knowledge integration during the multi-aspect ontology development. Moreover, the structure of the multi-
aspect ontology imposes some restrictions on the integration approach. The paper proposes such a 
methodology for the multi-aspect ontology development that incorporates the aspect integration approach at 
multiple levels. The methodology is applied to develop a multi-aspect ontology for decision support based 
on human-machine collective intelligence. An example from the “e-tourism” domain demonstrates the 
applicability of the proposed methodology as well as the usage of the multi-aspect ontology for a human-
machine environment aimed at solving real-world problems. The proposed methodology can facilitate the 
development of ontologies for complex knowledge-based systems that operate with knowledge from multiple 
loosely-connected domains.  

INDEX TERMS Ontology development methodology, multi-aspect ontology, collective intelligence, 
human-computer teamwork, decision support system. 

I. INTRODUCTION 
Collective intelligence is an emergent property from 
synergies among data / information / knowledge, software / 
hardware, and humans with insight that continuously learns 
from feedback to produce just-in-time knowledge for better 
decisions than any of these elements acting alone [1]. A 
collective intelligence system connecting these three 

elements into a single interoperable platform, is believed to 
improve the efficiency of decision support.  

Presently, Decision Support Systems (DSSs) that are based 
on Human-Machine Collective Intelligence (HMCI) are not 
widespread. Few existing DSSs of this type do not leverage 
the full potential of HMCI. Basically, they support decision-
making by human groups providing them with specially 
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developed software (e.g., [2], [3]), and teamwork between 
humans and machines has not been achieved so far [4]–[7].  

In HMCI-based DSSs, various processes related to different 
domains (e.g., knowledge management, self-organization, 
etc.) are ongoing and knowledge from multiple domains is 
required to support decision-making in such systems. In these 
systems, humans and machines are supposed to self-organize 
into teams with a decision support purpose and to interoperate 
so that they could exchange their views on problems, discuss 
alternatives, make agreements, etc. The considered systems 
ensure the interoperability between humans and machines 
enabling information exchange on the decision support 
problem, team self-organization problem, and decision-
making process [8], [9]. 

Principal actors distinguished in the HMCI-based DSSs are 
end-user (decision-maker), participant (human or software 
service), and service provider [9]. The end-user uses the 
HMCI-based DSS to get help with decision-making. He/she 
presents the problem that he/she deals with to the system so 
that the problem description is visible to the available 
participants. They self-organize into a team to work on this 
problem (Fig. 1). The service provider develops software 
services, integrates them into the DSS, and supports them so 
that they could act on behalf of the team participants. 

Ontologies are an efficient means to support the desired 
interoperability of the system participants. An ontology for a 
HMCI-based DSS must meet a set of requirements for humans 
and software services could interoperate as it is intended in the 
system. Firstly, such an ontology is required to integrate 
knowledge of multiple domains that are usually loosely-
related. Secondly, since the end-users can deal with various 
problems from different domains, the ontology is required to 
be extensible with new knowledge as new problems come. 
Thirdly, the ontology must provide knowledge enabling the 
participants to self-organize into teams with a decision support 
purpose. 

The apparatus of multi-aspect ontologies is believed to be a 
means to meet the requirements above providing a 
representation of the knowledge of the HMCI-based DSSs, 
ensuring the interoperability between their components, and 

supporting the coordination of the interrelated processes [10]. 
It has proved efficient for systems that require intensive 
information and knowledge exchange between loosely-related 
dynamic autonomous domains such as enterprise knowledge 
management [11], [12], product lifecycle management [13], or 
human-machine collective intelligence systems [14]. A multi-
aspect ontology comprises three levels: local, aspect, and 
global. The local level represents concepts and relationships 
observed only from one view. Each aspect can be represented 
by a specific formalism. The aspect level represents concepts 
and relationships from the local level that are shared by two or 
more aspects. It defines the formalism of the multi-aspect 
ontology. The global level is the common part of the multi-
aspect ontology represented using the multi-aspect ontology 
formalism. The concepts represented at this level are related 
to those of the aspect level.  

The intention of the multi-aspect ontologies and their multi-
level structure imply the integration of multiple domain 
ontologies. At that, the ontology structure imposes some 
restrictions on the integration approach. Though existing 
ontology development methodologies incorporate activities 
on ontology integration, they fail to recommend a process that 
can be used to implement the integration. The above means 
that developing the multi-aspect ontologies requires a 
methodology that would incorporate an approach to aspects 
integration. 

The contribution of this work is the methodology for the 
development of multi-aspect ontologies and a multi-aspect 
ontology for decision support based on human-machine 
collective intelligence created following the proposed 
methodology and applied to an exemplified decision support 
problem.  

The rest of the paper is organized as follows. Related 
research is outlined in Section II. Section III introduces the 
methodology for the development of multi-aspect ontologies. 
The application of the methodology to the development of a 
multi-aspect ontology for decision support based on HMCI is 
reported in Section IV. Section V illustrates potentialities of 
the created ontology when resolving a decision support 
problem from the “e-tourism” domain by a prototype of the 
HMCI-based decision support system. Section VI discusses 
the obtained results. The Conclusion summarizes main 
research outcomes.  

II. RELATED RESEARCH 
The presented here research addresses two issues: ontology 
development methodologies and integration of multiple 
problem aspects. 

A. ONTOLOGY DEVELOPMENT METHODOLOGIES 
To date, numerous ontology development methodologies have 
been published. Since knowledge of multiple domains is 
involved in the DSSs based on HMCI, methodologies that rely 
upon knowledge reuse and integration seem to be the most 
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FIGURE 1. Problem processing in HMCI-based DSS. 
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promising. The ontology development methodologies have 
been analyzed, in particular, regarding these issues (Table I). 

One of the first methodologies – “Enterprise” [15] – 
presents the activities on integrating existing ontologies or 
ontology reuse as a part of ontology building phase. However, 

the methodology does not cover the ontology integration part. 
According to the authors, ontology integration requires an 
agreement on multiple ontologies that can be shared among 
multiple user communities, which is a difficult problem. 

TABLE I 
COMPARISON OF ONTOLOGY DEVELOPMENT METHODOLOGIES 

Methodology Ontology reuse  Ontology integration 
Enterprise [15], 1995 - - 
METHONTOLOGY [16], [17], 1997 + Correspondences between the meta-ontology, the names of terms in the 

conceptualization, and the names of terms in the ontologies reused (the only 
methodology considering the implementation of ontology integration) 

Protégé [18], [19], 2003 + - 
On-to-Knowledge [20], [21], 2004 + - 
Lifecycles [22], 2013 + - 
NeOn [23], 2015 + Customization of the general ontology and its integration into the ontology under the 

development  
AMOD [24], 2019 +/- Integration of ontologies developed during multiple sprints and having homogeneous 

conceptualizations 
Collaborative ontology construction [25], 2021 + Several possible techniques are referenced as examples 

A unified methodology for the development of ontologies – 
METHONTOLOGY [16], [17] is the only one that embeds 
integration techniques. The integration activity consists in 
 choosing an existing meta-ontology or implementing a 

new meta-ontology;  
 searching for ontologies providing definitions of terms 

whose semantic and implementation are coherent with the 
terms identified in the conceptualization;  
 producing an integration document that provides 

correspondences between the meta-ontology, the names of 
terms in the conceptualization, and the names of terms in the 
ontologies reused;  
 implementation using an environment that supports the 

meta-ontology and ontologies selected for the integration. 
The Protégé methodology [18], [19] suggests several 

reasons why reuse and integration of existing ontologies are 
important, but it does not provide any views on the integration. 

The On-to-Knowledge methodology [20], [21] considers 
ontology integration at the ontology refinement phase, but the 
methodology does not propose any substeps dealing with this 
specific problem. However, ontology reuse is still assumed. 

The NeOn methodology [23], which is a scenario-based 
methodology that supports the construction of ontologies and 
ontology networks by reusing available knowledge resources 
(ontologies, non-ontological resources, and ontology design 
patterns), proposes a set of activities for different scenarios 
dealing with the integration of reused knowledge. The 
integration of ontological resources relies upon a general 
ontology that is selected from the existing ontologies and 
reused. A general ontology that best fits the requirements to 
the ontology to be developed is selected, customized, and 
integrated into the ontology under development. 

In the methodology that focuses on the ontology evaluation 
across its lifecycle [22], the ontology development phase 
covers both new ontology development and ontology reuse, 
but because the focus of the methodology is the ontology 

evaluation, the ontology integration techniques are out of the 
methodology scope. 

The Agile Methodology for Ontology Development 
(AMOD), which integrates agile principles and practices in 
the ontology development [24], ontology integration is used to 
integrate ontologies developed during multiple sprints. 
Basically, it is an integration of conceptualizations, which 
does not address the problem of resolving heterogeneity of the 
representations. 

The improved methodology for collaborative construction 
of reusable, localized, and shareable ontologies proposed in 
the domain of Interlocking Institutional Worlds aims to adapt 
the best practices from the ontology development 
methodologies [25]. The methodology assumes ontology 
integration to include ontologies of related domains or sub-
domains into the developed ontology. Nevertheless, no 
specific integration techniques are proposed (several 
techniques are referenced as examples). A distinctive feature 
of the methodology is that it assumes using an existing upper 
ontology, in particular Unified Foundational Ontology (UFO) 
[26], for modeling the created ontology. Based on this fact, it 
can be assumed that the upper level ontology supports the 
ontology integration. 

In the TOVE methodology [27], which provides a logic-
based formal approach that transforms informal scenarios into 
a computable model expressed in first-order logic, ontology 
reuse and integration are out of the methodology scope. As a 
result, it is not included into the table. 

The analysis of the ontology development methodologies 
has shown that almost all the methodologies take into account 
ontology reuse and integration. The methodologies that 
provide some suggestions on the integration approach propose 
usage of a top-level ontology or a shared ontology to support 
the integration. While аn agreement on a top-level ontology is 
not always achievable, especially when it comes to multiple 
domains, a shared ontology seems to be a practically 
acceptable approach.  
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In addition, the analysis above enabled us to reveal an 
ontology development pattern that the methodologies follow: 
requirements specification, creation of conceptualization, 
conceptualization formalization, ontology implementation, 
and ontology evaluation. An important part of the 
methodologies is competency questions. Mainly, they are used 
for the specification of ontology requirements and ontology 
evaluation.  

Two reasons cause the need to develop a methodology for 
the multi-aspect ontology development. The first one is that 
multiple domains involved in the DSSs based on HMCI make 
it not always possible to use the same shared ontology for 
various decision support problems. The terminology and 
notations used in various processes taking place in a HMCI-
based DSS may differ since these processes are aimed at 
solving tasks of different nature that require different 
techniques [28], [29]. The second reason is that the multi-
aspect ontologies rely upon a certain structure that implies 
multi-level aspect integration. Thus, the present research 
suggests the shared ontology to be a part of the multi-aspect 
ontology and considers it as one of the results of the multi-
level aspect integration. 

B. INTEGRATION OF MULTIPLE ASPECTS 
Approaches aiming at a multi-aspect problem representation 
and therefore forced to integrate multiple problem aspects 
have been analyzed according to the criteria below. 
 Support of heterogeneous formalisms. Does the 

ontology support integration of heterogeneous knowledge at 
that preserving its original terminologies and notations? 
 Maintenance of changes in aspects. Does the ontology 

take into account the changes occurring in the aspects and in 
what way? 
 Automatic aspect integration. Does the ontology 

provide mechanisms for automatic knowledge integration? 
 Support of loosely connected aspects. How tightly are 

interrelated domains the knowledge from that the ontology 
integrates?  
 Openness for new knowledge. Does the ontology 

enable one to supplement it with new knowledge? 
 Integration mechanism. What kind of knowledge 

integration does the ontology support? 
One of the analyzed approaches is model-driven 

interoperability framework. This framework is aimed at 
supporting relationships between products and manufacturing 
equipment, a “connection framework” describes relationships 
between different ontologies of products maintained in a 
Product Lifecycle Management system and different 
ontologies of manufacturing capabilities managed in the 
Manufacturing Process Management system [30]. It doesn’t 
support direct translation of information from one specific 
ontology to another (“aspect” ontologies). The translation 
between the source ontology and a common shared ontology 
is followed by the translation between the common ontology 
and the target ontology. Even though such ontology alignment 

language as EDOAL [31] have a high level of expressiveness, 
different formalisms may not necessarily support features of 
other formalisms what will cause the loss of information and 
knowledge. Changes in aspect ontologies do not necessarily 
require changes in the common ontology, however any change 
in an aspect ontology would require its re-alignment with the 
common ontology. 

Knowledge integration to represent multiple aspects of the 
same knowledge is a focus of multilingual ontologies [32]–
[34]. They integrate domain knowledge described by different 
languages. Their goal is to resolve terminological problems 
caused by the absence of exact equivalents of terms in 
different languages. Multilingual ontologies are created in a 
modular way so that they have fragments associated with 
specific languages linked with special relationships. Such 
ontologies have been intensively developing. Multiple 
approaches propose different frameworks to the construction 
of these ontologies including usage of shared ontologies [35] 
or thesauruses [36] and semi-automatic [37] or automatic [38] 
ontology creation. As a rule, multi-lingual ontologies support 
augmentation with new knowledge or even can be a result of 
new knowledge discovery [39]. The multi-lingual ontologies 
can be thought of as a solution for the multi-aspect problem 
representation if they consider the fragments as aspects. 
However, one of the main specifics of the multi-aspect 
integration is that different processes use different formalisms 
for knowledge representation, which is not supported by the 
multilingual ontologies. 

Granular ontologies offer another way to integrate multiple 
aspects [40], [41]. They propose granular perspectives for a 
specific ontological commitment. The granules can be viewed 
as pieces of knowledge about object, process, or sub-domain 
in a certain perspective. The ontology commitment is 
invariable, which makes it difficult to maintain changes in the 
granules and introduce new knowledge. Depending on the 
contiguity of the described objects, processes, or sub-domains 
the granules can be closely connected, loosely connected or 
not connected at all. Despite the advantages of the granular 
ontologies as consistent terminology among the granules of 
the same knowledge and a granule hierarchy based on 
different levels of detailing where each level corresponds to a 
perspective, they cannot solve the problems of having 
different notations for different granules and resolving 
ambiguities as multilingual ontologies do.  

Viewing a domain from different viewpoints has resulted in 
appearance of Multi-Viewpoints Ontology (MVpOnt) where 
each viewpoint corresponds to the knowledge representation 
model, which is useful for a particular task, process or a group 
of people, which co-exist in a common information 
environment and share some information and knowledge [42], 
[43]. Thus, the viewpoints of MVpOnt are aimed at describing 
the same object or process though in different perspectives, 
and therefore are semantically close. Ontology elements 
(classes and class properties) are divided into two groups: 
local – observed only from one viewpoint, and global – 
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observed from two or more viewpoints and described in a 
shared level. “Bridge rules” relate concepts from different 
viewpoints. In case of changes in viewpoints or adding new 
viewpoints the shared level can be adjusted (this process is not 
automated), but this is required only if global elements are 
affected. This approach seems to be the most suitable since it 
does not only support resolving terminological issues but also 
makes it possible to preserve original formalisms used in 
existing ontologies.  

The analysis of the multi-aspect problem representation 
approaches has shown that in these approaches the integration 
of knowledge represented by heterogeneous formalisms either 
is not supported or leads to some loss of expressiveness of the 
representations. The multi-viewpoint approach seeming the 
most suitable concentrates on the integration of the closely 
related viewpoints on a problem. This approach can be taken 
as the basis and adapted to loosely connected domains. 

A comparison of the described approaches to multi-aspect 
integration with the mechanism of the multi-aspect ontologies 
is presented in the Discussion.  

III. METHODOLOGY FOR DEVELOPMENT OF MULTI-
ASPECT ONTOLOGY  

The proposed methodology of the multi-aspect ontology 
development adopts the pattern that the analyzed 
methodologies follow. The methodology divides the ontology 
building process into four stages (Fig. 2): 

The first stage aims at producing ontology requirements 
specification, the identification of the purpose and scope of the 

ontology, and the identification of aspects to be included in the 
multi-aspect ontology. The methodology does not impose 
special demands on requirements specification methods. 
Nevertheless, competency questions that most of the ontology 
development methodologies recommend can be used for this 
objective. Based on the requirements specification the purpose 
and scope of the ontology are identified, they in turn provide 
ideas about the kinds of aspects. 

The second stage focuses on the development of aspect 
ontologies. The stage starts with the requirements 
specification for each aspect. Then, two scenarios of the aspect 
ontologies development can be used: development from 
scratch or ontology reuse.  

Ontology reuse is considered to be of a higher priority. The 
reused ontologies are adjusted to the aspect ontologies 
requirements without changing the original formalisms of 
those ontologies. The adjusted ontologies are evaluated. In 
respect that the developers of the reused ontologies evaluated 
them, the evaluation concerns checking the consistency of the 
representations for the concepts and properties that have been 
changed while the adjustment. These representations must 
correspond to the representations used in the source 
ontologies. Here, consistency of the representations means 
correct spelling of names for the concepts and properties, 
consistency of their grammatical forms, lack of redundancy, 
etc. In detail, the Protégé methodology [19] describes this kind 
of evaluation referred there as verification.  

If no ontologies for reuse have been found, the aspect 
ontology is built from scratch following the revealed ontology 
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FIGURE 2.  Multi-aspect ontology development. 
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development pattern: requirements specification, 
conceptualization, formalization, implementation, and 
evaluation. The methodology of the multi-aspect ontology 
development addresses the issues of aspect ontology 
formalization and implementation jointly since they can be 
supported by various existing ontology building tools. They 
support both the aspect ontology representation in a chosen 
formalism or representation language and the ontology 
encoding, i.e. its implementation. The resulting aspect 
ontologies are verified for the representation consistency and 
evaluated for the logical consistency. The logical consistency 
can be checked by an ontology reasoner usually integrated into 
ontology building tools. 

The third stage targets representing the aspect level of the 
ontology. At this stage, fragments of the aspect ontologies are 
identified that represent concepts of the aspect level and 
relationships between them. As the aspect-level concepts, we 
capture concepts for which there exist semantic mappings to 
the concepts of one or more aspect ontologies.  

The ontology fragments are represented in the same 
formalism (hereinafter referred to as the multi-aspect ontology 
formalism) that does not depend on the formalisms of the 
(local) aspect ontologies. The multi-aspect ontology 
formalism and an ontology building tool to represent the 
fragments can be chosen before, during, or after the 
development of the aspect ontologies depending on the 
developers' goals. If the local level represents many aspect 
ontologies implemented using the same formalism, sometimes 
it makes sense to represent the aspect level using the 
formalism of those ontologies. However, this 
recommendation is not mandatory. 

Evaluation of the aspect-level fragments consists in 
checking whether the conceptualization formalized by a 
fragment complies with the conceptualization of the aspect 
ontology the fragment has been extracted from. 

The final activities at the third stage concern integration of 
the aspect and local levels. They are integrated via 
unambiguous alignment of the aspect-level fragments and the 
aspect ontologies. The alignment relationships are formalized 
using aspect ontology formalisms. 

The fourth stage is intended for the development of the 
global level of the ontology. For this purpose, the concepts 
common to several aspect-level fragments are identified. 
Concepts of the global level are selected among the common 
concepts and then a conceptualization of the global level is 
created. This conceptualization is formalized and 
implemented using an ontology building tool (usually, the tool 
chosen at stage 3).  

The global level and the aspect level are integrated through 
bridging rules that are specified between the concepts of these 
two levels. These rules are formalized by means of the multi-
aspect ontology formalism. Bi-directional arrows in Fig. 2 
between the implementation and integration blocks indicate 
that the activities on the ontology implementation and 
ontology integration are interrelated. In particular, one can 

integrate knowledge when creating a conceptualization, and 
then implement this conceptualization, or one can introduce 
(integrate) some knowledge into the implemented ontology 
and therefore to change the original conceptualization. 

The evaluation of the multi-aspect ontology finalizes the 
fourth stage. The evaluation implies checking the global level 
representation consistency, checking for the lack of redundant 
relationships at this level, and checking the logical consistency 
of the aspect level and the global level. At the fourth stage, the 
logical consistency is checked via passing facts between the 
aspect and global levels using the bridging rules. 

IV. DEVELOPMENT OF MULTI-ASPECT ONTOLOGY 
FOR DECISION SUPPORT BASED ON HUMAN-
MACHINE COLLECTIVE INTELLIGENCE  

The development of the multi-aspect ontology for decision 
support based on human-machine collective intelligence 
follows the stages proposed by the methodology introduced 
above. The ontology development starts and finishes with the 
design of the global level, where at stage 1, ontology aspects 
are identified, and at stage 4, the conceptualization of this level 
is created. Between stages 1 and 4, at stage 2 aspect ontologies 
are developed, and at stage 3 the aspect level of the multi-
aspect ontology is built.  

STAGE 1. GLOBAL LEVEL 
Specification of requirements to the multi-aspect ontology.  

The purpose and scope of the multi-aspect ontology and 
competency questions form the basis to produce ontology 
requirements specification. This specification comprises a set 
of initial concepts considered relevant to the conceptualization 
of the modeled domain. With reference to the global level, 
these concepts correspond to the kinds of aspects viewed in 
the ontology.  

The purpose of the multi-aspect ontology is to provide 
interoperability for components of a human-machine 
environment that provides collective intelligence.  

The ontology scope is the processes related to solving the 
user task as a decision support problem by a human-machine 
environment. 

Relevant concepts revealed from the ontology purpose and 
scope are human-machine environment, component, collective 
intelligence, decision support, problem, task. 

Competency questions: 
 What entities are participants of a human-machine 

environment? 
 What knowledge should the ontology represent to 

provide the organization of a human-machine environment? 
 What knowledge should the ontology represent to 

provide decision support? 
 What knowledge should the ontology represent to be 

able to treat the user task? 
Answers to the competency questions. Software services 

and humans are participants of a human-machine 
environment. They self-organize based on their competencies 
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to solve the user task as a decision support problem. The 
human-machine environment provides the user with a task 
solution that is the result of decision making. The scope of the 
user task is restricted by the application domain. 

Relevant concepts revealed from the competency questions 
are human-machine environment, participant, software 
service, human, self-organization, decision support, decision 
making, competency, application domain. 

Identification of aspects to be included in the multi-aspect 
ontology.  

Ontology aspects are chosen based on the revision of the set 
of initial concepts. The revision concerns the identification of 
possible synonyms, subconcepts, irrelevant concepts, or 
lacking concepts. The revision showed that component and 
participant are synonyms regarding the human-machine 
environment. These concepts are decided to be referred to as 
participant. At the same time, participant is a subconcept for 
the concept of human-machine environment, and therefore 
there is no need to represent participant as a separate aspect. 
The concepts of software service and human are kinds of 
participants and consequently are not represented as aspects. 
The user task in terms of decision support is considered as 
problem, hence problem and task are synonyms, and the term 
problem is chosen to name these concepts. The concept 
problem belongs to the decision support domain and is used 
in conjunction with knowledge of the application domains 
that supply the input data for this problem. Decision making is 
the set of activities supported by the decision support system 
and therefore is considered within the decision support 
domain. Collective intelligence is the product of activities of 
the human-machine environment participants and cannot be 
considered as an aspect. 

Summing up, the following aspects that should be 
introduced into the multi-aspect ontology are identified: 
decision support, application domain, human-machine 
environment, self-organization, competency, and application 
domain 

STAGE 2. LOCAL LEVEL 
At stage 2, ontologies for the aspects identified above are 
developed. This can be done based on any ontology 
development methodology since the aspects are generally 
independent (i.e., they can be implemented using different 
formalisms and representation languages). As it is said above, 
ontology reuse is preferable.  

In the paper, ontologies for the aspects of decision support, 
human-machine environment, self-organization, and 
competency are developed from scratch. The application 
domain ontology is reused. The present paper is limited to 
presenting the aspect conceptualizations.  

The creation of conceptualizations starts with the 
identification of relevant aspect concepts. Relevant concepts 
for the aspects of human-machine environment, self-
organization, and competency, are identified in the same way 
as for the global level (ontology purpose, scope, competency 

questions). Relevant concepts for the decision support aspect 
are identified based on the definitions for the ontology purpose 
and scope, and an analysis of decision making methodologies. 
The formulation of the problem to the DSS by the user 
provides relevant concepts for the application domain aspect. 

In this section, the conceptualizations for the aspect 
ontologies of decision support, human-machine environment, 
self-organization, and competency are described. These 
ontologies are independent of application domains. Usage of 
these ontologies in a real example is reported in Section V, 
where an ontology for the application domain is presented. 
DECISION SUPPORT.  
The purpose of the decision support aspect is the support of 
the decision maker with decisions. The scope of this aspect is 
the support of a user with decisions for the problem with that 
this user deals in the current situation (context). Relevant 
concepts revealed from the ontology purpose and scope are 
decision support, decision, decision maker, user, problem, 
context. 

A set of candidate concepts has been obtained as a result of 
the analysis of decision-making methodologies [44]–[55]. At 
the conceptualization stage, this set was revised. A decision 
support ontology for collaborative decision making in 
engineering design [56], [57] and a Sample Decision Ontology 
[58] were used for reference when revisioning the concepts. 

Table II summarizes the names for the concepts introduced 
to the ontology and shows the correspondences between these 
names and references to these concepts in the decision-making 
methodologies. 

The conceptualization for the decision support aspect is 
given in Fig. 3. It comprises the following concepts. 

Decision support system – an information system that 
supports decision-making activities. 

Context – information that can be used to characterize the 
decision situation; context represents reasons, facts, 
contradictions, and other situation-related information. 

Problem – an issue that has to be resolved by finding an 
answer to it or taking some actions.  

User – one who uses the decision support system as a 
decision support tool. 

Decision maker – one who makes the final choice among 
the alternatives. 

Role – decision support and decision-making activities 
required or expected of the users and decision-making 
participants within the role. 

Criterion – a rule or standard by which alternatives can be 
ranked based on the decision-maker preferences. 

Preference – objective function and the desired value of the 
objective function. 

Alternative – optional problem solutions or courses of 
action. 

Decision – an agreement to adopt an alternative to resolve 
the problem. 
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TABLE II 
ONTOLOGY CONCEPTS 

Methodology concept Ontology concept Definition 
Alternative, Assumption, Option, Possible action, Possibility Alternative Optional problem solutions or courses of action 
Controversions, Information, Facts, Reality, Situation Context Any information that can be used to characterize a 

situation [59] 
Criteria, Benefits, Effectiveness, Immediacy, Long term, Optimality, 
Practicability, Priority, Pros and Cons, Risks, Satisfactoriness, 
Weight 

Criterion A rule or standard by which alternatives can be ranked 
based on the decision-maker preferences  

Conclusion, Decision, Solution Decision Agreement to adopt an alternative to resolve the problem 
Role Decision maker A participant of the human-machine community that 

makes the final choice among the alternatives 
Analysis, Checking, Assessment, Evaluation, Justification, Learn 
from, Reconsideration, Reflect, Review, Verification 

Evaluation Judgment how much the object being evaluated (context, 
participant, decision, result) addressed what is expected 

Resource Participant Human or software service taking part in decision making 
Preference Preference The objective function and the desired value of the 

objective function 
Dilemma, Goal, Problem Problem A question that has to be resolved by finding an answer to 

it or taking some actions 
Consequences, Outcome, Result Result Events due to the decision 
Role Role Decision-making activities required or expected of a 

participant 
- Activity Participant actions related to the achievement of any goal 

while decision-making (e.g., information gathering, 
context analysis, development of alternatives, etc.)  

- Decision making The process that is used to make a decision being solution 
to the problem  

 

Evaluation – a judgment of how much the object being 
evaluated (the context, the human-machine environment, 
the decision) addressed what is expected. 

Activity – actions related to the achievement of any goal 
while decision support (e.g., information gathering, context 
analysis, development of alternatives, etc.). 

Decision making – a process that is used to make a 
decision being solution to the problem. 

The concepts are in the following relationships. 
An appearance of difficulty or contradiction in a situation 

(context), which is required to be resolved, causes 

introducing a problem. The context is verified by the 
decision support system. Typically, there exist a set of 
alternatives each of which provides a solution to the 
problem (in the conceptualization it is represented as 
problem produces alternatives). These alternatives are 
evaluated via their rating based on a set of criteria that one 
fulfilling the role of decision maker selected by weighing. 
The evaluation of the alternatives leads to a decision that is 
the preferred alternative adopted as the alternative that 
satisfies the criteria most closely. The decision is analyzed 
to make conclusion whether it has led to the problem 
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FIGURE 3. Conceptualization for decision support aspect. 
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resolution. The activities on the problem identification, 
development of alternatives, evaluation, and making a 
decision are fulfilled by the user and the decision-making 
participants in accordance with their roles. Outputs of some 
activities serve as inputs for others. 
HUMAN-MACHINE ENVIRONMENT 
The purpose of the human-machine environment aspect: this 
aspect to be used to resolve the problem at hand through 
teamwork between software services and experts. The 
aspect scope is the problem formulated by the user.  

Competency questions: 
 What entities are participants of a human-machine 

environment? 
 How is the problem resolving process represented? 
 How do the participants of the human-machine 

environment relate to the problem? 
 How does the human-machine environment take into 

account the current situation when problem resolving? 
Answers to the competency questions. Software services 

and humans are the participants of a human-machine 
environment. A process model represents the subprocesses 
of the problem resolving process. Participants organize a 
team using a process model. This model is described by a 
meta-model applying process patterns. The team 
implements the process model for a specific problem. 
Information about the current situation comprises the 
context, the information on the problem from the user, and 
the information on the problem produced by the team in the 
course of its activities on problem-resolving. 

Relevant concepts revealed from the purpose, scope, and 
competency questions are human-machine environment, 
user, participant, software service, expert, human, 
teamwork, team, problem, problem-resolving process, 
activity, process model, meta-model, process pattern, 
context, information on the problem. 

Then, the domain experts revised the list of the revealed 
concepts and suggested the following revisions:  
 human and expert are synonymous; it was decided to 

use the expert concept in the conceptualization;  
 teamwork supposes a set of activities that individuals 

undertake to achieve a common goal. In the human-
machine environment, this goal is to resolve the problem. 
Here teamwork means problem resolving by the team; the 
experts decided to exclude teamwork from the 
conceptualization and retain the concepts of problem 
resolving and team;  
 problem-resolving (or problem-resolving process) is 

represented by the process model. The concept of process 
model was included in the conceptualization;  
 the process model implies the activity concept; 

consequently, activity is excluded from the 
conceptualization.  

Besides, the domain experts decided to extend the aspect 
ontology with the classification of software services, and 
concepts for the specification of software service providers, 
agents of external sources of data/knowledge, and expert 
agents. In addition, they proposed to introduce the concept 
of artifact to represent any results created by the participants 
as an outcome of their activities.  

The conceptualization for the aspect of the human-
machine environment is given in Fig. 4. It comprises the 
following concepts. 

Human-machine environment – a community of software 
services and machines the interactions of which leads to the 
emergence of collective intelligence 

User – one who formulates the problem to the human-
machine environment, monitors the progress of its 
resolving, makes adjustments to the resolving process, and 
makes a final decision based on the information provided by 
the environment. 

FIGURE 4. Conceptualization for human-machine environment aspect. 
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Problem – a matter which is difficult to solve or settle, a 
doubtful case, or a complex task involving doubt and 
uncertainty. 

Participant – a software service or human taking part in 
problem resolving. 

Software service – software provided as service. 
Service provider – a person or a company proving the 

services to the subscribers. 
Expert – human as a participant of the human-machine 

environment. 
Expert’s agent – a software service acting on behalf of the 

expert. 
Team – a set of participants implementing the process 

model (the model of the problem resolving process is meant) 
for a specific problem.  

Artifact – a result created by a participant as an outcome of 
the participant’s activity.  

Agent of an external source of data/knowledge – software 
service as a participant that provides access to an external 
source of data/knowledge 

External source of data/knowledge – a ready-to-use source 
of data or knowledge (e.g., a database or a service) that is 
hosted, supported, and maintained by a source provider and to 
which the environment has access under specified conditions. 

Agent of external software service – software service as a 
participant that provides access to an external software 
service. 

External software service – ready-to-use software service 
that is hosted, supported, and maintained by a service provider 
and to which the environment has access under specified 
conditions. 

Solver – intelligent software that synthesizes information 
and knowledge to achieve a solution for subproblems 
appeared while the participant activities on problem resolving. 

Process model – a description of the problem-resolving 
subprocesses (e.g., data collection, situation assessment, 
investigation, etc.) created using the meta-model. 

Meta-model – a set of elements for the creation of a given 
process model. 

Process pattern – a solution for typical tasks of coordination 
and organization of participants of the human-machine 
environment to resolve the problem. 

Information on problem – context, information on the 
problem from the user, and information on the problem 
produced by the team in the course of its activities on problem 
resolving. 

Context – any information that characterizes the situation of 
an entity where an entity can be a place, a participant of the 
human-machine environment, or the user. 

The relationships between the concepts are as follows: 
Participants of the human-machine environment are 

software services and experts. The user uses the environment 
to resolve the problem that he/she has faced. The user 
formulates the problem and monitors the progress of its 
solution by the participants. The participants organize a team 

(team comprises participants) to resolve the problem jointly. 
The team is organized using a process model that is described 
by the meta-model using process patterns. In the problem-
resolving process, the participants create artifacts; these 
artifacts become part of the information on the problem. In 
addition to the artifacts, the information on the problem 
includes (has part) context. Experts are represented by their 
agents. Service providers provide software services. If 
data/knowledge that is external to the human-machine 
environment is required then the source of this 
data/knowledge is accessed under the conditions agreed with 
the source provider. In this case, the accessed source is 
represented in the human-machine environment by the agent 
of an external source of data/knowledge. If the software that is 
external to the human-machine environment is required (e.g., 
computational services) then the software service is accessed 
under the conditions agreed with the service provider. In this 
case, the accessed service is represented in the human-
machine environment by the agent of external software 
service. 
SELF-ORGANIZATION 
The aspect purpose: the aspect of self-organization to be used 
to enable independent entities to self-organize into a team for 
their joint activities aimed at achieving a common goal. The 
aspect scope is solving a task. 

Competency questions: 
 What is the motivation of independent entities to 

participate in self-organization? 
 How is the motivation related to remuneration? 
 How is the remuneration distributed between the team 

participants? 
 What is the purpose of self-organization? 
 How is the process of self-organization described? 
 How are the functions of the team participants 

described in the self-organization process? 
Answers to the competency questions. Independent entities 

are motivated to participate in the self-organization because 
they expect some remuneration for their activities in a self-
organized team. An entity gets some remuneration that 
corresponds to the entity’s motivation. The purpose of the 
self-organization is task solving. The entities apply a self-
organization model in the process of their self-organization. 
This model determines functions that the entities perform 
when self-organizing.  

The revealed relevant concepts are self-organization, 
entities, team, task solving, motivation, remuneration, 
purpose, participant, self-organization process, self-
organization model, function. 

Revisions made by the domain experts are as follows. 
Similar to how it was decided for the process concept in the 
human-machine environment aspect, the concept of self-
organization model instead of self-organization process to be 
used in the conceptualization of the self-organization aspect. 
The concept of self-organization method to be used instead of 
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function because such a method specifies the functions that the 
entities perform when self-organizing.  

Moreover, the experts pointed out that any task progresses 
through a series of states from formulation until solution, i.e. 
a task has the lifecycle. Each state requires different activities 
from the team participants. These activities the participants 
carry out within their roles. The roles require participants to 
have appropriate competencies. The experts proposed to 
model in the conceptualization the idea of relating the 
participant activities according to the roles they fulfill with the 
task lifecycle states. 

The conceptualization for this aspect is given in Fig. 5. It 
comprises the following concepts. 

Entity – some identity capable to self-organization. 
Self-organized team – a team that has the autonomy to 

choose how best to accomplish their work. 
Participant – a member of the self-organized team that takes 

part in the task lifecycle in accordance with the role that this 
participant fulfills. 

Lifecycle – a course of changes through which a task passes 
starting from the task formulation until a solution is found. 

Role – a set of activities assigned to a specific role that is 
performed within the task lifecycle. 

Motivation – a reason or reasons for acting or behaving in a 
particular way. 

Remuneration – any kind of compensation for the 
performing activities supposed by a role. 

Self-organization – a process resulting in some form of 
order due to interactions between independent entities. 

Purpose – a goal of self-organization that is to solve the task. 

Self-organization model – a way to reach such an agreement 
between the participants without interference from outside, 
which enables the participants to solve the task. 

Self-organization method – a set of functions that provides 
self-organization in accordance with the self-organization 
model. 

Task – an issue that the self-organized team is expected to 
solve. 

Solution – the result obtained as the purpose achievement. 
Relationships between the concepts are as follows. 

Independent entities become participants of a self-organized 
team as the result of their self-organization. The participants 
are part of this team. The self-organization of the participants 
is enabled by a self-organization method, which is based on a 
self-organization model. The purpose of self-organization 
(self-organization has a purpose) is to solve a task. The 
participants get remuneration for the participation in self-
organizing and task solving. The remuneration corresponds to 
the participant’s motivation. The task lives its lifecycle. The 
participants participate in the task lifecycle in accordance with 
the roles that they fulfill. A task has a solution. The solution 
solves the task and fulfills the purpose. 
COMPETENCY 
The purpose of the competency aspect: the competency aspect 
is intended to represent knowledge that can be used to identify 
entities capable to solve a task and to identify tasks that an 
entity can solve. The aspect scope is solving a task. 

Competency questions: 
 What kinds of tasks is the entity capable to solve?  
 What kinds of tasks determine competency X? 
 Does task Y require a single kind of competence for its 

solution? 
 Which competencies are varieties or alternatives of 

competency X? 
Answers to the competency questions. An entity is capable 

of solving a task for which this entity has appropriate 
competency. Competency X determines the kinds of tasks that 
an entity with this competency must be able to solve. One or 
more competencies can be required to solve task Y. 
Competency X may have alternative competencies that 
include the capabilities to solve the given task among 
capabilities to solve other kinds of tasks. 

The list of the relevant concepts comprises entity, 
competency, task, alternative competency. 

The conceptualization for the competency aspect is given in 
Fig. 6. The following concepts make up this 
conceptualization. 

Entity – something or someone possessing some 
knowledge, skill, or ability to solve the task. 

Competency – capability to solve a certain class of tasks. 
Task – an issue that needs to be resolved by an entity based 

on the competencies of this entity. 
The concepts are in the following relationships. Entities 

have competencies. The competencies determine the kinds of 
tasks that the entities having these competencies The 
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competencies determine the kinds of tasks that the entities 
having these competencies have to be able to solve. One or 
more competencies are required to solve a task. The 
competencies are organized in a taxonomy (is-a relationship) 
and have alternative competencies. 

STAGE 3. ASPECT LEVEL  
The shadowed blocks in Fig. 3 – Fig. 6 represent concepts that 
are chosen as aspect-level concepts. Table III summarizes 
these concepts.  

TABLE III 
CONCEPTS OF THE ASPECT LEVEL 

Local-level aspect Aspect-level concept 
Decision support decision support system, user, role, problem, 

context, alternative, activity 
Human-machine 
environment 

human-machine environment, user, 
participant, problem, artifact, context, team 

Self-organization self-organized team, participant, role, task, 
solution, competency 

Competency entity, competency, task 

Fig. 7 shows fragments of the aspect ontologies, in which 
the aspect level concepts and the relationships between them 
are represented. According to the methodology, concepts of 

the (local) aspect ontologies and concepts of the aspect level 
are aligned. 

The OWL ontology description language [60] is chosen for 
the aspect level formalization since it is the most widely used 
up-to-date means supported by the World Wide Web 
Consortium (W3C). Most of the existing ontologies have 
representations in this language. The Protégé ontology editor 
and building framework [61] is used to implement the aspect 
level. 

The Multi-Viewpoint OWL (MVP OWL) extension [42], 
[62] has been selected as the basis for the development of the 
formalism for multi-aspect ontology representation since it is 
mostly oriented to the representation of a single ontology 
including different points of view rather than alignment and 
matching of ontologies. 

STAGE 4. GLOBAL LEVEL.  
The concepts chosen as the global level concepts and the 
correspondences between these concepts and aspect level 
concepts are presented in Table IV. In the table, the aspects are 
referred to as follows: DS – decision support aspect, HME – 
human-machine environment aspect, SO – self-organization 
aspect, C – competency aspect. The global level of the multi-
aspect otology is presented in Fig. 8. 

Bridging rules formalize the correspondences between the 
global-level concepts and aspect-level concepts. According to 
the MVP OWL, all OWL classes and properties within the 
ontology are divided into global (visible from two or more 
aspects) and local (visible only from one aspect): 

CG – the set of global classes;  
PG – the set of global properties.  
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FIGURE 6. Conceptualization for competency aspect. 
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TABLE IV 
CORRESPONDENCES BETWEEN GLOBAL AND ASPECT LEVELS  

Global level Aspect level 
Human-machine environment DS: decision support system 

HME: human-machine environment 
Team HME: team 

SO: self-organized team 
Participant DS: user 

HME: participant 
SO: participant 
C: entity 

User DS: user 
HME: user  

Role DS: role 
SO: role 

Artifact DS: alternative 
HME: artifact 
SO: solution 

Problem DS: problem 
HME: problem 

Task DS: activity 
SO: task 
C: task 

Competency SO: competency 
C: competency 

Context DS: context 
HME: context 

Besides, the notions of aspects (A) and bridging rules (R) 
are introduced. 

The OWL individuals are supposed to be only local, 
however, they can be linked with those from other aspects if 
their classes are linked with corresponding bridging rules.  

Hence, the multi-aspect ontology (O) is described as a 
quadruple: 𝑂 =  (𝐶 , 𝑃 , 𝐴, 𝑅). 
Each aspect (Ai) is described as follows: 𝐴 = 𝐶 , 𝑃 , 𝐸 , 𝑅 𝑉  ∈ 𝐴, 𝑖 ∈ [1, |𝐴|],  
where  𝐶  – is the set of aspect classes of aspect Ai; 𝑃  – is the set of aspect properties of aspect Ai; 𝐸  – is the set of local elements of aspect Ai (representation 
components of the aspect modeling formalism); 

𝑅  – is the set of equivalent relationships between elements 
(classes and properties) of aspect Ai and its local elements: 𝑒≡→ 𝑒 , where 𝑒 ∈ 𝐶 ∪ 𝑃 , 𝑒 ∈ 𝐸 ; 𝑉  – is the set of individuals of aspect Ai. 

To illustrate the formalism, in this and the next sections we 
will consider the following aspects: “decision support” (𝐴 ) 
and “self-organization” (𝐴 ). 

Three types of bridging rules are introduced based on those 
from the distributed description logics:  𝐺: 𝑐 ⊑→ 𝐴 : 𝑑  
– “into” (or “inclusion in”) bridging rule meaning that 
individuals of a global level (G) element c are individuals of 
an aspect level element d of aspect 𝐴 , for example, 
individuals of the classes “User” and “Participant” of the 
global level are individuals of the class “user” of the aspect 
“decision support”: 𝐺: 𝑈𝑠𝑒𝑟 ⊑→  𝐴 : 𝑢𝑠𝑒𝑟 , 𝐺: 𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡⊑→  𝐴 : 𝑢𝑠𝑒𝑟. 𝐺: 𝑐 ⊒→ 𝐴 : 𝑑  
– “onto” (or “inclusion of”, or “inclusion”) bridging rule 
meaning that an individual of an aspect level element d of 
aspect 𝐴  is an individual of a global level element c, for 
example, individuals of the class “alternative” of the aspect 
“decision support” are individuals of the class “Artifact” of the 
global level: 𝐺: 𝐴𝑟𝑡𝑖𝑓𝑎𝑐𝑡 ⊒→  𝐴 : 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑒. 𝐺: 𝑐 ≡↔ 𝐴 : 𝑑 
– bidirectional “equivalence” bridging rule, meaning that the 
sets of individuals of the global level element с and the aspect 
level element d of the aspect 𝐴  are equal, for example, all 
individuals of the class “context” of the aspect “decision 
support” are individuals of the global level class “Context”, 
and all individuals of the global level class “Context” are 
individuals of the class “context” of the aspect “decision 
support”: 𝐺: 𝐶𝑜𝑛𝑡𝑒𝑥𝑡 ≡↔  𝐴 : 𝑐𝑜𝑛𝑡𝑒𝑥𝑡. 

V. APPLICATION OF THE METHODOLOGY IN HMCI-
BASED DECISION SUPPORT SYSTEM 

A prototype of the HMCI-based DSS implements the 
functions expected from the HMCI environment. In this 
section, the prototype is used to demonstrate operating such an 
environment while resolving a problem from the application 
domain of “e-tourism”. 

The developed prototype uses the multi-aspect ontology 
and implements some ideas of the proposed methodology. In 
particular, in the shared information space, the knowledge of 
the team relevant to the problem being solved is organized 
using the multi-aspect ontology. The knowledge pieces are 
represented as OWL 2 statements and stored in Blazegraph 
triple store [63]. To support reactive scenarios, when some 
software services can react to the changes in the information 
space, we use SEPA architecture [64], allowing SPARQL-
based publish/subscribe mechanisms. Therefore, the software 
services can subscribe to certain patterns in the problem 
representation and become active when these patterns emerge 

User 

Participant Role Human-machine 
environment 

Artifact 

Task 

Context 

fulfills 
creates 

has part

is part of 

uses 

is part of 

participates in 
lifecycle of 

formulates/monitors 

FIGURE 8. Conceptualization for global level of multi-aspect ontology. 

Problem 
is-a 

Competency 
requires 

Team has part 

organizes 

requires 
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in the ontology-based problem description. Human 
participants interact with this representation via GUI 
components, hiding many technical details of ontology usage. 
The structured description of the problem contained in the 
shared information space is gradually extended and refined by 
the team. As a result, the progress of a team on the problem 
resolving is reflected by structural changes of the ontological 
problem description. 

With respect to application domains, the multi-aspect 
ontology is domain-independent and can represent knowledge 
of an application domain as an aspect when the corresponding 
aspect (depending on the particular problem from a given 
domain) is included. This aspect can be replaced with another 
one on the “plug-in” basis. 

The implementation of the proposed methodology for 
developing multi-aspect ontologies can be divided into two 
parts. The first is building the multi-aspect ontology for 
loosely connected aspects independent on the application 
domain (these aspects are considered in previous sections of 
the paper). For this part, the aspect and global (shared) levels 
do not change from problem to problem, therefore, these levels 
are built once and the corresponding bridging rules are defined 
in the multi-aspect ontology used in the prototype. However, 
each new problem brings a new aspect, specifically, the 
application domain aspect, to the multi-aspect ontology. The 
process of including the application domain aspect to the 
multi-aspect ontology is the second part of the multi-aspect 
ontology development. The HMCI-based DSS supports this 
process. The user and/or team members can perform the 
alignment between the application domain aspect and the 
aspect level of the multi-aspect ontology. 

For illustrative purpose, we consider a problem of finding a 
museum in a certain region. It should be noted, that this 
example is an illustration, fulfilling two goals. First, it allows 
us to explain the process of applying the methodology and the 
resulting multi-aspect ontology without distracting to the 
specifics of some problem domain (“e-tourism” is quite 
familiar to most of the readers). Second, in many “e-tourism” 
scenarios software services play an important role. 
Sometimes, a problem can even be fully solved by a service. 
But, at the same time, partial specification or context 
refinement are most effectively dealt with by human team 
members, advocating the use of hybrid human-machine teams.  

In the considered scenario the user submits a request in 
natural language to the HMCI-based DSS that is formulated 
as follows: 

“Please find a museum in St. Petersburg, Russia dedicated 
to history.” 

A software service that implements natural language 
processing recognizes the user request and identifies that the 
system resolves the problem of supporting the user with a 
recommendation of a museum. Another service looks for a 
domain ontology that represents information on museums in 
the internal ontology library. If this library does not contain a 
suitable ontology, then experts are involved in the search. If 

the required ontology is not found anywhere, it is developed 
from scratch. The found and reused ontologies or the 
developed ontologies are saved in the internal ontology 
library. 

In the present example, the OWL ontology of tourism for a 
Semantic Web provided by the Protégé ontology library [65] 
is reused. This ontology among other things defines the 
museum concept and represents concepts and relationships to 
characterize museums. The ontology becomes the application 
domain aspect (  𝐴 ) referred to as tourism aspect. Its 
fragment relevant to the example is presented in Fig. 9. 

If the domain of the problem formulated in the request is 
new for the DSS, then experts analyze the tourism aspect with 
the objective to reveal aspect-level concepts, i.e. they find 
concepts for which there are semantic mappings to the 
concepts of other aspect ontologies. In the considered 
example, two concepts are candidates for the mapping: 
museum and activity (cf. Fig. 3, Fig. 5, and Fig. 9). From the 
viewpoint of the decision support aspect, museum is an 
alternative; for the self-organization aspect, museum is a 
solution that the self-organized team obtains as the result of 
task solving. The concept of activity represented in the tourism 
aspect seems to correspond to the concept of activity 
represented in the decision support aspect. However, activity 
in the decision support aspect and activity in the tourism aspect 
have different meanings. The activity in the tourism is an 
activity that a tourist does when visiting places of his/her 
interests, while in decision support, the activity concerns 
functions of the decision support system. Thus, only the 
concept of museum is captured as the aspect level concept. 

FIGURE 9. Tourism ontology (fragment). 
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This concept is linked to the concept “Artifact” of the global 
level with the “inclusion” bridging rule (Fig. 10):  𝐺: 𝐴𝑟𝑡𝑖𝑓𝑎𝑐𝑡 ⊒→  𝐴 : 𝑚𝑢𝑠𝑒𝑢𝑚.  

 
FIGURE 10. Concept mappings. 

The alignment relationships between the local-level 
concepts and aspect level concepts are saved and next time 
when a problem from the same domain arises, the procedures 
of the aspect-level aspects identification and the bridging of 
the aspect and global levels can be performed automatically. 

Since the request has some additional information (the 
location and the area of interest) that was not recognized by 
the service, and in the tourism ontology, the class “museum” 
has some properties, the HMCI-based DSS tries to 
automatically map these. In case of failure, the system offer 
the user to do the matching and suggests to align “Location” 
and “Specialization” (the properties of the class “Museum”) 
with concepts found in the user request (“in St. Petersburg, 
Russia”, “dedicated to history”). The user identifies that “in 
St. Petersburg, Russia” is “has address” with location 
including “St. Petersburg, Russia”, and “dedicated to history” 
is “Specialization” corresponding to “Historical”. These 
patterns are saved in the domain aspect for future use. The 
clarified information becomes a part of the context. 

Below, some of the bridging rules defined for the 
considered example are presented. One block of the rules 
represents the structure of the information environment 
intended to solve the problem formulated in the user request: 

a. 𝐺: 𝐻𝑢𝑚𝑎𝑛-𝑚𝑎𝑐ℎ𝑖𝑛𝑒 𝑒𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡 ≡↔  𝐴 : 𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 𝑠𝑦𝑠𝑡𝑒𝑚 
b. 𝐺: 𝑡𝑒𝑎𝑚 ≡↔ 𝐴 : 𝑠𝑒𝑙𝑓-𝑜𝑟𝑔𝑎𝑛𝑖𝑧𝑒𝑑 𝑡𝑒𝑎𝑚 
The bridging rule “a” means that the HMCI-based DSS 

solves the problem formulated in the user request as a decision 
support problem. The rule “b” designates that a self-organized 
team solves this problem. The global level specifies that 
participants that are part of the DSS organize the team. 

Another block represents terminology for information 
exchange by the team participants: 

c. 𝐺: 𝐴𝑟𝑡𝑖𝑓𝑎𝑐𝑡 ⊒→  𝐴 : 𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑒. 
d. 𝐺: 𝐴𝑟𝑡𝑖𝑓𝑎𝑐𝑡 ⊒→ 𝐴 : 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 
e. 𝐺: 𝐴𝑟𝑡𝑖𝑓𝑎𝑐𝑡 ⊒→  𝐴 : 𝑚𝑢𝑠𝑒𝑢𝑚.  

The rules “с” and “d” define that the alternatives developed 
for the considered problem and the problem solution provided 
by the team are interpreted as artifacts. Particularly, the set of 
artifacts among other things contains the museum that the DSS 
recommends to the user (the rule “e”). 

According to the global level, the DSS’s participants 
resolve the problem formulated in the user request within their 
roles that require appropriate competencies. Competency 
matching is used to find participants suitable for a role. For the 
request in question, participants are expected to have 
knowledge of museums in St. Petersburg to participate in 
problem resolving.  

First, the required competency is searched for in the 
participants’ profiles. Participants whose profiles include the 
required competency are invited to be involved in the problem 
resolving. The aspect ontology of self-organization (Fig. 5) is 
used when inviting participants. Namely, the HMCI-based 
DSS provides the participants the information about the 
purpose of their involvement (to solve the task formulated in 
the request), roles that the participants are invited to fulfill, and 
the remuneration. Participants, who are interested in the offer, 
accept it. If there are several participants interested in the offer, 
then an efficient team is organized [66].  

If no profiles representing the required competency are 
found, the DSS invites some participant to be the project 
manager (here project manager is a kind of role). The 
procedure of the invitation is the same as described above. The 
project manager becomes responsible for the search and 
invitation of other participants. 

As soon as the team is organized, the participants can start 
acting to solve the task formulated in the user request. For the 
considered example, the team has been organized based on the 
participant profiles. It comprises a software service and a 
human. A software service sends a query to the tourism 
ontology, which returns a list of museums that have 
relationships to the class “historical”. The list contains more 
than 50 museums somehow related to different fields of 
history. The human expert understands that the list has to be 
narrowed down to a reasonable size. He/she asks the user to 
specify some additional preferences (e.g., archeology, Russian 
history, history of St. Petersburg, Russian life, etc.). The user 
replies with history of St. Petersburg (Fig. 11). The expert 
recommends Museum of the History of St. Petersburg (Fig. 
12). 

VI. DISCUSSION 
A multi-aspect ontology is a means of interoperability 

enabling a human-machine environment to operate for 
decision support. Such an ontology is supposed to integrate the 
knowledge of multiple loosely-related domains, maintain 
extendibility with new knowledge as new problems come, and 
support the organization of teamwork between humans and 
machines. The ontology development methodologies 
analyzed [15]–[27] cannot be used directly to create such an 
ontology. The main reason is that although most of them  
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FIGURE 11. Interactions between the user and expert. 

 
FIGURE 12. Recommending decision (ontology-based representation). 
suppose knowledge integration, none offers techniques to 
implement this. The proposed methodology for the multi-
aspect ontology development fills this gap by incorporating an 
approach to integration of multiple aspects. 

In comparison with related approaches that focus on the 
multi-aspect problem representation (Table V), the aspect 
integration approach encompasses the best features of them. 

Regarding the multi-aspect ontology requirements the 
approach: 

 supports the integration of loosely-connected aspects, 
as opposed to, for example, the multi-viewpoint ontology 
approach [42], [43] focused on integrating the closely related 
viewpoints on a problem domain; 

 allows integrating knowledge represented by different 
formalisms unlike the multilingual [32]–[34] or granular 
ontologies [40], [41] at that preserving formalisms that are 
beneficial for knowledge representation in aspects; 

 allows new knowledge to be introduced without 
multiple re-alignments in contrast to the model-driven 
framework [30].  

The proposed methodology was used for developing a 
multi-aspect ontology enabling humans and machines to 
organize their teamwork for decision support based on human-
machine collective intelligence. In the prototype of an HMCI-
based decision support system intended for decision support 
in the “e-tourism” domain, this ontology serves well for 
ensuring interoperability between humans and machines, and 
their organization in teams. The latter is achieved by 
incorporating aspects so that their integrated knowledge 
constitutes a representation of the problem of human-machine 
teams self-organization with the decision support purpose. 

In addition to the above, the multi-aspect ontology reduces 
the number of ontology modifications caused by changes in its 
aspects: it is enough to check the existing relationships 
(alignments and bridging rules) for the changed aspect from 
the aspect level up to the global level and introduce 
corresponding revisions. The high level of independence of 
aspects makes them autonomous and allows one to introduce 
changes into one aspect without affecting the others. For 
instance, when the user introduces the museum selection 
problem to the prototype, only 1 class (museum) from the 
application domain aspect is introduced into the ontology to 
indicate that museums are alternatives. Without the multi-
aspect ontology this would require integration of the entire 
Tourism ontology (61 classes and 25 object properties) and 
evaluate the entire resulting system ontology (about 110 
classes and 85 relationships) for its consistency. 

TABLE V 
COMPARISON OF APPROACHES TO MULTI-ASPECT PROBLEM REPRESENTATION 

Approach Support of 
heterogeneous 

formalisms 

Adaptable 
shared ontology 

level 

Maintenance of 
changes in 

aspects 

Automatic 
integration 

Support of loosely 
connected aspects 

Openness for 
new knowledge 

Model-driven interoperability 
framework [30] 

+ +/- - - + +/- 

Multilingual ontologies [32]–[34] - +/- (depending 
on the approach) 

+ +/- (depending 
on the approach) 

- + 

Granular ontologies [40], [41] - +/- +/- +/- (depending 
on the approach) 

+/- +/- 

Multi-viewpoint ontology [42], 
[43] 

+ + + - - + 

Multi-aspect ontologies + + + +/- + + 
 

The main limitation of the proposed methodology is the 
manual ontology alignment. Such an alignment requires 

significant efforts and existing automatic techniques produce 
high-quality results only within narrow domains. At the same 
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time, for the knowledge of application domains the manual 
alignment is the only way so far, since kinds of alignments 
between the application domain aspects and the multi-aspect 
ontology levels depend on the decision support problem, and 
each problem requires specific alignments. Nevertheless, the 
methodology supports automatic alignment of the local and 
aspect levels for recurring domains with subsequent automatic 
bridging the aspect and global levels. This approach seems 
efficient since it reduces the need for mappings (both 
alignment and bridging) and at the same time takes into 
account specifics of different decision support problems. 

The methodology for the development of multi-aspect 
ontologies can be used to develop ontologies of complex 
knowledge-based systems that operate with knowledge from 
multiple loosely-connected domains. The developed multi-
aspect ontology of a human-machine environment intended to 
support decisions is beneficial to achievement of teamwork 
between humans and machines while supporting decisions. 

VII. CONCLUSION 
A four-stage methodology for the development of multi-
aspect ontologies is proposed. It adopts an ontology 
development pattern followed by most ontology development 
methodologies and extends it with an aspect integration 
approach. The methodology meets the requirement of the 
multi-level ontology structure and provides principles for 
multi-level ontology integration, which is often found in 
complex systems dealing with multiple domains.  

The proposed methodology has been applied to the 
development of a multi-aspect ontology for decision support 
based on human-machine collective intelligence. The 
developed ontology integrates aspects of decision support, 
human-machine environment, self-organization, competency, 
and application domain. 

The prototype of an HMCI-based decision support system 
intended for decision support in the “e-tourism” domain 
proves the validity of the multi-aspect ontology developed 
based on the proposed methodology. 

Future research is aiming to experiments with the prototype 
to support decisions on complex problems that require 
knowledge from several application domains, which includes 
corresponding updates of the multi-aspect ontology. 
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