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Abstract   

This report presents a new method of digital steganography, entitled Spread-Spectrum Image 
Steganography (SSIS). Steganography, which means "covered writing" in Greek, is the science 
of communicating in a hidden manner. Following a brief history of this art and a discussion of 
steganographic communication theory, the new method, SSIS, is introduced. This system hides 
and recovers messages of substantial length within digital imagery while maintaining the original 
image size and dynamic range. The hidden messages can be recovered using appropriate keys 
without any knowledge of the original image. Image processing, error control coding, and 
spread-spectrum techniques utilized are described, and the performance of the technique is 
illustrated. A message embedded by this method can be in the form of text, imagery, or any 
other digital signal. Applications for such data-hiding scheme include in-band captioning, covert 
communication, image tamperproofing, authentication, embedded control, and revision tracking. 
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1.    Introduction 

The prevalence of multimedia data in our electronic world exposes a new avenue for 

communication using digital steganography. Steganography, where the occurrence of com- 

munication is concealed, differs from cryptography, where communication is evident but the 

content of that communication is camouflaged. To be useful, a steganographic system must 

provide a method to embed data imperceptibly, allow the data to be readily extracted, pro- 

mote a high information rate or capacity, and incorporate a certain amount of resistance to 

removal [1, 2]. 

There are many applications for techniques that embed information within digital images. 

The dispatch of hidden messages is an obvious function, but today's technology stimulates 

even more subtle uses. In-band captioning, such as movie subtitles, is one such use where 

textual information can be embedded within the image. The ability to deposit image cre- 

ation and revision information within the image provides a form of revision tracking as 

another possible application of digital steganography. This avoids the need for maintaining 

two separate media, one containing the image itself and one containing the revision data. 

Authentication and tamperproofmg as security measures are yet other functions that could 

be provided. Digital image steganographic techniques can also provide forward and back- 

ward compatibility by embedding information in an image in an imperceptible manner. If a 

system has the ability to decode the embedded information, new enhanced capabilities could 

be provided. If a system does not have the capability to decode the information, the image 

would be displayed without degradation, leaving the viewer unaware that the hidden data 

exist. An example of forward/backward compatibility is the embedding of closed caption 

information for the hearing impaired within television signals. The caption information does 

not interfere with the picture display of older version television but can be readily displayed 

using a model with the capability to do so. These are but a few of the possible uses of image 

steganography. 

2.     Background 

Steganography is not a new science, as is evident from several examples from the times 

of ancient Greece [3]. One is the story of Histiaeus, who wished to inform his allies when 

to revolt against the enemy. He shaved the head of a trusted servant and then tattooed a 

message on his head. After allowing time for the hair to grow back, the messenger was then 

sent through enemy territory to the allies. Upon arrival, the servant reported to the leader 

to have his head shaven again, thereby revealing the message. There is also the story of the 

wax tablets; in ancient times the writing medium of the day was a wooden tablet covered 

with wax. A person etched into the wax, and when he desired to erase the writing, the wax 

was melted and the tablets reused. In order to convey a message that Greece was about to be 

invaded, Demeratus concealed his message by writing directly on the wood and then covering 

it with wax. The seemingly blank tablets were then transported to his collaborators, where 

the message was literally uncovered. 



Modern times have yielded more advanced techniques, such as the use of invisible inks, 

where certain chemical reactions are necessary to reveal the hidden message. Another method 

employs routine correspondence where the applying of pin pricks in the vicinity of a particular 

letter could spell out a secret message. Advances in photography produced microfilm, which 

was used to transmit messages via carrier pigeon. Further developments in this area improved 

film and lenses, thus providing the ability to reduce the size of secret messages to that of a 

printed period. This technique, known as the microdot, was used by the Germans in World 

War II. 

With more communications occurring electronically, there have been advancements in 

utilizing digital multimedia signals as vehicles for steganographic communication. These 

signals — which are typically audio, video, or still imagery — are defined as cover signals. 

Schemes where the original cover signal is needed to reveal the hidden information are known 

as cover escrow. They can be useful in traitor-tracing schemes such as those described in 

Pfitzmann [4]. In this scenario, copies of the cover signal are disseminated with the assignee's 

identification embedded within, resulting in a modified cover signal. If illegal copies of the 

signal are acquired, the source of the copy is established by subtracting the original cover 

data from the modified signal, thereby exposing the offender's identity. However, in many 

applications it is not practical to require the possession of the unaltered cover signal in order 

to extract the hidden information. More pragmatic methods, known as blind or oblivious 

schemes, allow direct extraction of the embedded data from the modified signal without 

knowledge of the original cover. Blind strategies are predominant among steganography of 

the present day. 

A block diagram of a blind image steganographic system is depicted in Figure 1. A 

message is embedded in a digital image by the stegosystem encoder, which uses a key or 

password. The resulting stegoimage is transmitted over a channel to the receiver, where 

it is processed by the stegosystem decoder using the same key. During transmission, the 

stegoimage can be monitored by unintended viewers who will notice only the transmittal of 

the innocuous image without discovering the existence of the hidden message. 
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Figure 1. Overview of Steganographic System. 



Within the past few years, there has been a surge of research in the area of digital 

image steganography. A majority of the work in the area has been performed on invisible 

digital watermarking. The thrust of this work can be attributed to the desire for copyright 

protection, spurred by the widespread use of imagery on the Internet, and the ease in which 

perfect reproduction of an image is is obtained. The objective of digital watermarking is to 

embed a signature within a digital image to signify origin or ownership for the purpose of 

copyright protection. Once added, a watermark must be resistant to removal and reliably 

detected even after typical image transformations such as rotation, translation, cropping, 

and quantization. 

Digital steganography, or information-hiding schemes, can be characterized by utilizing 

the theories of communication [5]. The parameters of information hiding, such as the number 

of data bits that can be hidden and the invisibility of the message and its resistance to 

removal, can be related to the characteristics of communication systems: capacity, signal-to- 

noise ratio (SNR), and jamming margin. The notion of capacity in data hiding indicates the 

total number of bits hidden and successfully recovered by the stegosystem. The signal-to- 

noise ratio serves as a measure of invisibility, or detectability. In this context, the message 

we are trying to conceal, the embedded signal, represents the information-bearing signal 

and the cover image is viewed as noise. Contrary to typical communication scenarios where 

a high SNR is desired, a very low SNR corresponds to lower perceptibility, and therefore 

greater success is achieved when concealing the embedded signal. The measure of jamming 

resistance can be used to describe a level of resistance to removal or destruction of the 

embedded signal, intentional or accidental. 

It is not possible to simultaneously maximize removal resistance, invisibility, and capac- 

ity. Therefore, the acceptable balance of these items must be dictated by the application. 

For example, an information-hiding scheme may forgo removal resistance in favor of capacity 

and invisibility, whereas a watermarking scheme, which may not require large capacity or 

even invisibility, would certainly support increased removal resistance. Finally, steganogra- 

phy used as a method of hidden communication would adopt the utmost invisibility while 

sacrificing resistance to removal and possibly capacity. 

Our method of Spread-Spectrum Image Steganography (SSIS) is a data-hiding/hidden 

communication steganographic method that uses digital imagery as a cover signal. SSIS 

provides the ability to hide a significant number of information bits within digital images 

while avoiding detection by an observer. This objective advocates the maximization of 

capacity and invisibility. Furthermore, because the original image is not needed to extract 

the hidden information, SSIS is not a cover escrow scheme. The proposed recipient need 

only possess a key in order to reveal the hidden message. The very existence of the hidden 

information is virtually undetectable. 

3.    Existing Methods 

Digital steganography is currently a very active research area, encompassing methods of 

copyright protection, image authentication, and secure communications. SSIS is a method of 



data hiding and hidden communication. Therefore, emphasis is placed upon invisibility and 

the amount of data successfully hidden. Consequently, we attempt to limit this discussion 

of existing image steganographic methods to those which have these common goals. 

One method of data hiding entails the manipulation of the least significant bit (LSB) 

plane, from direct replacement of the cover LSBs with message bits to some type of logical 

or arithmetic combination between the two. Several examples of LSB schemes can be found 

in van Schnydel, Tirkel, and Osborne [6], Wolfgang and Delp [7], and Machado [8]. LSB 

manipulation programs have also been written for a'variety of image formats and can be found 

in Milbrandt [9]. LSB methods typically achieve both high capacity and low perceptibility. 

However, because the fact that the data are hidden in the least significant bit may be known, 

LSB methods are vulnerable to extraction by unauthorized parties. 

There are, of course, many approaches that are cover escrow schemes, where it is necessary 

to possess the original cover signal in order to retrieve the hidden information. Examples of 

such schemes can be found in Cox et al. [2], Podilchuk and Zeng [10], and Swanson, Zhu, 

and Tewfik [11]. 

Several procedures for data hiding in multimedia can be found in Bender et al. [1]. One 

of these, entitled Patchwork, alters the statistics of the cover image. First, pairs of image 

regions are selected using a pseudorandom number generator. Once a pair is selected, the 

pixel intensities within one region are increased by a constant value while the pixels of the 

second region are correspondingly decreased by the same value. The modification is typically 

small and not perceptible, but is not restricted to the LSB. A texture-mapping method that 

copies areas of random textures from one area of the image to another is also described. 

Simple autocorrelation of the signal is used to expose the hidden information. 

Smith and Comiskey presented several spread-spectrum data-hiding methods in [5]. 

These techniques utilize the message data to modulate a carrier signal, which is then com- 

bined with the cover image in sections of nonoverlapping blocks. The message is extracted 

via cross correlation between the stegoimage and the regenerated carrier; hence, cover image 

escrow is not necessary. A thresholding operation is then performed on the resulting cross 

correlation to determine the binary value of the embedded data bits. Ideally, the modulated 

carrier signals should be orthogonal to the cover image and to each other for reliable message 

extraction. Some of the hidden data may be lost if the phase of the modulated carrier is 

recovered in error. 

A data-hiding scheme using the statistical properties of dithered imagery is proposed 

by Tanaka, Nakamura, and Matsui [12]. With this method, the dot patterns of the or- 

dered dither pixels are controlled by the information bits to be concealed. This system 

accommodates 2 kilobytes of hidden information for a bilevel 256 x 256 image, yielding an 

information-hiding ratio of 1 information bit to 4 cover image bits. An information-hiding 

ratio of 1:6 is obtained for trilevel images of the same size. The method has high capacity 

but is restricted to dithered images and is not resistant to errors in the stegoimage. 

Davern and Scott presented an approach to image steganography utilizing fractal im- 

age compression operations [13]. An information bit is embedded into the stegoimage by 

transforming one similar block into an approximation for another.   The data are decoded 



using a visual key that specifies the position of the range and domain regions containing the 

message. Unfortunately, the amount of data that can be hidden using the method is small 

and susceptible to bit errors. Additionally, the search for similar blocks in the encoder, and 

the decoder comparison process, are both computationally expensive operations. 

Recent research performed by Swanson, Zhu, and Tewfik [14] has utilized an approach 

of perceptual masking to exploit characteristics of the human visual system (HVS) for data 

hiding. Perceptual masking refers to any situation where information in certain regions 

of an image is occluded by perceptually more prominent information in another part of 

the scene [15]. This masking is performed in either the spatial or frequency domain using 

techniques similar to those in Cox et al. [2] and Smith and Comisky [5] without cover image 

escrow. 

4.     SSIS 

Techniques of spread-spectrum communication, error-control coding, and image process- 

ing are combined to accomplish SSIS. The fundamental concept of SSIS is the embedding of 

the hidden information within noise, which is then added to the digital image. This noise 

is typical of the noise inherent to the image acquisition process and, if kept at low levels, 

is not perceptible to the human eye nor is susceptible to detection by computer analysis 

without access to the original image. In order for SSIS to be a blind steganography scheme, 

a version of the original image must be acquired from the stegoimage to recover an estimate 

of the embedded signal that was added to the cover. To accomplish this, image restoration 

techniques are used. Finally, because the noise is of low power and the restoration process 

is not perfect, the estimation of the embedded signal is poor, resulting in a high embedded 

signal bit error rate (BER). To compensate, a low-rate error-correcting code is incorporated. 

This conglomeration of communication and image processing techniques provides a method 

of reliable blind-image steganography. 

The major processes of the stegosystem encoder are portrayed in Figure 2. Within the 

system, the message is optionally encrypted with key 1 and then encoded via a low-rate 

error-correcting code, producing the encoded message, m. The sender enters key 2 into a 

wideband pseudorandom noise generator, generating a spreading sequence, n. Subsequently, 

the modulation scheme is used to spread the narrowband spectrum of m with the spreading 

sequence, thereby composing the embedded signal, s, which is then input into an interleaver 

and spatial spreader using key 3. This signal is now added with the cover image, /, to produce 

the stegoimage, g, which is appropriately quantized to preserve the initial dynamic range of 

the cover image. The stegoimage is then transmitted in some manner to the recipient. At the 

receiver, the stegoimage is received, and the recipient (who maintains the same keys as the 

sender) uses the stegosystem decoder (shown in Figure 3) to extract the hidden information. 

The decoder uses image restoration techniques to produce an estimate of the original cover 

image, /, from the received stegoimage, g. The difference between g and / is fed into a keyed 

deinterleaver to construct an estimate of the embedded signal, s. With key 2, the spreading 

sequence, n, is regenerated, the encoded message is then demodulated, and an estimate of 



the encoded message, ra, is constructed. The estimate of the message is then decoded via 

the low-rate error-control decoder, optionally decrypted using key 1, and revealed to the 

recipient. 
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Wideband thermal noise, which is inherent to imagery captured by photoelectronic sys- 

tems, can be modeled as additive white Gaussian noise (AWGN) [16]. SSIS uses this inherent 

noise to hide information within the digital image. In other types of coherent imaging, the 

noise can be modeled as speckle noise [16], which is produced by coherent radiation from 

the microwave to visible regions of the spectrum. We postulate that the concepts of SSIS 

can be extended to imagery with other noise characteristics than those modeled by AWGN. 

The additional noise that conceals the hidden message is a natural phenomenon of the image 

and, therefore, if kept at typical levels, is unsuspecting to the casual observer or computer 



analysis. Subsequently, even if the methodology of this system is known to eavesdroppers, 

they will be unable to decipher the hidden information without possession of the appropriate 

keys. 

4.1     Spread Spectrum 

Spread-spectrum communication describes the process of spreading the bandwidth of a 

narrowband signal across a wide band of frequencies. This can be accomplished by mod- 

ulating the narrowband waveform with a wideband waveform, such as white noise. After 

spreading, the energy of the narrowband signal in any one frequency band is low and there- 

fore difficult to detect. SSIS uses this technique to embed a message, typically a binary 

signal, within very low power white Gaussian noise. The resulting signal, perceived as noise, 

is then combined with the cover image to produce the stegoimage. Since the power of the 

embedded signal is low compared to the power of the cover image, the SNR is also low, 

thereby indicating low perceptibility and providing low probability of detection by an ob- 

server. Subsequently, an observer will be unable to visually distinguish the original image 

from the stegoimage. 

To construct the embedded signal, we incorporate the concept of a stored reference 

spread-spectrum communications system [17] to provide low probability of detection, either 

by computer or the HVS. The stored reference principle requires independent generation of 

identical pseudorandom wideband waveforms at both the transmitter and receiver. This can 

easily be accomplished by a private or public key [18] and identical pseudorandom waveform 

generators. 

Here we describe a simple sign modulation scheme to provide an example of the spread- 

spectrum process. This method is similar to the technique used in Härtung and Girod [19]. 

Assume that the message signal, m, is a bilevel signal consisting of { — 1, +1} and the spread- 

ing sequence, n, is a sequence of real numbers that have a white Gaussian distribution gen- 

erated by a pseudorandom number generator using a key. The two signals are multiplied (1), 

thereby spreading the power spectrum of the message signal within the relatively constant 

spectrum of the noise signal. With this simple system, the sign of each noise value is changed 

corresponding to the value of the message bit to be embedded and the white Gaussian char- 

acteristics of the signal preserved. The decoding process is also elementary. The sequence 

n is replicated at the receiver, and the sign of this sequence is compared to the sign of the 

received sequence, s, to determine the estimated value of the narrowband message signal 

m as shown in equation (2). Although an intruder may be aware of the general strategy 

of the system, the value of the key needed to generate n is unknown, thereby preventing 

decoding of the message. In addition, without the appropriate keys, the modulated signal is 

statistically indistinguishable from white Gaussian noise. 

s = m* n. (1) 

(2) 



In order to improve performance, a nonlinear modulation scheme was developed for SSIS 

to spread the spectrum of the narrowband message signal, m. This technique provides 

an increase in the Euclidean distance between values modulated by message bits, thereby 

promoting an improved estimate of the embedded signal. This is accomplished by first 

generating a random sequence u, which is uniformly distributed between (0,1). A second 

sequence is generated by applying the nonlinear transformation of equation (3) to u. The 

spreading sequence is then formed by selecting bits from these two sequences arbitrated by 

the message bits after the u and v! have been transformed to Gaussian random variable, as 

shown in (4). Here $_1 represents the inverse cumulative distribution function for a standard 

Gaussian random variable. To adjust the power of the embedded signal, a scale factor is 

applied to s. The signal is then added to the cover image. The result, after quantization, is 

the stegoimage. 
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At the decoder, the stegoimage is obtained and image processing techniques are used to 

estimate the embedded signal without knowledge of the original cover in order to avoid the 

need for cover image escrow. By exercising image restoration techniques, an estimate of the 

embedded signal can be obtained by subtracting a version of the restored image from the ste- 

goimage. Since the pixels of a digital image are highly correlated among neighboring pixels 

in natural scenes, filtering operations can be used to restore the original image. The problem 

of embedded signal estimation now becomes an image restoration problem where the objec- 

tive is to eliminate additive random noise in the received stegoimage. The restored image 

can be obtained with a variety of image processing filters, such as mean or median filters, or 

wavelet shrinkage techniques. However, favorable performance was obtained experimentally 

with adaptive Wiener filtering techniques. 

4.2    Image Processing 

The adaptive Wiener filter is used by SSIS to reduce the amount of low-level additive 

random noise in the stegoimage. Wiener filtering preserves the signal while eliminating 

noise in the degraded image. Due to linear independence between the cover image and the 

embedded signal, the optimal linear minimum mean square error estimate of the original 

image is obtained by filtering with an adaptive Wiener filter [20]. The frequency response of 

the filter is dependent upon the power spectra of the original image and noise as shown in 

(5), where Pj is the power spectrum of the original image / and Ps is the power spectra of 

the embedded signal s. 

u( \ P/(a?i,u;2) 

"<^> = PM^+PM^Y 
(5) 



The power spectrum of the AWGN, which is constant and independent of ui,u>2, is 

known at the receiver from the regenerated sequence, n. Although the embedded signal 

characteristics do not change within the stegoimage, the image characteristics do change 

from one region to another. For instance, consider an image with smooth background areas 

and a detailed foreground; the power spectrum will be significantly different in these areas. 

To compensate for the changing image characteristics, the adaptive Wiener filter is a space- 

variant filter, whose filter coefficients change as a function of the local image statistics. 

Adaption to the local image characteristics can be performed on a pixel-by-pixel or block- 

by-block basis. 

The power spectrum of the original image is not known at the receiver and, therefore, 

must be estimated from the received stegoimage, g. If we assume that the original image 

signal /(ni, n2) of a small local region of the image is stationary, it can be reasonably modeled 

as (6), where rrif and 07 are the local mean and standard deviation of the original image, 

and w is a zero mean white noise process with unit variance [21, 22]. 

/(ni,n2) = mf + afw(n1,n2). (6) 

Therefore, the space-variant local mean and variance are nif and a
2
, respectively. To esti- 

mate these parameters from the stegoimage, consider that when the mean of the embedded 

signal is zero, which is the case with the AWGN embedded signal, nif is identical to the 

mean of the local region of the stegoimage, mg. Additionally, because s is additive, a2
 can 

be defined as (7), and an estimate of a2
 can be obtained by (8), where <r| is the variance 

of the local region, of the stegoimage. Within this local region, the transfer function of the 

space-variant Wiener filter is given by (9) and the restored image, /, is obtained by (10). 

This filter is invoked within SSIS using the algorithm developed by Lee [23]. 
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The resultant restored image is scaled according to the relation between aj, which is 

estimated from the local region statistics of the stegoimage, and the predetermined a2
s. If 

a
2
 is much greater than the contrast of the degraded image, the contrast is assumed to be 

primarily due to the signal s and is significantly attenuated. Conversely, in the case that 

the estimated a2
 is greater than a2

, the local contrast is credited to the original image and 

little processing is done [20]. 

Once obtained from the image restoration, the restored image is subtracted from the 

stegoimage to yield an estimate of the embedded signal, s. This is then compared with an 



identical copy of the pseudorandom wideband waveform used at the encoder. The generation 

of the identical pseudorandom wideband waveforms is accomplished by the possession of a 

common key, which is used as a seed for duplicate random number generators known only to 

the sender and receiver. The typical spread-spectrum challenge of synchronization of these 

waveforms is obviously alleviated in this system because the beginning of the stegoimage is 

easily identified. 

Even though the image restoration yields good performance, the estimate of such a 

low power signal, which is necessary to provide the degree of invisibility essential for a 

steganographic system, is rather poor. The probability of error encountered during the 

estimation process is the embedded signal BER. Therefore, in order to compensate for the 

suboptimal performance of the signal estimation process, we have incorporated the use of 

error-control coding. 

4.3    Error-Control Coding 

The use of error correction by SSIS compensates for the suboptimal estimation of the 

embedded signal and combats distortion that may be encountered during the transmission 

process. The despread message signal may have a substantial number of bit errors, indicated 

by a high embedded signal BER. When a large number of errors are expected to occur in 

a block of data, a low-rate error-correcting code must be used to correct them. The use 

of low-rate error-correcting codes within the SSIS system allows the hidden message to be 

recovered without error when the transmission channel is noiseless, thus compensating for 

the signal estimation process. When the transmission channel is expected to be noisy, an 

appropriate low-rate error-correcting code can be selected to provide desired performance. 

Any error-correcting code that is capable of correcting for the high signal estimation BER 

can be used within SSIS. For proof of concept, binary expansions of Reed-Solomon codes 

[24] described here are used by SSIS for error correction. 

Error-correcting codes are designated as (n, k) codes with rate k/n, where n indicates the 

number of output symbols and k the number of input symbols. The simplest low-rate codes 

are (n, 1) repetition codes, which repeat each information bit n times and decode by voting 

on the repeated bits. This works well for relatively short block lengths, but as n increases the 

rate, \jn becomes very low. According to the fundamental theorem of information theory, 

we should be able to reduce the decoded error rate as low as we want at any fixed rate below 

channel capacity if we increase the block length and find appropriate codes and decoders. 

Reed-Solomon codes are much more flexible than repetition codes. Using an alphabet of 

size 2m, a (2m — 1, A') Reed-Solomon code exists for each A', so the rate can be chosen almost 

independently of the block length. And the error-correcting capabilities of these codes are 

optimal in the sense that they can correct as many symbol errors as possible. Any error 

pattern with fewer than '2 ~ ' symbol errors can be corrected. Unfortunately, the block 

length of a Reed-Solomon code is limited by the size of the alphabet. 

If we want to use Reed-Solomon codes to correct binary errors, we must map each symbol 

into m bits.   The resulting binary code has a block length of m(2m — 1) bits and mK 

10 



information bits. But if we use a conventional Reed-Solomon decoder, a single bit error will 

be treated as a symbol error, and most patterns with more than ' ~ ' bit errors will not 

be correctable. This would be far from optimal performance for a binary code. 

However, we have computed the true minimum distances of many binary expansions of 

Reed-Solomon codes [24] and found that most of them can correct many more binary errors 

if a decoder that corrects bits instead of symbols is used. The decoders described in [24] 

are based on a simple idea of Bossert and Hergert [25]: if we have a large number of low- 

weight parity checks, then the number of failing parity checks tends to be proportional to 

the number of errors. Using this idea, we can change whichever bits reduce the number 

of failing parity checks until no checks fail. This algorithm works very well with binary 

expansions of low-rate Reed-Solomon codes because they have a large number of low-weight 

parity checks. With some other improvements described in [24], these decoders can correct 

far more binary errors than conventional Reed-Solomon decoders for the same codes. For 

example, the (2040,32) decoder corrects most error patterns with fewer than 763 bit errors, 

while a conventional Reed-Solomon decoder would be limited to 125 symbol errors, which is 

typically about 165 bit errors. The rate of this (2040,32) code is similar to that of a (64,1) 

repetition code, but because it has a much longer block length, its decoded error rate drops 

much more quickly as the fraction of errors per block is reduced. Even better error correction 

is possible with these codes if a maximum-likelihood decoder is used. However, this type of 

coder is practical only with codes that have small block length. 

The use of low-rate error-correcting codes within the SSIS system allows the hidden 

message to be recovered without error when the transmission channel is noiseless, thus 

compensating for the embedded signal estimation process. When the transmission channel 

is expected to be noisy, the appropriate low-rate error-correcting code can be selected to 

provide desired performance. 

5.     SSIS Performance 

Two images are used to demonstrate the performance of SSIS. The original 512 x 512 im- 

ages, containing 262 kilobytes, appear in Figure 4 (entitled LAV-25 and Allison, respectively). 

To maximize capacity, we presume the hidden message will be compressed. Assuming that 

the compression method is intolerant of errors, as is the case with Huffman and arithmetic 

coding, we strive for total error-free recovery of the hidden data. 

As an example, we have hidden messages within the images of Figure 4, denoted images 

with embedded signal, low SNR. The steganographic SNR, the ratio of embedded signal 

power to cover image power, for these two image is -35 and -31 dB, respectively. For the 

LAV-25 image, the embedded signal BER is .25, requiring the use of an (889,35) error 

correcting encoder. This coder can correct a block that is 27% in error. This yields a 

capacity of 1.2 kilobytes of hidden information. The Allison image with low SNR has an 

embedded message capacity of 500 bytes, where a (2040,32) code is used to compensate for 

the BER of .29. 

11 



LAV-25 Original Image 

LAV-25 With Embedded Signal, 
Low SNR. 

LAV-25 With Embedded Signal, 
Higher SNR. 

Allison Original Image 

l#l?'; 

,!#' 

>               .'* 

/ AvIfxW^ 

Allison With Embedded Signal, 
Low SNR. 

Allison With Embedded Signal, 
Higher SNR. 

Figure 4. Example of SSIS Performance. 
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By increasing the SNR, the performance of embedded signal estimation is improved at 

the loss of some imperceptiveness. To demonstrate, a higher power AWGN signal is used to 

embed information into the images of Figure 4, embedded signal with higher SNR, yielding 

SNR values of -30 and -27 dB, respectively. These images show only slight degradation that 

is not readily apparent to a human observer. The LAV-25 image of Figure 4 with higher 

SNR has a capacity of nearly 5 kilobytes using a (155,25) maximum likelihood decoder to 

compensate for the signal estimation BER of .21. For the Allison image with higher SNR, 

the (889,35) code is utilized to provide a hiding capacity of 1.2 kilobytes of information. 

In order to provide more insight into the presented methodology, a comparison between 

the original image pixels and the stegoimage pixels is presented in Figure 5. Here a single 

row of pixels has been extracted from both the original LAV-25 image and the corresponding 

stegoimage with high SNR. It is evident that slight discrepancies between the two exist. 

However these discrepancies are slight and undetectable by human observer. Furthermore, 

without possession of the original image, the embedded signal is undetectable by computer 

analysis. The text hidden in the images is from an ASCII file containing the Treaty of Paris. 

This text is attached in the Appendix. 
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Comparison of Pixels in Row 128: LAV-25 Image 

■ Original Image 

Stegoimage 

V 
50 100 150 

Pixel Location 
200 250 

Figure 5. Comparison of Original Image Pixels to Stegoimage Pixels. 

6.     Conclusions/Future Work 

We have presented a novel steganographic methodology that uses error-control coding, 

image processing, and spread-spectrum techniques. This process provides a method for 

concealing a digital signal within a cover image without increasing the size or dynamic range 

of the image. Additionally, the original image is not needed to extract the hidden message. 

A level of security is provided by the necessity that both sender and receiver possess the 

same keys. Furthermore, the embedded signal power is insignificant compared to that of the 
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cover image, providing low probability of detection and leaving an observer unaware that 
the hidden data exist. 

Future work will include improving the embedded signal estimation process in order to 
lower the signal estimation BER so that higher rate error-correcting codes may be employed, 
which will increase the capacity of this system. 
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The Paris Peace Treaty of 1783 (Which ended the Revolutionary War) 

In the name of the most holy and undivided Trinity. 

It having pleased the Divine Providence to dispose the hearts of the most serene and most 

potent Prince George the Third, by the grace of God, king of Great Britain, France, and 

Ireland, defender of the faith, duke of Brunswick and Lunebourg, arch-treasurer and prince 

elector of the Holy Roman Empire etc., and of the United States of America, to forget all past 

misunderstandings and differences that have unhappily interrupted the good correspondence 

and friendship which they mutually wish to restore, and to establish such a beneficial and 

satisfactory intercourse, between the two countries upon the ground of reciprocal advantages 

and mutual convenience as may promote and secure to both perpetual peace and harmony; 

and having for this desirable end already laid the foundation of peace and reconciliation by 

the Provisional Articles signed at Paris on the 30th of November 1782, by the commissioners 

empowered on each part, which articles were agreed to be inserted in and constitute the 

Treaty of Peace proposed to be concluded between the Crown of Great Britain and the 

said United States, but which treaty was not to be concluded until terms of peace should be 

agreed upon between Great Britain and France and his Britannic Majesty should be ready to 

conclude such treaty accordingly; and the treaty between Great Britain and France having 

since been concluded, his Britannic Majesty and the United States of America, in order 

to carry into full effect the Provisional Articles above mentioned, according to the tenor 

thereof, have constituted and appointed, that is to say his Britannic Majesty on his part, 

David Hartley, Esqr., member of the Parliament of Great Britain, and the said United States 

on their part, John Adams, Esqr., late a commissioner of the United States of America at 

the court of Versailles, late delegate in Congress from the state of Massachusetts, and chief 

justice of the said state, and minister plenipotentiary of the said United States to their 

high mightinesses the States General of the United Netherlands; Benjamin Franklin, Esqr., 

late delegate in Congress from the state of Pennsylvania, president of the convention of the 

said state, and minister plenipotentiary from the United States of America at the court 

of Versailles; John Jay, Esqr., late president of Congress and chief justice of the state of 

New York, and minister plenipotentiary from the said United States at the court of Madrid; 

to be plenipotentiaries for the concluding and signing the present definitive treaty; who 

after having reciprocally communicated their respective full powers have agreed upon and 

confirmed the following articles. 

Article 1: His Britannic Majesty acknowledges the said United States, viz., New Hamp- 

shire, Massachusetts Bay, Rhode Island and Providence Plantations, Connecticut, New York, 

New Jersey, Pennsylvania, Maryland, Virginia, North Carolina, South Carolina and Geor- 

gia, to be free sovereign and independent states, that he treats with them as such, and for 

himself, his heirs, and successors, relinquishes all claims to the government, propriety, and 

territorial rights of the same and every part thereof. 

Article 2: And that all disputes which might arise in future on the subject of the bound- 

aries of the said United States may be prevented, it is hereby agreed and declared, that the 

following are and shall be their boundaries, viz.; from the northwest angle of Nova Scotia, 

viz., that angle which is formed by a line drawn due north from the source of St. Croix 

River to the highlands; along the said highlands which divide those rivers that empty them- 
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selves into the river St. Lawrence, from those which fall into the Atlantic Ocean, to the 

northwestern most head of Connecticut River; thence down along the middle of that river 

to the forty-fifth degree of north latitude; from thence by a line due west on said latitude 

until it strikes the river Iroquois or Cataraquy; thence along the middle of said river into 

Lake Ontario; through the middle of said lake until it strikes the communication by water 

between that lake and Lake Erie; thence along the middle of said communication into Lake 

Erie, through the middle of said lake until it arrives at the water communication between 

that lake and Lake Huron; thence along the middle of said water communication into Lake 

Huron, thence through the middle of said lake to the water communication between that 

lake and Lake Superior; thence through Lake Superior northward of the Isles Royal and 

Phelipeaux to the Long Lake; thence through the middle of said Long Lake and the water 

communication between it and the Lake of the Woods, to the said Lake of the Woods; thence 

through the said lake to the most northwestern most point thereof, and from thence on a 

due west course to the river Mississippi; thence by a line to be drawn along the middle of the 

said river Mississippi until it shall intersect the northernmost part of the thirty-first degree 

of north latitude, South, by a line to be drawn due east from the determination of the line 

last mentioned in the latitude of thirty-one degrees of the equator, to the middle of the river 

Apalachicola or Catahouche; thence along the middle thereof to its junction with the Flint 

River, thence straight to the head of St. Mary's River; and thence down along the middle 

of St. Mary's River to the Atlantic Ocean; east, by a line to be drawn along the middle of 

the river St. Croix, from its mouth in the Bay of Fundy to its source, and from its source 

directly north to the aforesaid highlands which divide the rivers that fall into the Atlantic 

Ocean from those which fall into the river St. Lawrence; comprehending all islands within 

twenty leagues of any part of the shores of the United States, and lying between lines to be 

drawn due east from the points where the aforesaid boundaries between Nova Scotia on the 

one part and East Florida on the other shall, respectively, touch the Bay of Fundy and the 

Atlantic Ocean, excepting such islands as now are or heretofore have been within the limits 

of the said province of Nova Scotia. 

Article 3: It is agreed that the people of the United States shall continue to enjoy 

unmolested the right to take fish of every kind on the Grand Bank and on all the other 

banks of Newfoundland, also in the Gulf of St. Lawrence and at all other places in the sea, 

where the inhabitants of both countries used at any time heretofore to fish. And also that 

the inhabitants of the United States shall have liberty to take fish of every kind on such part 

of the coast of Newfoundland as British fishermen shall use, (but not to dry or cure the same 

on that island) and also on the coasts, bays and creeks of all other of his Britannic Majesty's 

dominions in America; and that the American fishermen shall have liberty to dry and cure 

fish in any of the unsettled bays, harbors, and creeks of Nova Scotia, Magdalen Islands, and 

Labrador, so long as the same shall remain unsettled, but so soon as the same or either of 

them shall be settled, it shall not be lawful for the said fishermen to dry or cure fish at such 

settlement without a previous agreement for that purpose with the inhabitants, proprietors, 

or possessors of the ground. 

Article 4: It is agreed that creditors on either side shall meet with no lawful impediment 

to the recovery of the full value in sterling money of all bona fide debts heretofore contracted. 
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Article 5: It is agreed that Congress shall earnestly recommend it to the legislatures 

of the respective states to provide for the restitution of all estates, rights, and properties, 

which have been confiscated belonging to real British subjects; and also of the estates, rights, 

and properties of persons resident in districts in the possession on his Majesty's arms and 

who have not borne arms against the said United States. And that persons of any other 

description shall have free liberty to go to any part or parts of any of the thirteen United 

States and therein to remain twelve months unmolested in their endeavors to obtain the 

restitution of such of their estates, rights, and properties as may have been confiscated; 

and that Congress shall also earnestly recommend to the several states a reconsideration' 

and revision of all acts or laws regarding the premises, so as to render the said laws or 

acts perfectly consistent not only with justice and equity but with that spirit of conciliation 

which on the return of the blessings of peace should universally prevail. And that Congress 

shall also earnestly recommend to the several states that the estates, rights, and properties, 

of such last mentioned persons shall be restored to them, they refunding to any persons 

who may be now in possession the bona fide price (where any has been given) which such 

persons may have paid on purchasing any of the said lands, rights, or properties since the 

confiscation. 

And it is agreed that all persons who have any interest in confiscated lands, either by 

debts, marriage settlements, or otherwise, shall meet with no lawful impediment in the 

prosecution of their just rights. 

Article 6: That there shall be no future confiscations made nor any prosecutions com- 

menced against any person or persons for, or by reason of, the part which he or they may 

have taken in the present war, and that no person shall on that account suffer any future 

loss or damage, either in his person, liberty, or property; and that those who may be in 

confinement on such charges at the time of the ratification of the treaty in America shall be 

immediately set at liberty, and the prosecutions so commenced be discontinued. 

Article 7: There shall be a firm and perpetual peace between his Britannic Majesty and 

the said states, and between the subjects of the one and the citizens of the other, wherefore 

all hostilities both by sea and land shall from henceforth cease. All prisoners on both sides 

shall be set at liberty, and his Britannic Majesty shall with all convenient speed, and without 

causing any destruction, or carrying away any Negroes or other property of the American 

inhabitants, withdraw all his armies, garrisons, and fleets from the said United States, and 

from every post, place, and harbor within the same; leaving in all fortifications, the American 

artillery that may be therein; and shall also order and cause all archives, records, deeds, and 

papers belonging to any of the said states, or their citizens, which in the course of the war 

may have fallen into the hands of his officers, to be forthwith restored and delivered to the 

proper states and persons to whom they belong. 

Article 8: The navigation of the river Mississippi, from its source to the ocean, shall 

forever remain free and open to the subjects of Great Britain and the citizens of the United 

States. 

Article 9: In case it should so happen that any place or territory belonging to Great 

Britain or to the United States should have been conquered by the arms of either from the 
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other before the arrival of the said Provisional Articles in America, it is agreed that the same 
shall be restored without difficulty and without requiring any compensation. 

Article 10: The solemn ratifications of the present treaty expedited in good and due form 
shall be exchanged between the contracting parties in the space of six months or sooner, if 
possible, to be computed from the day of the signatures of the present treaty. In witness 
whereof we the undersigned, their ministers plenipotentiary, have in their name and in virtue 
of our full powers, signed with our hands the present definitive treaty and caused the seals 
of our arms to be affixed thereto. 

Done at Paris, this third day of September in the year of our Lord, one thousand seven 
hundred and eighty-three. 

D. HARTLEY (SEAL) JOHN ADAMS (SEAL) B. FRANKLIN (SEAL) JOHN JAY 
(SEAL) [Image] 
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