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Objectives. To model the steps involved in preparing for and carrying out propensity
score analyses by providing step-by-step guidance and Stata code applied to an empiri-
cal dataset.
Study Design. Guidance, Stata code, and empirical examples are given to illustrate
(1) the process of choosing variables to include in the propensity score; (2) balance of
propensity score across treatment and comparison groups; (3) balance of covariates
across treatment and comparison groups within blocks of the propensity score; (4)
choice of matching and weighting strategies; (5) balance of covariates after matching or
weighting the sample; and (6) interpretation of treatment effect estimates.
Empirical Application. We use data from the Palliative Care for Cancer Patients
(PC4C) study, a multisite observational study of the effect of inpatient palliative care
on patient health outcomes and health services use, to illustrate the development and
use of a propensity score.
Conclusions. Propensity scores are one useful tool for accounting for observed differ-
ences between treated and comparison groups. Careful testing of propensity scores is
required before using them to estimate treatment effects.
Key Words. Observational data/quasi-experiments, administrative data uses,
patient outcomes/function

Recent national initiatives for comparative effectiveness research recommend
harnessing the power of existing data to evaluate health-related treatment
effects (Patient-Centered Outcomes Research Institute 2012). A difficulty in
using observational data is that patient and provider characteristics may be
associated with both treatment selection and outcome, leading to different dis-
tributions of covariates within treatment and comparison groups. Propensity
score analysis is a useful tool to account for imbalance in covariates between
treated and comparison groups. A propensity score is a single score that repre-
sents the probability of receiving a treatment, conditional on a set of observed
covariates. The goal of creating a propensity score is to balance covariates
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between individuals who did and did not receive a treatment, making it easier
to isolate the effect of a treatment.

While the advantages and disadvantages of using propensity scores are
well known (e.g., Stuart 2010; Brooks and Ohsfeldt 2013), it is difficult to find
specific guidance with accompanying statistical code for the steps involved in
creating and assessing propensity scores. Other useful Stata references gloss
over propensity score assessment (treatment effects manual, StataCorp. 2013a;
Stata YouTube channel, www.youtube.com/user/statacorp) or provide dis-
jointed information (www.stata.com/statalist). Here, we synthesize informa-
tion on creation and assessment of propensity scores within one article. In the
following sections, we introduce situations in which propensity scores might
be used in health services research and provide step-by-step instructions and
Stata 13 code and output to illustrate (1) choice of variables to include in the
propensity score; (2) balance of propensity score across treatment and compar-
ison groups; (3) balance of covariates across treatment and comparison groups
within blocks of the propensity score; (4) choice of matching and weighting
strategies; (5) balance of covariates after matching or weighting the sample by
a propensity score; and (6) interpretation of treatment effect estimates.

WHEN TO CONSIDER PROPENSITY SCORES

Propensity scores are useful when estimating a treatment’s effect on an out-
come using observational data and when selection bias due to nonrandom
treatment assignment is likely. The classic experimental design for estimating
treatment effects is a randomized controlled trial (RCT), where random
assignment to treatment balances individuals’ observed and unobserved
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characteristics across treatment and control groups. Because only one treat-
ment state can be observed at a time for each individual, control individuals
that are similar to treated individuals in everything but treatment receipt are
used as proxies for the counterfactual. In observational data, however, treat-
ment assignment is not random. This leads to selection bias, where measured
and unmeasured characteristics of individuals are associated with likelihood
of receiving treatment and with the outcome. Propensity scores provide a way
to balance measured covariates across treatment and comparison groups and
better approximate the counterfactual for treated individuals.

Propensity scores can be thought of as an advanced matching technique.
For instance, if one were concerned that age might affect both treatment selec-
tion and outcome, one strategy would be to compare individuals of similar
age in both treatment and comparison groups. As variables are added to the
matching process, however, it becomes more and more difficult to find exact
matches for individuals (i.e., it is unlikely to find individuals in both the treat-
ment and comparison groups with identical gender, age, race, comorbidity
level, and insurance status). Propensity scores solve this dimensionality prob-
lem by compressing the relevant factors into a single score. Individuals with
similar propensity scores are then compared across treatment and comparison
groups.

Within health services research, propensity scores are useful when ran-
domization of treatments is impossible (Medicare demonstration projects) or
unethical (end-of-life care). In addition, health services researchers are often
interested in a treatment’s effect on multiple outcomes (such as cost and qual-
ity), and a single propensity score can be used to evaluate multiple outcomes
(Wyss et al. 2013). Recently, health services researchers have used propensity
scores to reduce confounding due to selection bias in evaluations of the effects
of physical health events on mental health service use (Yoon and Bernell
2013), assertive community treatment on medical costs (Slade et al. 2013), and
pay-for-performance onMedicare costs (Kruse et al. 2012).

The theory and principles behind propensity scores are described else-
where (Rubin 1980; Rosenbaum and Rubin 1984, 1985; Imbens 2004; Ho
et al. 2007; Stuart 2010; Brooks andOhsfeldt 2013). This article is an introduc-
tory “how-to” guide and focuses on the steps to create and assess propensity
scores for a dichotomous treatment. More advanced readers may wish to use
propensity scores with survey-weighted data (DuGoff, Schuler, and Stuart
2014) or with multilevel categorical (Imbens 2000; Huang et al. 2005) or con-
tinuous treatments ( Jiang and Foster 2013). We use data from the Palliative
Care for Cancer Patients (PC4C) study, an observational study of inpatient
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palliative care’s effect onmultiple health outcomes for individuals with cancer.
We used propensity scores to account for the fact that patients’ baseline health
affects both probability of receiving palliative care and experiencing adverse
health outcomes.

DATA

PC4C patients were hospitalized in five facilities with established palliative
care programs in New York, Ohio, Pennsylvania, Virginia, and Wisconsin.
IRB approval was obtained from each study site. Eligible patients were
18 years of age or older, had an advanced cancer diagnosis, and spoke Eng-
lish. Nonverbal patients, patients with dementia, and those who had previ-
ously received palliative care were admitted for chemotherapy or had lengths
of stay less than 48 hours were excluded. Of the 3,227 eligible patients who
consented to participate, 1,537 (47.6 percent) had complete interview and
medical record data. Most patients with incomplete data were too medically
ill to continue study participation.

Our treatment variable was receipt of inpatient palliative care from an
interdisciplinary dedicated consultation team. Care consisted of symptom
assessment and treatment, goals of care discussions, and care transition plan-
ning. Data for the propensity score come from medical record review com-
pleted by trained project staff and patient baseline interviews and daily
symptom inventories.

STATACODE AND OUTPUT

Stata code fragments to accompany the steps listed below are detailed in the
technical appendix. We present code integrated within Stata 13 (-teffects-;
StataCorp. 2013b) as well as user-written commands that one downloads:
-pscore- (st0026), -psmatch2-, -pstest- (within the -psmatch2- package), and
-pbalchk- (Becker and Ichino 2002; Leuven and Sianesi 2003; Lunt 2013).

Although the -teffects- package constructs a propensity score and calcu-
lates a treatment effect with a one-line command (described in Step 6), it does
not check whether the propensity score adequately balances covariates across
treatment and comparison groups (described in Steps 3 and 5). Therefore, we
recommend carrying out the following steps with user-written commands to
construct and assess propensity scores before calculating treatment effects.
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STEPS INVOLVED IN CONSTRUCTING ANDASSESSING
PROPENSITY SCORES

Step One: Choice of Variables to Include in the Propensity Score

Propensity scores are used to reduce confounding and thus include variables
thought to be related to both treatment and outcome. To create a propensity
score, a common first step is to use a logit or probit regression with treatment
as the outcome variable and the potential confounders as explanatory vari-
ables. Covariate selection is guided by tradeoffs between variables’ effects on
bias (distance of estimated treatment effect from true effect) and efficiency
(precision of estimated treatment effect).

If a variable is thought to be related to the outcome but not the treat-
ment, including it in the propensity score should reduce bias (Brookhart et al.
2006; Austin 2011a). This is because there is a chance that a variable related to
the outcome is also related to treatment. If it is not accounted for in the pro-
pensity score, it is an unmeasured confounder and will bias the treatment
effect (Brookhart et al. 2006). With sufficiently large datasets, it is beneficial to
include all variables that are potentially related to the outcome. In some cases,
propensity scores can include hundreds of covariates. In smaller datasets,
however, potentially irrelevant covariates may introduce too much “noise”
into treatment effect estimates and obscure any reduction in bias that is
achieved by their inclusion (Imbens 2004; Brookhart et al. 2006; Ho et al.
2007). In this case, consider excluding variables that may be only weakly asso-
ciated with the outcome.

Controlling for variables that are hypothesized to be associated with
treatment but not outcome, however, can decrease precision (by adding more
“noise” to the estimate) and will not improve bias because they do not address
confounding and are irrelevant for the purposes of the propensity score
(Brookhart et al. 2006; Brooks andOhsfeldt 2013).

Example. From our data, we chose variables from categories hypothesized to
be associated with multiple outcomes (including readmission rates and symp-
tom burden): medications, sociodemographics, advance care plans, help at
home and place of residence before hospitalization, functional status, comor-
bidities, symptom burden, cancer site, and delirium. Some variables, such as
help at home, were not hypothesized to be associated with palliative care
receipt but are commonly associated with health outcomes and were included
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in case they were confounders. Others, such as attending physician identity,
were not included, because they were hypothesized to be associated only with
treatment likelihood and not with outcomes (Garrido et al. 2012).

Caution. Exclude from consideration covariates that might be affected by the
treatment (Imbens 2004; Ho et al. 2007). A propensity score that includes
covariates affected by the treatment (e.g., postconsult analgesic prescriptions
in our dataset) obscures part of the treatment effect that one is trying to
estimate. Exclude any covariates that predict treatment status perfectly, as
distributions of covariates need to overlap between treatment and comparison
groups (see Step 2). Finally, the propensity score should be created without
knowledge of the outcome. Creation, balancing, and matching steps are akin
to the preparatory steps of an RCT: treatment assignment occurs prior to
provision of treatment andmeasurement of outcome.

Step Two: Balance of Propensity Score across Treatment and Comparison Groups

Once a propensity score has been calculated for each observation, one must
ensure that there is overlap in the range of propensity scores across treatment
and comparison groups (called “common support”). No inferences about
treatment effects can be made for a treated individual for whom there is not a
comparison individual with a similar propensity score. Common support is
subjectively assessed by examining a graph of propensity scores across treat-
ment and comparison groups (Figure 1).

Besides overlapping, the propensity score should have a similar distribu-
tion (“balance”) in the treated and comparison groups. A rough estimate of the
propensity score’s distribution can be obtained by splitting the sample by
quintiles of the propensity score. A starting test of balance is to ensure that the
mean propensity score is equivalent in the treatment and comparison groups
within each of the five quintiles (Imbens 2004). If it is not equivalent, one or
more of the quintiles can be split into smaller blocks. If balance within smaller
blocks cannot be achieved, the covariates or functional forms of covariates
included in the score can be modified.

Example. The overlap of the distribution of the propensity scores across treat-
ment and comparison groups is displayed in Figure 1. We found the extent of
overlap to be satisfactory. In our final propensity score specification, balance
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was achieved across the treatment and comparison groups within all quintiles
except Block 1. Block 1 was split into two blocks and balance was reevaluated.
In this case, one split was sufficient to balance the propensity score within each
block, leaving us with a total of six blocks (Data S1, eFigure 1).

Caution. Propensity scores only balance measured covariates, and balance in
measured covariates does not necessarily indicate balance in unmeasured co-
variates. If unmeasured covariates are confounders, they can bias treatment
effect estimates. This bias may increase as the relationship between measured
and unmeasured covariates becomes stronger (Brooks andOhsfeldt 2013).

Step Three: Balance of Covariates across Treatment and Comparison Groups within
Blocks of the Propensity Score

After the propensity score is balanced within blocks across the treatment and
comparison groups, a check for balance of individual covariates across

psgraph, treated (treatment) pscore(mypscore)
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0
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0 .2 .4 .6 .8 1
Propensity Score

Untreated Treated

Figure 1: Distribution of Propensity Score across Treatment and Compari-
son Groups
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treatment and comparison groups within blocks of the propensity score
should be performed. This ensures that the propensity score’s distribution is
similar across groups within each block and that the propensity score is prop-
erly specified (Imbens 2004). There is no agreed-upon best method of balanc-
ing the propensity score. Imbalance in the mean indicates the propensity
score needs to be respecified, but balance in the mean does not indicate bal-
ance in higher order moments (Basu, Polsky, and Manning 2008). Instead,
one can compute standardized differences (which take into account both
means and variances) (Rosenbaum and Rubin 1985; see Austin 2009a for
equations).

There is no rule regarding how much imbalance is acceptable in a pro-
pensity score. Proposed maximum standardized differences for specific
covariates range from 10 to 25 percent (Austin 2009a; Stuart, Lee, and
Leacy 2013). Imbalance in some covariates is expected; even in RCTs, exact
balance is a large-sample property (Austin 2009a). Balance in theoretically
important covariates is more crucial than balance in covariates that are less
likely to impact the outcome. More imbalance is expected at the tails of the
propensity score’s distribution, which include individuals who may be out-
side the range of common support. More detailed balance diagnostics are
performed after the sample has been matched or weighted on the propensity
score (Step 5).

The initial specification will likely not be balanced. In this case, possible
solutions include dropping variables that are less theoretically important,
recategorizing variables (e.g., making a continuous variable categorical or
dichotomous), including interactions between variables, or including higher
order terms or splines of variables. A transformed variable may have a slightly
different distribution across treatment and comparison groups, enabling
balance across groups to be achieved.

Example. We performed numerous iterations of Step 2 with changes in our list
of potential confounders. Although in nearly every specification we achieved
balance across groups within blocks (Step 2), it took over 100 iterations before
we achieved balance in most of the specific covariates across groups within
blocks. We achieved balance in all but one covariate in one block of the pro-
pensity score using t-tests (symptom count at reference day was unbalanced in
block 2; Figure S2). We then evaluated the standardized differences of covari-
ates across blocks of the propensity score. Of the variables tested, 89.7 percent
had standardized differences ≤25 percent, with most larger standardized
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differences in the tails of the propensity score distribution (data not shown).
Because this was not the final balancing step, we deemed these differences
acceptable.

Dropping variables (including ones with little variability, such as delir-
ium incidence) and recategorizing others (e.g., changing age from a continu-
ous to a categorical variable) led us to a sufficiently balanced propensity
score. Interacting variables (such as comorbidities and age) did not improve
balance. We dropped 23 palliative care and 18 usual care patients from our
sample with missing values for variables included in the propensity score.
Other strategies for dealing with missing data in the context of propensity
scores are described elsewhere (D’Agostino et al. 2001; Qu and Lipkovich
2009).

Caution. Do not use c-statistics or the area under the curve (AUC) to
measure propensity score performance. The use of these measures is ques-
tionable, as propensity scores are intended for reducing confounding and
not for predictive modeling (Stuart 2010). Moreover, simulation experi-
ments have shown AUC to be unable to distinguish between correctly
specified and misspecified propensity scores (Brookhart et al. 2006; Austin
2009a).

In addition, be cautious if using t-tests to check balance of covariates.
Because the goal of matching is to ensure balance within a sample, the lar-
ger population from which the sample was drawn is not of concern. More-
over, t-tests are affected by sample size and might not be statistically
significant even in the presence of covariate imbalance (Ho et al. 2007;
Austin 2009a).

Step Four: Choice of Matching andWeighting Strategies

After creating a balanced propensity score, the next step is choosing how to
use the propensity score to compare treatment and comparison groups. This
choice involves evaluating tradeoffs between bias and efficiency. Matching
and weighting strategies are discussed here, as they are among the most popu-
lar comparison strategies (Austin 2009b, 2011a).

Within matching strategies, a treated individual can be matched to
the comparison individual with the most similar propensity score, no mat-
ter how poor the match (nearest neighbor) or within a certain caliper (.2
of the standard deviation of the logit of the propensity score1 is optimal
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[Austin 2011b]). One can match each treated individual to one or many
comparison group individuals. When matching at the individual level, the
first match is always best and will lead to the least biased estimates, but the
decrease in bias from fewer matches needs to be weighed against the lower
efficiency of the estimate that will occur with fewer observations. A
broader one-to-many match will increase sample size and efficiency but
can also result in greater bias from matches that are not as close as the ini-
tial match.

Rather than discarding unmatched individuals from the comparison
group and reducing the sample size, a kernel weight can be used to estimate
the counterfactual. While lesser known among health services researchers,
kernel matching (also known as kernel weighting) is a potentially useful
technique for researchers using survey data with sampling weights or contin-
uous or multilevel categorical treatments, where other matching strategies
are not always viable options (Imbens 2000; DuGoff, Schuler, and Stuart
2014). In kernel matching, each treated individual is given a weight of one.
A weighted composite of comparison observations is used to create a match
for each treated individual, where comparison individuals are weighted by
their distance in propensity score from treated individuals within a range, or
bandwidth, of the propensity score. Only observations outside the range of
common support are discarded. Kernel matching maximizes precision (by
retaining sample size) without worsening bias (by giving greater weight to
better matches).

The bandwidths used in kernel functions are equivalent to half the width
of bins in a histogram (DiNardo and Tobias 2001). Unlike bins in a histogram,
bandwidths in a kernel function overlap. In addition, rather than assigning a
single weight to each observation in a bin, as occurs in a histogram, a kernel
function assigns higher weights to untreated individuals who have closer
propensity scores to the treated individuals (see DiNardo and Tobias 2001 for
formulas). The choice of bandwidth is more important than the specific kernel
function (Caliendo and Kopeinig 2008). A bandwidth of 0.06 (propensity
score �0.06 to propensity score +0.06) may optimize the tradeoff between
variance and bias (Heckman, Ichimura, and Todd 1997), though others sug-
gest using a bandwidth that increases with lower density of untreated individu-
als (Galdo, Smith, and Black 2008).

Kernel weights lend themselves to calculation of the average treat-
ment effect on the treated. If an investigator is more interested in the aver-
age treatment effect on the entire sample, however, inverse-probability
treatment weights (IPTW) may be chosen (Imbens 2004; Stuart 2010).
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(More detail on treatment effects is presented in Step 6.) In IPTWs, each
treated person receives a weight equal to the inverse of the propensity
score, and each comparison individual receives a weight equal to the
inverse of one minus the propensity score. IPTWs should be normalized to
one (Imbens 2004).

More detailed discussions of the advantages and disadvantages of spe-
cific matching and weighting strategies are available elsewhere (Caliendo and
Kopeinig 2008; Busso, DiNardo, and McCrary 2009; Stuart 2010; Huber,
Lechner, and Wunsch 2013). There is not a clearly superior method of match-
ing or weighting data by propensity scores; others recommend testing several
methods and choosing the strategy that best balances the sample (Ho et al.
2007; Luo, Gardiner, and Bradley 2010) and fits the analytic goal (Stuart
2010). Stata code for some of the more popular strategies is listed in the techni-
cal appendix.

Example. With our dataset, we tried several matching and weighting strate-
gies. Output from caliper matching, kernel matching, and IPTWare presented
in conjunction with Step 5 (evaluating covariate balance after matching or
weighting on the propensity score).

Step Five: Balance of Covariates after Matching or Weighting the Sample by a
Propensity Score

After choosing a matching or weighting strategy, it is important to evaluate
how well the treatment and comparison groups are balanced in the matched
or weighted samples. If the treatment and comparison groups are poorly bal-
anced, the propensity score needs to be respecified (Ho et al. 2007; Austin
2009a). As with the balancing steps outlined earlier, a common first test is
comparing standardized differences. Smaller differences in means and higher
order moments are better (Ho et al. 2007), especially in confounders hypothe-
sized to be strongly related to the outcome.

Other balance diagnostics include graphs and variance ratios. With
unweighted data, the distribution of a continuous covariate in the treated
group can be plotted against its distribution in the comparison group in a
quantile-quantile plot. If both distributions lie along a 45-degree line, the
covariate is balanced (Stuart 2010). With weighted data, density functions of
continuous covariates in treated and comparison groups can be graphed
together and compared subjectively (Austin 2009a). In addition, the ratio of
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variances of the propensity score and covariates from the treatment and
comparison groups should be near one if the treatment and comparison
groups are balanced (“1/2 or 2 are far too extreme,” p. 174, Rubin 2001). One
can also compare the balance of interaction terms between treatment and
comparison groups.

Because the outcome has not yet been examined, a range of balance
diagnostics can be run for multiple matching and weighting strategies. If vari-
ables appear balanced within multiple checks, there is more evidence that the
propensity score has been properly specified. The strategy that leads to the
best balance can be chosen for outcome analyses.

Example. The mean standardized difference in covariates across treatment
and comparison groups in the original sample was 24.6 percent (Table 1).
Of the matching and weighting strategies, kernel matching and IPTW had
the best reduction in mean standardized difference while retaining nearly
all observations from the original sample. In IPTW, two conceptually
important covariates (mean physical symptom severity score at baseline
and type of cancer) had standardized differences >10 percent (data not
shown). After kernel weighting, the means of every covariate were bal-
anced across the treatment and comparison groups (standardized differ-
ences <10 percent for all covariates, and <5 percent for all covariates
except for one pain measurement; Table 2). Kernel densities were plotted
to examine distributions of continuous variables across matched treatment

Table 1: Sample Size, Mean, and Median Standardized Differences across
All Covariates in Original andMatched andWeighted Samples

Sample Type

Total
Sample
Size

Number
of Treated

Observations

Number of
Comparison
Observations

Mean
Standardized
Difference in
Covariates (%)

Median
Standardized
Difference in
Covariates (%)

Original sample 1,537 374 1,163 24.6 23.9
Caliper 1:1 with
replacement

614 374 240 5.4 4.8

Caliper 1:3 with
replacement

885 374 511 3.4 2.2

Kernel matching 1,536 373 1,163 2.1 1.2
Inverse probability of
treatment weighting

1,537 374 1,163 3.3 2.4
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Before Matching

After Matching
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Figure 2: Example of Density Plots of Mean Physical Symptom Severity at
Baseline before and after Kernel Matching on Empirical Dataset
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and comparison groups and were reasonably similar (Figure 2). The ratio
of variances in the propensity score between the treated and comparison
group changed from 1.73 in the unmatched sample to 1.01 in the matched
sample. Because kernel weighting led to the best covariate-specific balance
across treatment and comparison groups, we chose it as the way to adjust
our sample for selection bias.

Estimation and Interpretation of Treatment Effects

Two common treatment effects include the average treatment effect on the
treated (ATT) and the average treatment effect for the entire sample (ATE);
the choice of treatment effect depends on the investigator’s goals. The ATT
is the estimated effect of the intervention among treated individuals. The
ATE combines the ATT with the estimated treatment effect for untreated
individuals.

Interpretation of ATEs and ATTs depends on standard errors. When the
propensity score is estimated before the treatment effect, uncertainty from the
estimation of the propensity score affects the standard error of the treatment
effect estimate. Ignoring this uncertainty leads to conservative standard errors
on ATEs, and to either conservative or overly generous standard errors for
ATT estimates, depending on the data-generating process (Austin 2009c;
Abadie and Imbens 2012). When a propensity score is estimated and the
sample is weighted in a separate step by the propensity score, standard errors
can be adjusted by bootstrap methods. For matched data, however, bootstrap
methods provide unreliable estimates, and standard errors need to be calcu-
lated with the Abadie-Imbens (AI) method (Abadie and Imbens 2008, 2012;
StataCorp. 2013a).

Example. In our dataset, the ATT is the estimated average effect of palliative
care on outcomes for individuals who received palliative care. The ATE is the
estimated average effect of palliative care on outcomes for those who did and
did not receive palliative care.

Caution. Restricting the sample to the range of common support affects
treatment effect estimates. Conclusions about a treatment’s effect can only
be made for individuals with propensity scores represented in both the
treatment and comparison groups. Therefore, the ATE is only an average
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treatment effect for the sample within the range of common support, not
the entire sample.

CONCLUSION

Propensity scores are one useful tool for health services researchers seeking to
account for observed differences between treated and comparison groups in
order to isolate the effect of a treatment on a health outcome. It is important to
keep in mind that propensity scores cannot adjust for unobserved differences
between groups. Researchers considering using propensity scores should care-
fully consider which variables are included in the propensity score and check
for balance before and after matching or weighting.
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NOTE

1. In Stata, gen logitpscore = ln(mypscore/(1-mypscore))
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SUPPORTING INFORMATION

Additional supporting information may be found in the online version of this
article:

Appendix SA1: AuthorMatrix.
Data S1: Stata 13 Code to Create and Assess a Propensity Score.
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