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This article is the first of a three-part series intended to enhance clinical
pharmacists’ understanding of methods frequently used in epidemiologic
research and their applications. The basic tenets of epidemiology and uses for
data derived from epidemiologic studies are given, along with a high-level
overview of the differences between experimental and observational study
designs. The defining characteristics of each of the observational study
designs (case report or case series, ecologic, cross-sectional, cohort, case-
control, nested case-control, and case-cohort) and the resultant strengths and
limitations of the study designs are presented. Applications for observational
studies in pharmacoepidemiology (including the case-crossover and case-
time-control study designs) are discussed. Finally, points to consider when
evaluating data from observational studies are addressed.
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Among practitioners, academia, and profes-
sional organizations in the United States, there is
growing interest in roles and opportunities for
pharmacists in public health.1–9 To fully realize
the applications for pharmacists in public health
as well as in clinical practice, pharmacists must

be knowledgeable about the tools and techniques
used in public health research. Recent studies
have shown that because of the widespread use of
epidemiologic methods in published literature,
pharmacists need to comprehend these types of
study designs, along with the appropriate bio-
statistical tests, to effectively fulfill their profes-
sional responsibilities.10, 11 Observational designs
are regularly used in epidemiologic studies; with
greater appreciation and insight into consider-
ations in the design, analysis, and interpretation
of data from these studies, pharmacists will be
well positioned to make recommendations based
on resultant data or to contribute to the design
and implementation of such studies.

This is the first of a three-part series of articles
intended to enhance clinical pharmacists’
understanding of methods frequently used in
epidemiologic research and their applications.
The most common types of observational studies
are highlighted in this article. The second article
will review biostatistical techniques common in
epidemiologic research, and the third article will
cover drug literature evaluation for observational
studies, including common biases that must be
taken into consideration. Our intent is that after
reading the three-part series, pharmacists will be
able to better interpret literature from observa-
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tional studies and to better understand the
relevant statistical analyses. Readers are
encouraged to consult the publications cited in
the reference section of each of the articles for
more in-depth information on the proper design,
implementation, and interpretation of observa-
tional study designs.

Epidemiologic Research Methods

Epidemiology is the science of the study of
distributions and determinants of disease and
wellness in populations.12, 13 The pattern of
disease distribution in populations is often
described in the dimensions of person, place, and
time.14 Techniques to quantify the changing
trends in disease incidence or prevalence are
further described in the second article in this
series. Epidemiologists are interested in deter-
mining associations between specific exposure(s)
and specific outcome(s).13 Exposures, such as
lifestyle behaviors, biologic agents, or chemical
agents, may increase the risk (risk factor) or
decrease the risk (protective factor) of the devel-
opment of a particular outcome (morbidity, mor-
tality, or positive functioning).13 Data derived
from epidemiologic studies inform other aspects
of public health (such as health promotion and
health policy and planning) and clinical
medicine.15, 16

Epidemiologists use both observational study
designs and experimental study designs in their
research (Table 1). The selection of the design to
be used for a particular research question is
dependent on a number of factors. The types of
study designs available to researchers differ with
respect to several dimensions including whether
the outcome of interest is present or absent in
study participants at the start of the study
(directionality of exposure measurement); the
unit (individual or group) and number (one or
more) of observations made; and the method(s)
and timing of data collection.15, 17 Consideration

of these factors as well as ethical implications for
the population to be studied17, 18 and available
resources should lead an investigator to select the
best type of study design to address the question
at hand.

Experimental and observational studies differ
with regard to investigator manipulation of the
exposure of interest.17 In quasiexperimental or
experimental study designs, the investigator
allocates or controls the exposure of interest in
an attempt to isolate the effect of the exposure
only; therefore, causal associations can be better
established.17 Depending on the research question,
an interventional trial may be the best option for
epidemiologists to use. One example is the
Multiple Risk Factor Intervention Trial (MRFIT)
in which 12,866 men aged 35–57 years at high
risk for coronary heart disease were randomly
assigned to receive either a program of counseling
on diet and smoking cessation and hypertension
treatment (according to protocol) or usual care
from community sources.19 Another type of
experimental trial design of use to epidemiologists
is known as a community trial, where an entire
community or population (such as a town, school,
or work site) is assigned to a particular interven-
tion and is compared with a similar population
that did not have the exposure.18 An example of
a community trial would be to compare the rate
of dental caries in a community with a fluoridated
public water supply with the rate in a community
that does not add fluoride to the water.18

The randomized controlled trial is the most
scientifically rigorous method for hypothesis
testing.17, 20 The validity of the inference of the
association between exposure and outcome is
further enhanced if the study is well designed
and executed.17, 18, 20 However, investigators may
be limited in their ability to use an experimental
design because of issues related to feasibility,
ethics, or cost.17, 20

In an observational study, the investigator does
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Table 1. Classification Scheme of Common Epidemiologic Study Designs

Type of Design Investigators’ Functions Examples
Observational Does not allocate exposure

Descriptive Characterize or compare disease frequency and pattern in populations Case report, ecologic,
Generate preliminary hypothesis of exposure-disease relationship cross-sectional

Analytic Gather more data and control for confounding factors Cohort, case-control,
Better establish cause-and-effect relationships nested case-control,

case-cohort

Experimental Allocate exposure Randomized clinical trial,
Interventional Attempt to isolate effect of exposure only community trial
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not allocate or control the exposure; rather, the
investigator observes and evaluates the results
that occur without intervention.17 Observational
study designs include the case report and case
series, and ecologic, cross-sectional, cohort, case-
control, nested case-control, and case-cohort
studies. Table 2 provides a high-level overview
of the distinguishing characteristics of these
observational study designs. Two designs also
used (often in pharmacoepidemiologic research)
are the case-crossover study and case-time-
control study. Each observational study design
and its important differentiating characteristics
are described in the remainder of this article. It
is important to note that each type of study has
inherent strengths and limitations due to its
design elements. Although observational study
designs have been traditionally classified as either
descriptive or analytic based on these strengths
and limitations (Table 1), this may be regarded as
an oversimplification.15, 18 Each of these epidemio-
logic study designs at its core intends to examine
person, place, and time and to contribute to the
understanding of the etiologic basis of disease.15

However, the design elements of some of the
studies may limit the investigators’ ability to
thoroughly and rigorously test the cause-and-
effect hypothesis.17

Epidemiologists may use primary data collected
specifically for the study at hand (referred to as
primary data), preexisting secondary data (such
as physician or hospital records, vital statistics
data, or insurance databases), or a combination of
both in their research.21 Although some types of
observational studies use surveys as a tool to
gather primary data, a complete discussion of
survey research and the methodology of
designing a good survey is outside the scope of
this article. The reader is referred to a brief list of
excellent resources on this topic (Appendix 1).

Descriptive Observational Study Designs

Descriptive study designs include the case
report or case series, ecologic study, and cross-
sectional study.17 Through the use of descriptive
study designs, investigators can establish disease
frequency and pattern in a population and
provide data to be used not only for health policy
and planning, but also as preliminary infor-
mation to consider possible associations between
exposure and outcome.17 Due to intrinsic
limitations that are described later, these studies
are sometimes called “hypothesis generating,”17,

18, 22 as often the proposed relationship between
exposure and outcome will need to be studied
further with an analytic design22 to allow for
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Table 2. Differentiating Characteristics of Observational Study Designs

Patients
Identified Based

Level of on Exposure or Measure of Major Design
Study Design Observation Outcome Status Association Major Design Advantages Disadvantages
Case report or Individual Outcome Usually Generate information on Usually cannot
case series cannot be natural history of disease calculate rates

calculated and case definition or measures of
Identify new disease or association
condition

Ecologic Group Not applicable Correlation Relatively quick and Ecologic fallacy
inexpensive

Cross-sectional Individual Not applicable Prevalence Relatively quick and Temporal association
inexpensive cannot be established

Case-control Individual Outcome Odds ratio Ability to study relatively Not practical for
rare outcomes study of rare

Less expensive and faster exposure
than cohort studies Inability to study
(especially prospective multiple outcomes
cohort studies) in one study

Cohort Individual Exposure Relative risk Ability to study relatively Not practical for
rare exposures study of rare

Temporal association outcomes
most clearly delineated Increased cost and

Can calculate direct length (especially
estimates of risk and prospective design)
incidence
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more complete data gathering and sophisticated
statistical analyses.

Case Report or Case Series

Clinical case reports or case series involve the
publication of one or a number of interesting
clinical cases observed by a health care profes-
sional or a group of health care professionals,
usually in a specific geographic region.15 Clinical
case series are helpful to epidemiologists and
clinicians alike, as the descriptions of unique
cases help to generate a case definition for
disease as well as information on the natural
history of disease, including the range of signs,
symptoms, and consequences of the disease that
may manifest in an individual.15 In addition,
cases can be analyzed to identify trends or
similarities that may provide a basis for research
into possible etiologic factors of the disease; for
example, case reports generated the hypothesis
that rubella during pregnancy may result in
congenital cataracts.15

Case series are also useful in clinical teaching.15

New diseases or epidemics may be first identified
through clinical case series; Legionnaire’s disease
and acquired immunodeficiency syndrome were
two diseases first described in case series.15

Generally, measures such as incidence or preva-
lence rates cannot be calculated, as complete
counts of all cases and/or the population at risk
are usually not available.15 However, if a clinical
case series contains a complete count of the cases
identified in a specific geographic area for a
known, defined population, it may be possible to
calculate incidence or prevalence rates.15

Ecologic Study

Ecologic studies examine data for groups (such
as communities, countries, or other aggregate units
or population levels) to identify possible
associations between exposure and outcome.15, 17, 18

In an ecologic comparison study (also known as
cross-sectional ecologic study), investigators
examine the relationship between exposure rates
and disease rates in populations in a certain
period of time.17 An article published in 2009
provides an example of an ecologic study.23 In
this study, investigators obtained data on road
deaths and injuries from the Fatality Analysis
Reporting System and examined the impact of
increased speed limits in the United States on
fatalities and injuries from fatal crashes. Another
example is a study conducted in England that
examined a possible association between

administration of the measles-mumps-rubella
(MMR) vaccine and the subsequent development
of Crohn’s disease.24 The investigator used
hospital admissions data to identify whether
there were changes in age-specific rates of
Crohn’s disease among children and adolescents
after the introduction of the MMR vaccine in
1988. Ecologic trend studies are ecologic studies
performed within the same population at dif-
ferent time points to assess changes over time.17

The measure of association for an ecologic study
is correlation.17

Advantages of ecologic studies include minimal
cost and duration compared with those of other
types of study designs.17 Ecologic studies have
utility in hypothesis generation and preliminary
research, especially for areas in which there are
little existing data regarding the potential asso-
ciation between an exposure and an outcome.17

A major limitation of this study design is “ecologic
fallacy,” a term used to represent the fact that
associations observed at the level of the group or
population may not represent the exposure-
disease association at the individual level.17 In an
ecologic study, data are available on the exposure
and outcome of interest at a population level, but
not every individual in the population studied
may have had the exposure of interest or the
same amount of that exposure.15, 17 Because of
the nature of the data analyzed in an ecologic
study, it is not possible to link exposure with
outcome in particular individuals within the
population25; therefore, with the data available, it
is not possible to assess whether individuals with
the exposure of interest developed the outcome
of interest.

Migration of individuals within populations
may further complicate conclusions from
ecologic studies.17 The data used in ecologic
studies to assess exposures or risk factors (such
as data on taxes collected through tobacco sales
or gun purchases) may be deficient markers for
the true exposure of interest.18 Finally, it is
important to remember that correlation does not
necessarily substantiate causation; just because a
correlation between the exposure and outcome is
found, a causal association cannot be established
from ecologic studies.17

Cross-sectional Study

The cross-sectional study, also sometimes
called prevalence study, is another type of
descriptive study design available to epidemio-
logists. Cross-sectional studies can be useful
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when investigators are interested in gathering
information on risk factors and extent of disease
in a particular population or in characterizing or
comparing populations.15 In this study design,
investigators select a sample of subjects and
collect data on health status. Usually, informa-
tion on both exposures and disease are collected
in a single visit17, 18; however, in some studies
investigators may choose to collect data only on
exposure or only on disease.17

Examples of cross-sectional studies include the
National Health and Nutrition Examination
Survey (NHANES) and the Behavioral Risk
Factor Surveillance System (BRFSS), both
conducted by the Centers for Disease Control
and Prevention. Through NHANES, a represen-
tative sample of approximately 5000 individuals
was surveyed across the United States to obtain
information on health and nutritional status.26

The BRFSS is administered by individual states to
assess adults’ health-related behaviors, both risky
and protective, that may influence their health
status.27 Both surveys provide timely data that
may inform health policy and planning.26, 27 In
an example of a cross-sectional study conducted
by pharmacists in a community setting, the
investigators surveyed individuals attending a
health screening fair to assess their knowledge of
risk factors for cardiovascular disease.28

Cross-sectional studies are typically faster and
less expensive to conduct than analytic study
designs.17 Although cross-sectional studies are
valuable in that investigators are able to estimate
the prevalence of disease as well as risk factors
and exposures, a major limitation is that a
temporal association cannot be established.17

Since data on exposure and outcome are obtained
at the same time, investigators are not able to
establish with certainty that the exposure
preceded the outcome and should not infer cause
and effect based on the data collected during a
cross-sectional study.17 Other limitations of
cross-sectional studies include limited utility in
studying rare diseases or diseases with short
duration.17 In addition, survivor bias may be
introduced as the most severe or fatal cases may
be excluded from the study due to the sampling
frame and/or methodology used in a particular
study.15, 17

In most cross-sectional studies, investigators
do not choose subjects based on exposure or
disease status; optimally, all individuals in a
defined geography and time are studied or a
random, representative sample of such popula-
tion is selected.15, 18 However, investigators

sometimes elect to study a convenience sample,
which may limit the reliability and generali-
zability of study results.17 Within the sample,
investigators may choose to compare the risk
factors and outcomes reported in various study
subgroups (e.g., men vs women or employed vs
unemployed).15 Depending on the variables of
interest, investigators may also choose to collect
data over a relatively long period of time such as
1 year or repeat the cross-sectional study at
different times of the year to account for seasonal
variations.15 Cross-sectional studies may also be
repeated over time to allow for study of changing
trends in disease or risk factors.17 A variation of
the cross-sectional study, sometimes referred to
as a prevalent case-control study, involves
differential sampling of subjects due to disease
status; the design may be similar to that of a case-
control study (described below) except that
prevalent cases, rather than incident case, are
included.18

Applications of the cross-sectional study are
numerous. Data gathered on exposures and
outcomes can generate possible hypotheses to
study in more rigorous, analytic studies.17 In
addition, understanding distributions of disease
and exposure in populations allows clinicians,
public health professionals, and health policy
makers to design and implement appropriate
interventions or allocate resources effectively.17

Analytic Observational Study Designs

Analytic studies include cohort, case-control,
nested case-control, and case-cohort.17 Analytic
designs typically involve more thorough data
collection and analyses than the descriptive
studies described above; therefore, investigators
using these designs can better examine possible
associations between exposure and outcome and
identify potential preventive measures.17, 18

Cause-and-effect inferences can be better estab-
lished due to the characteristics of the analytic
designs in which investigators may analyze and
control for extraneous factors that may influence
the observed association between exposure and
outcome (known as confounding factors) and
better quantify the temporal sequence of
exposure and outcome.18

Cohort Study

The cohort study is considered to be one of the
most powerful types of observational studies.29

Investigators initiating a cohort study define the
population groups (or subsets) to be examined
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based on the presence or absence of a particular
exposure of interest. At baseline, an individual’s
exposure status is ascertained.29 The members of
the cohort are then followed over a period of
time to observe the occurrence of the outcome(s)
of interest among the exposed and nonexposed
groups.29 Investigators can design cohort studies
as prospective, retrospective, or ambispective.

As the name suggests, a prospective cohort
study follows individuals from baseline to a point
in the future.29 Well-known examples of
prospective cohort designs include the Nurses’
Health Study and the Framingham Heart Study.
Since the 1970s, the Nurses’ Health Study has
obtained data from more than 230,000 female
nurses by using mailed surveys.30 The surveys,
which collect data on a range of health-related
topics and behaviors such as smoking status,
nutritional status, and the development of specific
diseases, have been mailed to participants
periodically (every 2–4 yrs, based on the specific
questionnaire).30 The third cohort study,
currently being designed, will be entirely Web
based, and the investigators plan to recruit
women of more diverse race-ethnicity than was
studied in the first two cohorts.30 The Framingham
Heart Study was started in 1948 and followed
more than 5000 men and women in the town of
Framingham, Massachusetts, to examine the
determinants of cardiovascular disease; the
second and third generations of this population
are now being studied.31 Over 1900 publications
have been generated by the data from the
Framingham Heart Study between 1950 and
2008.31

A retrospective cohort study makes use of
historical data to reconstruct an individual’s past
exposure status at baseline and subsequent
outcomes that have occurred and been recorded
before the study was started.29, 32 One example is
a study published in 2009 where the investigators
performed a retrospective analysis for 8205
patients with acute coronary syndrome from 127
Veterans Affairs hospitals to examine outcomes
in individuals taking clopidogrel with or without
a proton pump inhibitor.33

The ambispective cohort design is a blend of
the retrospective and prospective designs;
retrospective data are used to determine exposure
status, and participants are then followed into the
future to obtain information on disease status.29

Retrospective and ambispective study designs
require solid historical data to be effective.29, 32

Regardless of the study design (prospective,
retrospective, or ambispective), cohort studies

are future oriented with regard to the natural
history of a disease,15 as the study subjects are
free of disease at the start of the study.29 In each
of the cohort study designs, an individual’s
exposure status is measured before the outcome
is recognized or diagnosed.32 Thus, the
association obtained from a cohort study has
traditionally been considered the strongest
evidence among observational study designs, as
the temporal association between exposure and
disease can be clearly delineated and it can be
verified that exposure preceded outcome
(especially in prospective studies).29 The design
of the cohort study allows investigators to
calculate incidence rates31; the measurement of
association obtained in a cohort study is the
relative risk.29 Other advantages of cohort
studies include the ability of investigators to
study the effects of rare exposures29 and to study
the various outcomes or effects of a single
exposure.29, 34 Cohort studies can also provide
information on the natural history of a disease,
including a determination of the time between
exposure and development of disease.29

Disadvantages to the use of the cohort designs,
especially the prospective cohort design, include
more time and expense required than for other
types of observational studies.29 Cohort studies
are typically not practical for studies of rare
diseases as the sample size needed to detect such
outcomes would be too large.29, 35 A bias specific
to cohort studies is immortal person-time.35 If
the inclusion criteria for a cohort study require
exposure for a certain period of time before
enrollment in the cohort, then only those who
have “survived” the exposure will be included for
analysis.35 Cohort studies may be susceptible to
loss to follow-up bias.29 (The third article in this
series will further discuss this issue.) In addition,
it is important to be aware of the potential for
misclassification of exposure if during a long
cohort study an individual’s exposure changes or
if an individual’s exposure status changes as a
result of being included in the study.29 Finally,
ethical issues may arise in a prospective cohort
study, for it may be unethical for investigators
not to intervene if certain exposures have already
been shown to have negative effects.29

Case-Control Study

The case-control study is a type of analytic
observational study design in which investigators
select participants based on disease status.17 Case-
control studies are largely retrospective,15, 17, 36 and
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data on disease and exposure are collected at a
single point in time.17 Information on past
exposures informs investigators on potential
etiologic factors associated with the disease of
interest.17 Cases are individuals who have the
disease of interest; controls are individuals who
do not have the disease of interest.17 An example
of a case-control study was a study conducted by
using the United Kingdom General Practice
Research Database (UKGPRD), a database to
which certain physicians in the United Kingdom
contribute data regarding their patients.37 In this
study, cases (defined as individuals born in or
after 1973 with a diagnosis of pervasive develop-
mental disorder between 1987 and 2001) were
identified from the UKGPRD. Controls were
matched to cases by age, sex, and practice of
physician. The investigators then looked at
medical records to assess an individual’s MMR
vaccination status.37

Proper and unbiased selection of cases and
controls is critical to the validity of a case-control
study.36 Sometimes, investigators choose to
match cases and controls based on certain charac-
teristics in order to control for confounding.38

Much has been published on the nuances of case
and control selection and matching; key points
are summarized here, but the reader is referred to
other sources for more detailed information.15, 17,

39–43

A detailed case definition should be used to
facilitate the identification of cases.17 The ideal
case definition will yield representative and
incident (or early diagnosis) true cases of the
disease of interest from a specific population for a
specific period of time.15, 17 Investigators must
find the right criteria to avoid misclassification;
however, criteria that are too restrictive may not
be feasible as enrollment could be severely
limited.17 Ideally, all false cases would be excluded
and all true cases of the disease would have an
equal probability of being placed in the study.17

Investigators should identify controls from the
population at risk for the outcome being studied
in the cases.15, 17 A commonly cited litmus test
for proper control selection is to assess whether
all controls would have been included in the
study as a case if they had developed the outcome
of interest.17 Sources of controls include popula-
tion-based, hospital-based, or acquaintance-based
(friends or relatives of the cases) sources.17 Each
of these potential sources of controls has
strengths and advantages, but each source also
introduces the potential for a different form of
bias.17 These biases include possible responder

bias (population-based), Berkson’s bias (hospital-
based), or overmatching (acquaintance-based)17;
these will be discussed in more detail in the third
article.

The measure of association obtained from a
case-control study is an odds ratio.17 Incidence
rates, and therefore, risk ratios, cannot be calcu-
lated from a case-control study.17 However, the
odds ratio can closely approximate the relative
risk if certain assumptions are met: representative
cases (with regard to severity and case definition)
were selected; unbiased, representative controls
(with regard to the frequency to exposure of
interest) were selected; and the disease of interest
is rare (although not all experts in the field of
epidemiology agree that the third assumption is
necessary).15, 17

Since participants are selected on outcome
status, advantages of the case-control design
include the ability to study relatively rare outcomes
or diseases, or such conditions with long latency
periods.17 Case-control studies also afford the
opportunity to study multiple exposure(s).36

Case-control studies are typically less expensive
and quicker to complete than cohort studies.17

Limitations of this study design may include
possible biases such as temporal bias (the inability
to ensure that exposure preceded disease),
selection bias, and recall bias (see third article of
this series).17, 36 Case-control studies are neither
suitable to study rare exposures nor to study
more than one disease state or outcome in one
study.17

Nested Case-Control and Case-Cohort Studies

Two study designs that incorporate features of
both the cohort study (prospective or retrospective)
and the case-control study are the nested case-
control and case-cohort studies. A nested case-
control study is a case-control study in which
cases and controls are selected from among
members of a cohort.32, 41 For example, cases
with the disease of interest that arises during the
course of the cohort study may be compared with
a subset of individuals from the population that
did not develop the disease of interest (controls).32, 41

A control may later become a case; however, this
does not typically occur when the disease of
interest is uncommon.32 Cases are usually
matched by certain variables such as sex, age,
and time of enrollment into the cohort.32 An
example of a nested case-control study examined
whether there was an association between
exposure to asbestos and development of
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autoimmune disease.44 From a cohort of over
7000 current and former residents of Libby,
Montana (a location with a history of occupa-
tional and community exposure to asbestos), 494
potential cases (individuals with a diagnosis of
one of three autoimmune diseases under study)
were selected. Controls (1482 subjects) were
selected from the remaining cohort in a 3:1 ratio
and frequency-matched on age and sex groupings.

Nested case-control studies are analyzed with
similar techniques as other case-control studies.32

A major advantage of this study design is that
since baseline data were obtained on exposure
status and other clinical attributes, certain biases
such as recall bias and selection bias may be
minimized.45 In addition, if certain data were
collected from all participants at baseline (e.g.,
blood samples), analysis of biomarkers or other
cost-intensive tests can be carried out in a subset
of individuals, not the entire cohort.29, 32, 41 The
design of a nested case-control study allows for
the estimation of absolute and relative risk
functions.46 Limitations with this study design
may arise; for example, if controls are sampled at
the end of the study period, issues such as loss to
follow-up may come into play.43 An additional
limitation of obtaining controls at the end of the
study period is that those controls may not be
representative of all controls if the outcome of
interest is not rare.43

In a case-cohort study (also called a case-base
study), investigators select cases from the
members of the cohort who have the outcome(s)
of interest and select a sample of controls
(sometimes called a subcohort) randomly from
the rest of the same cohort.32 Unlike a nested
case-control design where controls are usually
matched to cases on time of entry into the
cohort, in a case-cohort study every individual in
the cohort has an equal probability of being a
control since the control groups are randomly
selected.32, 41 Similar to a nested-case control
study, the design of a case-cohort study permits
investigators to obtain certain information for
only a subset of all controls, potentially saving
time and money32 and minimizing certain
biases.45 The group of individuals serving as
controls may be used for multiple case groups.32

Controls that later develop the disease(s) of
interest may later enter the study as a case32, 41;
therefore, investigators must select more controls
for each case than they would have to in a
traditional case-control study to attain the same
level of statistical precision.41 Loss to follow-up,
frequency of the outcome of interest, and the

possibility of the exposure changing over time
may limit the feasibility of using the case-cohort
design.43

An example of a case-cohort study was a study
published in 2006 in which the purpose of the
study was to examine the possible association
between iron levels and coronary heart disease or
risk of acute myocardial infarction.47 Investigators
compared four biomarkers for blood iron levels
among all 165 members of the cohort who
developed coronary heart disease and a random
sample of 1134 controls from the baseline cohort
of 11,471 postmenopausal women enrolled in the
Prospect-EPIC (European Prospective Investigation
into Cancer and Nutrition) study.

Measures of association generated from a case-
cohort study include rate ratio, risk ratio, and
odds ratio.32 Investigators may choose to
compare the measures of association calculated
from the case-cohort study to measures of
association in populations external to the study.32

Applications in Pharmacoepidemiology

Observational study methods are often used in
pharmacoepidemiology, which is the study of
drug use, efficacy, and toxicity in populations.48, 49

Observational study designs tend to be important
mechanisms for the identification and evaluation
of adverse drug events. First, observational
studies permit the examination of unintended
negative effects that would not be ethical to study
through experimental trials. Second, most
clinical studies evaluating a drug’s safety and
efficacy are conducted in very controlled clinical
settings and with (relatively) limited numbers of
patients for a specified period of time. The
observational studies that can be performed once
a drug is on the market can allow for the
examination of adverse events that occur in a
more diverse or special (e.g., pediatric, pregnant)
patient population, that are uncommon or latent,
that are the result of a drug overdose, or that
result from off-label use of the drug product.48, 50

Each of the study methods described above can
be applied in pharmacoepidemiologic research,51

although limitations and biases may be intro-
duced49, 52, 53 (a thorough discussion of which is
outside the scope of this article). Additional
types of observational study designs that are well
suited to answer questions in pharmaco-
epidemiology include the case-crossover study
and the case-time-control study. (Note that these
study designs may be used to answer other types
of epidemiologic questions as well.)
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Case-Crossover Study

The design of the case-crossover study is
similar to the design of the experimental
crossover study in that the same individual is
assessed during periods of a specific drug
exposure and periods without that exposure
(control period).49, 54 In this setting, the case has
the outcome of interest and serves as its own
control.45, 54 The design is particularly useful to
examine the effects of drug use in patients with
diseases that worsen over time or that vary in
severity from patient to patient or the effects of
intermittent drug use.49 The outcome of interest
must be a discrete event, and a risk period
(between exposure and outcome) should be
specified.49, 54 Limitations of the case-crossover
study include recall bias45, 49 and logistical issues
of implementing such a design with a secondary
database, such as claims data. As the drug
studied in this type of design is typically not used
regularly, it can be difficult to ascertain when the
drug was actually taken (vs when it was
dispensed).49 Additional assumptions with this
type of study design are as follows: first, the
effect of the exposure is not cumulative or does
not extend beyond the risk period, and second,
the outcome of interest is without a preclinical
stage that may influence the exposure.43, 45

Case-Time-Control Study

The case-time-control study design is an
extension of the case-crossover design and is
used to examine associations that may exist
between exposure and outcome in situations
where trends that may change over time (such as
prescribing patterns or disease severity) could
confound the association.49, 54 A control group is
selected from among the cohort under study with
an approximate synchronization with cases.49, 52

Both cases and controls are examined for
exposure status during the control period and
during the time period corresponding to the
outcome of interest.52 As cases and controls were
selected from approximately the same time
period, changes in trends over time may be
adjusted for, although this is not guaranteed and
may itself introduce other bias.52

Evaluating Data from Observational Studies

Observational studies, like experimental trials,
are susceptible to error, bias, and confounding
that may lead to erroneous finding(s) and/or
conclusion(s) in the study (see third article in

this series). Critical evaluation must take into
account some issues that are distinctive to
observational study designs. Observational
studies differ from experimental studies in that
when using observational study designs, the
investigator does not manipulate the exposure of
interest. As a result, observational studies have
some limitations relative to experimental studies;
due to the lack of randomization, investigators
cannot fully control for residual (unknown)
confounding in observational studies.18, 55 For a
brief illustrative example, consider the discrepant
data from observational studies and randomized
clinical trials regarding the effect of postmeno-
pausal hormone replacement therapy on certain
end points (i.e., heart disease). Limitations in
the design and implementation of the observa-
tional and experimental studies were considered
as possible explanations for the discrepant data.50

In addition, it is important to acknowledge that
residual confounding in the observational studies
may have affected the observed association
between exposure and outcome.55 The act of
randomization, if conducted in a proper and
unbiased fashion, should control for this residual
confounding.18 However, randomized trials can
still be susceptible to bias if there are deficiencies
in design or data analysis.50

Even with the concern of residual confounding,
the data obtained from well-designed observa-
tional studies contribute to the body of evidence
and overall scientific understanding of a parti-
cular exposure-outcome association. Specific
factors have been established as points of
consideration when assessing whether the
observed association is in line with a cause-and-
effect relationship.16, 51, 56 Although not without
limitations,57, 58 this framework is often
referenced in epidemiologic texts. Points to
consider include strength of the association,16, 51,

56 consistency on repetition,16, 51, 56, 57 specificity,16,

51, 57 time sequence16, 51, 56, 57 dose-response
relationship (or biologic gradient),16, 51, 56, 57

biologic plausibility,16, 51, 56, 57 coherence of
explanation,16, 51, 57 and analogy.16, 57 Table 3
provides a brief description of each of these
parameters.16, 51, 56–58 Although not meant to be
used as the lone criterion for causal inference,16, 57

researchers can consider each point when
studying a particular association.56 The more of
these parameters satisfied by the observed
association, the greater the likelihood that the
observed association may be causal.16, 51 Through
the use of varied study designs, epidemiologists
strive to hypothesize and analyze cause-and-
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effect relationships with the intent that the data
can be used to ultimately prevent disease and
improve public health.58

Conclusion

The focus of epidemiology is to examine
distributions and determinants of disease and
wellness in populations. Data derived from
epidemiologic studies inform clinical medicine
and public health; epidemiologic techniques are
also applied in pharmacoepidemiologic research.
The various study designs used in epidemiology
have inherent strengths and limitations that affect
the extent to which a causal association between
exposure and outcome can be inferred. All types
of studies may be affected by error, bias, or
confounding. Clinical pharmacists must
critically evaluate and interpret data from
epidemiologic studies to effectively fulfill their
professional responsibilities.
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