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#### Abstract

In practical applications of pattern recognition, there are often different features extracted from raw data which needs recognizing. Methods of combining multiple classifiers with different features are viewed as a general problem in various application areas of pattern recognition. In this paper, a systematic investigation has been made and possible solutions are classified into three frameworks, i.e. linear opinion pools, winner-take-all and evidential reasoning. For combining multiple classifiers with different features, a novel method is presented in the framework of linear opinion pools and a modified training algorithm for associative switch is also proposed in the framework of winner-take-all. In the framework of evidential reasoning, several typical methods are briefly reviewed for use. All aforementioned methods have already been applied to text-independent speaker identification. The simulations show that results yielded by the methods described in this paper are better than not only the individual classifiers' but also ones obtained by combining multiple classifiers with the same feature. It indicates that the use of combining multiple classifiers with different features is an effective way to attack the problem of text-independent speaker identification.
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## 1 Introduction

Recently, the combination of multiple classifiers has been viewed as a new direction for the development of highly reliable pattern recognition systems, in particular, optical character recognition (OCR) systems. Preliminary results indicate that combination of several complementary classifiers leads to classifiers with improved performance $[5,53,61,68,69]$. There are at least two reasons justifying the necessity of combining multiple classifiers. First, for almost any one of the current pattern recognition application areas, there are a number of classification algorithms available developed from different theories and methodologies. Usually, for a specific application problem, each of these classifiers could reach a certain degree of success, but maybe none of them is totally perfect or at least anyone of them is not so good as expected in practical application. Second, for a specific recognition problem, there are often numerous types of features which could be used to represent and recognize patterns. These features are also represented in very diversified forms and it is rather hard to lump them together for one single classifier to make a decision. As a result, multiple classifiers are needed to deal with the different features [5, 68, 69, 71]. It also results in a general problem how to combine those classifiers with different features to yield the improved performance. The basic idea underlying the combination of multiple classifiers is that a consensus is made somehow based upon the results of multiple classifiers for a classification task using an elaborate combination scheme. So far, there have been extensive studies on the combination of multiple classifiers $[1,10,20,27,35,68]$. Among these researches, possible solutions to the
combination may be classified into three frameworks, i.e. linear opinion pools, winner-take-all and evidential reasoning. In the framework of linear opinion pools, the combination schemes make the final decision through the use of a linear combination of multiple classifiers' results. In regard to the linear coefficients or weights for combination, there are two kinds of methods for assigning values to linear coefficients or weights [35], i.e. weights as veridical probabilities $[36,45,65,67]$ and minimum error weights $[16,17,30,50]$. In the framework of winner-take-all, a device called associative switch is used in the process of classification to choose the classification result of a specific classifier for a specific input pattern [69]. Since the combination scheme always chooses only one classifier among several classifiers to use its result as the final decision for a specific input pattern, the chosen classifier could be viewed as a winner and the style of the combination method is similar to the principle of winner-take-all in the unsupervised learning paradigm [31, 37]. In the framework of evidential reasoning, for an input pattern, the output of each individual classifier is regarded as an evidence or an event and the combination scheme makes the final decision based upon a method of evidential reasoning or a principle of voting $[2,5,20,26,40,53,68]$.

The so-called different features problem refers to that there are numerous types of features which can be extracted from the same raw data for a classification task. Therefore, several different feature sets are available for a given data set. Based upon each one of these feature sets, a classifier or several different classifiers can be trained for the same classification task. It results in the existence of multiple classifiers with different features for the same classification task. As a result, the problem of combining multiple classifiers with different features is how to develop a scheme of combining these classifiers with different features to produce an improved result for the classification task. In the current techniques, it is found that most of methods in the framework of evidential reasoning could be directly applied to combine multiple classifiers with different features since the final decision is made merely by combining the classifiers' results using an evidential reasoning method or a voting principle regardless of the types of input (feature vector) to classifiers. In the framework of winner-takeall, the combination scheme, associative switch, could also combine multiple classifiers with different features by using the mapping or coding of different features as the input of the associative switch instead of different features themselves [69]. Using such techniques, the considerably better classification results have been produced in the field of OCR by combining multiple classifiers with different features [5, 68, 69]. In the framework of linear opinion pools, it is possible to directly use the methods with minimum error weights to combine multiple classifiers with different features since the weights could be achieved by performing regression merely based upon the information of classifiers' errors regardless of types of input (feature vector) to each classifier [16, 17, 30,50]. Unfortunately, it is difficult to use the existing techniques with weights as veridical probabilities [36, 45, 65, 67] for handling the problem since in these methods the achievement of linear coefficients usually depends upon the input (feature vector) to each classifier. Recent researches show that the techniques with weights as veridical probabilities can achieve considerably good results in the applications to combination of multiple classifiers with the same feature [65, 67]. In this paper, we present a novel linear combination scheme with weights as veridical probabilities to extend the state-of-the-art techniques for combining multiple classifiers with different features. In addition, we also propose a modified training method for the associative switch [69] in the framework of winner-take-all in order to yield better performance.

Speaker identification is the process of determining from which of the registered speaker when a given utterance comes. Furthermore, speaker identification systems can be either text-independent or text-dependent. By text-independent, we refer to that the identification procedure should work for any text in either training or testing [28]. This is a different problem than text-dependent speaker identification, where the text in both training and testing is the same or is known. Speaker identification is a rather hard task since a speaker's voice always changes in time. In particular, text-independent speaker identification is more difficult than textdependent speaker identification since a text-independent speaker identification system has to use elaborate techniques to capture the speaker's individual characteristics regardless of the contents carried in the speech, while in text-dependent speaker identification the use of simple template matching techniques can directly exploit the voice individuality associated with each phoneme or syllable. In this paper, only text-independent speaker identification is considered. There have been extensive studies in speaker identification so far. In general, the technique of speaker identification includes feature extraction and classification. With respect to
feature extraction, many kinds of individual features covering from the characteristics of vocal cords to speech spectrum have already been investigated and turned out to be useful to speaker identification [3, 4, 18, 21, $22,23,24,28,34,44,60,70]$. Unfortunately, none of those features is perfect for robustness so that there is less agreement on which parameterization of the speech spectrum to use for features [18, 24, 28, 52, 49]. In addition, some researchers intended to lump two or more features together into a composite feature [24, 43, 44, 48]. However, the performance of the systems based upon the composite features was not significantly improved. Furthermore, to a certain extent, the use of composite features results in the curse of dimensionality problem. In particular, the problem becomes quite serious when the techniques of neural computing with timedelay $[6,8,9,13,62]$ are used. On the other hand, several kinds of classifiers have been also applied in speaker identification [ $9,18,24,28,49,63$ ]. These classifiers include distance classifiers [3, 4, 25, 33, 42], neural network classifiers $[6,7,8,11,12,13,14,19,32,46,47,54]$ and classifiers based upon parametric or non-parametric density estimation $[28,29,52,57,59]$. Since there are many kinds of features and classifiers, speaker identification becomes a typical task which needs to combine multiple classifiers with different features for robustness. Unlike the aforementioned techniques used in speaker identification, both the proposed and some existing methods are systematically investigated in this paper for text-independent speaker identification by combining multiple classifiers with different features. Experimental results demonstrate the effectiveness of these combination methods and indicate that the use of combining multiple classifiers with different features is a promising way for a text-independent speaker identification system to yield the significantly improved performance.

The remainder of the paper is organized as follows. Section 2 presents a novel method of combining multiple classifiers with different features in the framework of linear opinion pools. Section 3 describes a modified training algorithm for the associative switch in the framework of winner-take-all and section 4 briefly reviews some existing combination methods in the framework of evidential reasoning for use in our work. Section 5 presents the applications of the aforementioned combination methods in text-independent speaker identification and illustrates experimental results. Conclusions are drawn in the final section.

## 2 A Linear Combination Method for Different Features

In this section, we present a novel method of combining multiple classifiers with different features on the basis of the work in $[65,67]$ which can merely combine multiple classifiers with the same feature. In the method, a generalized finite mixture model based upon different features is proposed and the corresponding learning algorithms are presented by maximum likelihood estimation with an EM algorithm.

### 2.1 A Generalized Finite Mixture Model for Different Features

For a sample $D$ in a data set $\mathcal{S}_{0}$ with $M$ classes, $\Gamma=\{1,2, \cdots, M\}$, we assume that there are $P(P>1)$ feature vectors which can be independently extracted from the sample $D$ called $\mathbf{x}_{1}(D), \cdots, \mathbf{x}_{P}(D)$. For simplicity, hereafter, we shall rewrite these $P$ feature vectors as $\mathbf{x}_{1}, \cdots, \mathbf{x}_{P}$. Accordingly, we may employ $N(N \geq P)$ classifiers, $e_{1}, \cdots, e_{N}$, to learn the classification task using features extracted from raw data in $\mathcal{S}_{0}$, respectively, in which the input of the classifier $e_{j}$ is the feature vector $\mathbf{x}_{p_{j}}\left(j=1, \cdots, N ; 1 \leq p_{j} \leq P\right)$. Given pattern classes with the labels $C_{i}(i=1, \cdots, M)$, we consider such classifiers that for an input $\mathbf{x}_{p_{j}}$, the output of a classifier $e_{j}$ is as follows,

$$
\begin{equation*}
\vec{p}_{j}\left(\mathbf{x}_{p_{j}}\right)=\left[p_{j 1}\left(\mathbf{x}_{p_{j}}\right), \cdots, p_{j M}\left(\mathbf{x}_{p_{j}}\right)\right]^{T}, p_{j k}\left(\mathbf{x}_{p_{j}}\right) \geq 0, \quad \sum_{k=1}^{M} p_{j k}\left(\mathbf{x}_{p_{j}}\right)=1 \tag{1}
\end{equation*}
$$

where $p_{j k}\left(\mathbf{x}_{p_{j}}\right)$ denotes the probability that the sample $D$ belongs to $C_{k}$ recognized by the classifier $e_{j}$ with the input vector $\mathbf{x}_{p_{j}}$, and $\mathbf{x}_{p_{j}}$ denotes a feature vector of the sample $D$ with its form of representation being a vector, a string or whatever else. The direct instances of such classifiers include those based upon parametric or non-parametric density estimation. Indeed, there are some classifiers, e.g. distance classifiers or neural network
classifiers, which output a vector $\vec{u}_{j}\left(\mathbf{x}_{p_{j}}\right)=\left[u_{j 1}\left(\mathbf{x}_{p_{j}}\right), \cdots, u_{j M}\left(\mathbf{x}_{p_{j}}\right)\right]^{T}$ without satisfying $u_{j k}\left(\mathbf{x}_{p_{j}}\right) \geq 0$ and $\sum_{k=1}^{M} u_{j k}\left(\mathbf{x}_{p_{j}}\right)=1$. Fortunately, these outputs can be transformed into the form in Eq.(1) using a function $g(s)$ [65], that is,

$$
\begin{equation*}
p_{j k}\left(\mathbf{x}_{p_{j}}\right)=\frac{g\left[u_{j k}\left(\mathbf{x}_{p_{j}}\right)\right]}{\sum_{t=1}^{M} g\left[u_{j t}\left(\mathbf{x}_{p_{j}}\right)\right]} \quad k=1, \cdots, M \tag{2}
\end{equation*}
$$

where $g(s) \geq 0$. There are various forms of the function $g(s)$ such as $g(s)=s, g(s)=1 / s, g(s)=e^{-s}$ or $g(s)=s^{2}, g(s)=1 / s^{2}, g(s)=e^{-s^{2}}$ according to whether or not $u_{j k}\left(\mathbf{x}_{p_{j}}\right) \geq 0(k=1, \cdots, M)$.

For an input-output pair $\left\{\mathbf{x}_{p_{j}}, \mathbf{y}\right\}$, where $\mathbf{y}=\left[y_{1}, \cdots, y_{M}\right]^{T}$ and $y_{k}$ being a binary value ( $y_{k} \in\{0,1\}$ ) as well as satisfying $\sum_{k=1}^{M} y_{k}=1$, a classifier $e_{j}$ with the input vector $\mathbf{x}_{p_{j}}$ specifies a distribution given by

$$
\begin{equation*}
P\left(\mathbf{y} \mid \mathbf{x}_{p_{j}}, \theta_{j}\right)=\prod_{k=1}^{M}\left[p_{j k}\left(\mathbf{x}_{p_{j}} \mid \theta_{j}\right)\right]^{y_{k}} \tag{3}
\end{equation*}
$$

where $\theta_{j}$ is the set of parameters of the classifier $e_{j}$ and has been already fixed after the classifier was trained on the data set $\mathcal{S}_{0}$. For a fixed $\mathbf{x}_{p_{j}}$, it is reduced to a generalized Bernoulli distribution, while for a fixed $\mathbf{y}$, we can achieve a distribution specified by one of $p_{j k}\left(\mathbf{x}_{p_{j}} \mid \vec{\theta}_{j}\right)$ 's.

For combining multiple classifiers with different features, another data set $\mathcal{S}_{1}$ is necessary for training a combination scheme. For an input-output pair $(D, \mathbf{y})$ in $\mathcal{S}_{1}$, the feature vector $\mathbf{x}_{p_{j}}(1 \leq j \leq P)$ is used as the input of the classifier $e_{j}$. Moreover, we assume that there are priors $\Phi=\left\{\alpha_{i j}\left(\mathbf{x}_{i}\right), \beta_{i}(D)\right\}(i=1, \cdots, P ; j=$ $1, \cdots, N)$ for each classifier $e_{j}(j=1, \cdots, N)$ so that we can define a generalized finite mixture distribution for the pair $(D, \mathbf{y})$ as

$$
\begin{equation*}
P(\mathbf{y} \mid D, \Phi)=\sum_{j=1}^{N}\left[\sum_{i=1}^{P} \beta_{i}(D) \alpha_{i j}\left(\mathbf{x}_{i}\right)\right] P\left(\mathbf{y} \mid \mathbf{x}_{p_{j}}, \theta_{j}\right)=\sum_{j=1}^{N} \sum_{i=1}^{P} \beta_{i}(D) \alpha_{i j}\left(\mathbf{x}_{i}\right) \prod_{k=1}^{M}\left[p_{j k}\left(\mathbf{x}_{p_{j}} \mid \theta_{j}\right)\right]^{y_{k}} \tag{4}
\end{equation*}
$$

where $\alpha_{i j}\left(\mathbf{x}_{i}\right) \geq 0, \beta_{i}(D) \geq 0, \sum_{j=1}^{N} \alpha_{i j}\left(\mathbf{x}_{i}\right)=1, \sum_{i=1}^{P} \beta_{i}(D)=1 . \mathbf{x}_{p_{j}}\left(1 \leq p_{j} \leq P\right)$ still denotes the input vector of the classifier $e_{j}$. The generalized finite mixture distribution leads to a new combination scheme for dealing with different features. The combination scheme consists of $P$ combination subschemes (respectively corresponding to $P$ different features) in which $\alpha_{i j}\left(\mathbf{x}_{i}\right)$ refers to the linear coefficient produced by subscheme $i$ based upon the the feature vector $\mathbf{x}_{i}$ for the classifier $e_{j}$, while $\beta_{i}(D)$ refers to the a priori probability that for the sample $D$ the $i$ th subscheme is used to produce the linear coefficients for making the final decision in the combination scheme.

In Eq.(4), those priors $\alpha_{i j}\left(\mathbf{x}_{i}\right) \in \Phi(i=1, \cdots, P ; j=1, \cdots, N)$ are conditional on input vectors $\mathbf{x}_{i}(i=$ $1, \cdots, P)$. As a result, we assume that

$$
\begin{equation*}
\alpha_{i j}\left(\mathbf{x}_{i}\right)=\frac{\lambda_{i j} P\left(\mathbf{x}_{i}, \varphi_{i j}\right)}{\sum_{r=1}^{N} \lambda_{i r} P\left(\mathbf{x}_{i}, \varphi_{i r}\right)} ; \quad \lambda_{i j} \geq 0, \sum_{j=1}^{N} \lambda_{i j}=1, i=1, \cdots, P, j=1, \cdots, N . \tag{5}
\end{equation*}
$$

where $P\left(\mathbf{x}_{i}, \varphi_{i j}\right) \geq 0$ is a parametric function and, in particular, can be given by Gaussian distribution

$$
\begin{equation*}
P\left(\mathbf{x}_{i}, \varphi_{i j}\right)=P\left(\mathbf{x}_{i}, \mathbf{m}_{i j}, \Sigma_{i j}\right)=\frac{1}{(2 \pi)^{\frac{n_{i}}{2}}\left|\Sigma_{i j}\right|^{\frac{1}{2}}} \exp \left\{-\frac{1}{2}\left(\mathbf{x}_{i}-\mathbf{m}_{i j}\right)^{T} \Sigma_{i j}^{-1}\left(\mathbf{x}_{i}-\mathbf{m}_{i j}\right)\right\} \tag{6}
\end{equation*}
$$

where $n_{i}$ is the dimension of $\mathbf{x}_{i}$ and $\varphi_{i j}=\left(\mathbf{m}_{i j}, \Sigma_{i j}\right)$ is the set of all parameters in Gaussian distribution. In the combination scheme, thus, the information from the outputs of classifiers, the desire label $\mathbf{y}$ and different input vectors $\mathbf{x}_{i}(i=1, \cdots, P)$ are jointly considered for combination. In Eq.(4), however, $\alpha_{i j}\left(\mathbf{x}_{i}\right)$ and $\beta_{i}(D)(i=1, \cdots, P ; j=1, \cdots, N)$ are still unknown and need learning from samples in $\mathcal{S}_{1}$. We shall propose a maximum likelihood learning method to determine these priors in the sequel. Suppose that those priors have
been already determined, for an unknown input sample $D, P(\mathbf{y} \mid D)$ can be computed by

$$
\begin{equation*}
P_{k}(D)=P\left(y_{k}=1 \mid D, \Phi\right)=\sum_{j=1}^{N} \sum_{i=1}^{P} \beta_{i}(D) \alpha_{i j}\left(\mathbf{x}_{i}\right) p_{j k}\left(\mathbf{x}_{p_{j}}\right) ; \quad k=1, \cdots, M \tag{7}
\end{equation*}
$$

Using Eq.(7), the decision rule is defined as

$$
E(D)=\left\{\begin{array}{cl}
k & \text { if } P_{k}(D)=\max _{1 \leq i \leq M} P_{i}(D) \geq T  \tag{8}\\
M+1 & \text { otherwise }
\end{array}\right.
$$

where $0<T<1$ is a predefined threshold. $E(D)$ is the final decision and $E(D)=M+1$ denotes that the sample $D$ is rejected.

### 2.2 Maximum Likelihood Learning with EM Algorithm

For a classification task, we assume that there are $N$ classifiers which have been trained with $P$ different features extracted from raw data in the data set $\mathcal{S}_{0}$. Given another data set $\mathcal{S}_{1}=\left\{\left(D^{(t)}, \mathbf{y}^{(t)}\right) t=1, \cdots, T\right\}(o b$ served data), using $P$ different features extracted from samples in $\mathcal{S}_{1}$, parameters $\Phi=\left\{\alpha_{i j}\left(\mathbf{x}_{i}\right), \beta_{i}(D)\right\}(i=$ $1, \cdots, P ; j=1, \cdots, N)$ are estimated by maximizing the log-likelihood

$$
\begin{equation*}
L=\sum_{t=1}^{T} \log P\left(\mathbf{y}^{(t)} \mid D^{(t)}, \Phi\right)=\sum_{t=1}^{T} \log \left[\sum_{j=1}^{N} \sum_{i=1}^{P} \beta_{i}\left(D^{(t)}\right) \alpha_{i j}\left(\mathbf{x}_{i}^{(t)}\right) P\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{p_{j}}^{(t)}, \theta_{j}\right)\right] \tag{9}
\end{equation*}
$$

where $\mathbf{x}_{p_{j}}^{(t)}\left(1 \leq p_{j} \leq P\right)$ denotes the input vector of classifier $e_{j}$ at time $t$. For the log-likelihood, we adopt an EM algorithm [15] to estimate all parameters in $\Phi$ by introducing a set of indicators as missing data to observed data. For $i=1, \cdots, P$ and $j=1, \cdots, N$, these indicators are defined as

$$
\begin{gathered}
I_{i}^{(t)}= \begin{cases}1 & \text { if the linear coefficients are determined by subscheme } i \\
0 & \text { otherwise }\end{cases} \\
I_{j}^{(t)}= \begin{cases}1 & \text { if } \mathbf{y}^{(t)} \text { is generated from classifiers } e_{j} \\
0 & \text { otherwise }\end{cases}
\end{gathered}
$$

where $\sum_{i=1}^{P} I_{i}^{(t)}=1$ and $\sum_{j=1}^{N} I_{j}^{(t)}=1(t=1, \cdots, T)$. Thus, the complete data consists of both the observed data and the missing data.

An EM algorithm first finds the expected value of the complete-data likelihood. For the observed data and the proposed mixture model, the Expectation step (E-step) computes the following expectation of the complete log-likelihood at the $s$ th iteration using Bayes' rule

$$
\begin{align*}
E\left[I_{i}^{(t)}, I_{j}^{(t)} \mid \mathcal{X}\right] & =P\left(I_{i}^{(t)}=1, I_{j}^{(t)}=1 \mid \mathbf{y}^{(t)}, D^{(t)}, \Phi^{(s)}\right) \\
& =\frac{P_{j}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{p_{j}}^{(t)}, \theta_{j}\right) \alpha_{i j}^{(s)}\left(\mathbf{x}_{i}^{(t)}\right) \beta_{i}^{(s)}\left(D^{(t)}\right)}{\sum_{j=1}^{N} \sum_{i=1}^{P} \beta_{i}^{(s)}\left(D^{(t)}\right) \alpha_{i j}^{(s)}\left(\mathbf{x}_{i}^{(t)}\right) P_{j}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{p_{j}}^{(t)}, \theta_{j}\right)}  \tag{10}\\
E\left[I_{i}^{(t)} \mid \mathcal{X}\right] & =P\left(I_{i}^{(t)}=1 \mid \mathbf{y}^{(t)}, D^{(t)}, \Phi^{(s)}\right) \\
& =\frac{\sum_{j=1}^{N} P_{j}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{p_{j}}^{(t)}, \theta_{j}\right) \alpha_{i j}^{(s)}\left(\mathbf{x}_{i}^{(t)}\right) \beta_{i}^{(s)}\left(D^{(t)}\right)}{\sum_{j=1}^{N} \sum_{i=1}^{P} \beta_{i}^{(s)}\left(D^{(t)}\right) \alpha_{i j}^{(s)}\left(\mathbf{x}_{i}^{(t)}\right) P_{j}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{p_{j}}^{(t)}, \theta_{j}\right)} \tag{11}
\end{align*}
$$

That is, the a posteriori probabilities are obtained as follows,

$$
\begin{equation*}
h_{i}^{(s)}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{i}^{(t)}\right)=E\left[I_{i}^{(t)} \mid \mathcal{X}\right], \quad h_{i j}^{(s)}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{i}^{(t)}\right)=E\left[I_{i}^{(t)}, I_{j}^{(t)} \mid \mathcal{X}\right] . \tag{12}
\end{equation*}
$$

To simplify the computation in the Maximization step (M-step), a trick in [66, 67] is used to rewrite Eq.(4) into the following equivalent form

$$
\begin{equation*}
P(\mathbf{y}, D)=P(\mathbf{y} \mid D, \Phi) P\left(\mathbf{x}_{i}, \varphi\right)=\sum_{j=1}^{N} \sum_{i=1}^{P} \beta_{i}(D) \lambda_{i j} P\left(\mathbf{x}_{i}, \varphi_{i j}\right) P\left(\mathbf{y} \mid \mathbf{x}_{p_{j}}, \theta_{j}\right), \tag{13}
\end{equation*}
$$

where $P\left(\mathbf{x}_{i}, \varphi\right)=\sum_{r=1}^{N} \lambda_{i r} P\left(\mathbf{x}_{i}, \varphi_{i r}\right)$. Using Eq.(13), the task of Maximization step (M-step) is to solve the following separate optimal problems for $i=1, \cdots, P, j=1, \cdots, N$.

$$
\begin{gather*}
\varphi_{i j}^{(s+1)}=\arg \max _{\varphi_{i j}} \sum_{t=1}^{T} \sum_{j=1}^{N} \sum_{i=1}^{P} h_{i j}^{(s)}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{i}^{(t)}\right) \log P\left(\mathbf{x}_{i}, \varphi_{i j}\right)  \tag{14}\\
\lambda_{i j}^{(s+1)}=\arg \max _{\lambda_{i j}} \sum_{t=1}^{T} \sum_{j=1}^{N} \sum_{i=1}^{P} h_{i j}^{(s)}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{i}^{(t)}\right) \log \lambda_{i j} ; \text { s.t. } \sum_{j=1}^{N} \lambda_{i j}=1, \lambda_{i j} \geq 0 .  \tag{15}\\
\beta_{i}^{(s+1)}=\arg \max _{\beta_{i}} \sum_{t=1}^{T} \sum_{i=1}^{P} h_{i}^{(s)}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{i}^{(t)}\right) \log \beta_{i} ; \text { s.t. } \sum_{i=1}^{P} \beta_{i}=1, \beta_{i} \geq 0 . \tag{16}
\end{gather*}
$$

Accordingly, the EM algorithm for training the proposed combination scheme is summarized as

## 1. Initialization at $\mathbf{s}=\mathbf{0}$

For $i=1, \cdots, P$ and $j=1, \cdots, N$, set $\beta_{i}^{(s)}=\frac{1}{P}$ and $\lambda_{i j}^{(s)}=\frac{1}{N}$ as well as initialize randomly $\varphi_{i 1}=\varphi_{i 2}=\cdots=\varphi_{i N}$ subject to $\alpha_{i j}^{(s)}\left(\mathbf{x}_{i}\right)=\frac{1}{N}(j=1, \cdots, N)$.

## 2. The EM procedure at $\mathbf{s}>0$

(1) E-step. For each pair $\left(D^{(t)}, \mathbf{y}^{(t)}\right)$, compute the a posteriori probabilities $h_{i}^{(s)}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{i}^{(t)}\right)$ and $h_{i j}^{(s)}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{i}^{(t)}\right)$ ( $i=1, \cdots, P ; j=1, \cdots, N$ ) using Eq.(10) and Eq.(11).
(2) M-step. Find a new estimate for $i=1, \cdots, P, j=1, \cdots, N$ based upon the following updating formulae:

$$
\begin{gather*}
\beta_{i}^{(s+1)}=\frac{1}{T} \sum_{t=1}^{T} h_{i}^{(s)}\left(\mathbf{y}^{(t)} \mid D^{(t)}\right)  \tag{17}\\
\mathbf{m}_{i j}^{(s+1)}=\frac{1}{\sum_{t=1}^{T} h_{i j}^{(s)}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{i}^{(t)}\right)} \sum_{t=1}^{T} h_{i j}^{(s)}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{i}^{(t)}\right) \mathbf{x}_{i}^{(t)}  \tag{18}\\
\sum_{i j}^{(s+1)}=\frac{1}{\sum_{t=1}^{T} h_{i j}^{(s)}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{i}^{(t)}\right)} \sum_{t=1}^{T} h_{i j}^{(s)}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{i}^{(t)}\right)\left[\mathbf{x}_{i}^{(t)}-\mathbf{m}_{i j}^{(s+1)}\right]\left[\mathbf{x}_{i}^{(t)}-\mathbf{m}_{i j}^{(s+1)}\right]^{T}  \tag{19}\\
\lambda_{i j}^{(s+1)}=\frac{1}{T} \sum_{t=1}^{T} h_{i j}^{(s)}\left(\mathbf{y}^{(t)} \mid \mathbf{x}_{i}^{(t)}\right)  \tag{20}\\
\alpha_{i j}^{(s+1)}\left(\mathbf{x}_{i}^{(t)}\right)=\frac{\lambda_{i j}^{(s+1)} P\left(\mathbf{x}_{i}, \mathbf{m}_{i j}^{(s+1)}, \Sigma_{i j}^{(s+1)}\right)}{\sum_{r=1}^{N} \lambda_{i r}^{(s+1)} P\left(\mathbf{x}_{i}, \mathbf{m}_{i r}^{(s+1)}, \Sigma_{i r}^{(s+1)}\right)} \tag{21}
\end{gather*}
$$

3. Repeat Step 2 until a predefined 'stop' condition is satisfied.

## 3 A Modified Associative Switch for Different Features

For combining multiple classifiers, the basic idea underlying the combination in the framework of winner-takeall is to choose the one with the best result from $N$ classifiers as the winner and to make the final decision by using its result for a specific sample if there is at least one classifier to classify the sample $D$ correctly. When there is no classifier to classify the sample $D$ correctly, the combination scheme will reject it. To complete the task of choosing a classifier for each sample, a device called associative switch has been proposed [69]. The associative switch is composed of $N$ knobs $s w_{j}(j=1, \cdots, N)$ with each $s w_{j}$ installed on the output channel of classifier $e_{j}$ to decide whether or not it is chosen as the winner for the current sample, i.e. whether or not to allow its output pass through to become the final decision. For an input sample $D$, thus, the output of each knob is given by

$$
l_{d}=\left\{\begin{array}{cl}
l_{j} & \text { if } s w_{j}=" o n^{\prime \prime}  \tag{22}\\
M+1 & \text { if } s w_{j}=" o f f^{\prime \prime}
\end{array}\right.
$$

where $l_{d}$ is the class label of the input sample $D$ determined by the decision maker. Accordingly, $N$ knobs are controlled by the output of the winner-take-all combination mechanism (WTA-CM). Assume that output of the WTA-CM is denoted as $\mathbf{c}=\left[c_{1}, \cdots, c_{N}\right]\left(0 \leq c_{j} \leq 1 ; j=1, \cdots, N\right)$. The behavior of each $s w_{j}$ is determined as follows

$$
s w_{j}=\left\{\begin{array}{cl}
\text { "on" } & \text { when } j=\arg \max _{1 \leq k \leq N} c_{k} \text { and } c_{j} \geq T  \tag{23}\\
\text { "off" } & \text { otherwise }
\end{array}\right.
$$

where $T$ is a predefined threshold and usually $0.5<T<1$. To combine multiple classifiers with different features, for an unlabeled sample $D$, the WTA-CM also needs an input to determine the behavior of the switch. For this purpose, we adopt an encoding mechanism to produce a mapping or coding of the sample $D, M(D)$, as the input of the WTA-CM. Like the encoding mechanism in [69], here, $M(D)$ is just the label vector consisting of $N$ labels produced by individual classifiers i.e. $M(D)=\left[l_{1}, \cdots, l_{N}\right]$ for the sample $D$. When different features of an unlabeled sample $D$ are input to individual classifiers $e_{j}(j=1, \cdots, N), M(D)$ will also be input to the WTA-CM for recalling code $\mathbf{c}$ which determines the behavior of $N$ knobs so as to either select one of outputs of $N$ classifiers as the final label $l_{d}$ or block all the output channel of individual classifiers and assign $M+1$ to $l_{d}$. Such a WTA-CM could be implemented by any existing artificial neural networks with the type of heteroassociative memory. In this paper, we simply use a three-layered multilayer perceptron (MLP) architecture to implement the WTA-CM.

The key task in the learning process of the associate switch is the design of the desired output for training the MLP used as the WTA-CM on a data set $\mathcal{S}_{1}$. Once we have the desired output the training procedure is the application of an existing learning algorithm such as backpropagation algorithm [55] on the training set $\mathcal{S}_{1}$. To design the appropriate desired output of the MLP used as the combination scheme, we first define a criterion for selecting a winner when there are several classifiers to give the correct result for a specific sample. We stipulate that the output of each classifier has the standard form in Eq.(1). If the output of a classifier does not satisfy the form in Eq.(1), it can be transformed into the standard form using Eq.(2). For a sample $D$, thus, each classifier $e_{j}(j=1, \cdots, N)$ with the input vector $\mathbf{x}_{p_{j}}\left(1 \leq p_{j} \leq P\right)$ has the output $\vec{p}_{j}\left(\mathbf{x}_{p_{j}}\right)=\left[p_{j 1}\left(\mathbf{x}_{p_{j}}\right), \cdots, p_{j M}\left(\mathbf{x}_{p_{j}}\right)\right]$. Among those $M$ components of $\vec{p}_{j}\left(\mathbf{x}_{p_{j}}\right)$, we can find two components in the following way

$$
\begin{equation*}
p_{j k_{1}}\left(\mathbf{x}_{p_{j}}\right)=\max _{1 \leq k \leq M} p_{j k}\left(\mathbf{x}_{p_{j}}\right), \quad p_{j k_{2}}\left(\mathbf{x}_{p_{j}}\right)=\max _{1 \leq k \leq M, k \neq k_{1}} p_{j k}\left(\mathbf{x}_{p_{j}}\right) . \tag{24}
\end{equation*}
$$

As a result, we define the criterion of selecting winner as follows,

$$
\begin{equation*}
j^{*}=\arg \max _{j \in \Lambda} \Delta p^{(j)}\left(\mathbf{x}_{p_{j}}\right), \quad \Delta p^{(j)}\left(\mathbf{x}_{p_{j}}\right)=p_{j k_{1}}\left(\mathbf{x}_{p_{j}}\right)-p_{j k_{2}}\left(\mathbf{x}_{p_{j}}\right) . \tag{25}
\end{equation*}
$$

where $\Lambda$ is a set of all classifiers that output the correct label for a specific sample $D$. That is, the classifier $e_{j^{*}}$ will be chosen as the winner. Assume that a sample $D$ in $\mathcal{S}_{1}$ should belong to class $k \in \Gamma$ and classifier $e_{j}\left(\mathbf{x}_{p_{j}}\right)=l_{j}\left(j=1, \cdots, N ; 1 \leq p_{j} \leq P\right)$ as well as $c_{j}^{(d)}[M(D)]$ is the $j$ th component of the desire output of

WTA-CM for the sample $D$. Using the criterion defined in Eq.(25), we present a method to produce the desired output of the MLP used as the WTA-CM for the following three different cases:

Case 1. If $l_{j} \neq k$ for $j=1, \cdots, N$, i.e. there is no individual classifier giving a correct classification, then we $\operatorname{assign} c_{j}^{(d)}[M(D)]=0, j=1, \cdots, N$.

Case 2. If there is only one $l_{j^{*}}=k\left(1 \leq j^{*} \leq N\right)$, i.e. there is only one individual classifier giving the correct classification, then for $j=1, \cdots, N$, we let

$$
c_{j}^{(d)}[M(D)]= \begin{cases}1 & \text { when } j=j^{*} \\ 0 & \text { otherwise }\end{cases}
$$

Case 3. If there is a subset $I_{D} \subseteq\{1, \cdots, N\}$ and $l_{j}=k$ for each $j \in I_{D}$, i.e. there is more than one individual classifier giving the correct result, then for $j=1, \cdots, N$, we let

$$
c_{j}^{(d)}[M(D)]= \begin{cases}1 & \text { when } l_{j}=k \text { and } j=\arg \max _{i \in I_{D}} \Delta p^{(i)}\left(\mathbf{x}_{p_{i}}\right) \\ 0 & \text { otherwise }\end{cases}
$$

where $\mathbf{x}_{p_{i}}\left(1 \leq p_{i} \leq P\right)$ is a feature vector extracted from the sample $D$ and used as the input vector of classifier $e_{i}(i=1, \cdots, N)$. If there is more than one classifier in $I_{D}$ satisfying both $j \in I_{D}$ and $j=\arg \max _{i \in I_{D}} \Delta p^{(i)}\left(\mathbf{x}_{p_{i}}\right)$, moreover, then we arbitrarily or randomly choose only one of these classifiers as the winner, say $j^{\prime}$. As a result, we let

$$
c_{j}^{(d)}[M(D)]= \begin{cases}1 & \text { when } l_{j^{\prime}}=k \text { and } j^{\prime}=\arg \max _{i \in I_{D}} \Delta p^{(i)}\left(\mathbf{x}_{p_{i}}\right) \\ 0 & \text { otherwise }\end{cases}
$$

## 4 Combination Methods Based on Evidential Reasoning

The combination methods based upon evidential reasoning have been extensively studied and already applied in the field of OCR [5,53, 61, 68, 69]. The basic idea underlying the methods is that the result of each individual classifier is regarded as an evidence or an event and the final decision is made by consulting all combined classifiers with a method of evidential reasoning or evidence integrating. The methods of evidential reasoning (integrating) are usually based upon voting principle, Bayesian theory and Dempster-Shafer evidence theory. In this section, we briefly review some methods in [68] which have been applied to the experiments of textindependent speaker identification reported in this paper. In the sequel, the original representation in [68] will be rewritten for the purpose of combining multiple classifiers with different features.

### 4.1 A Combination Method in Bayesian Formalism

In order to combine multiple classifiers with different features in Bayesian formalism, the error of each classifier must be taken into consideration. As a result, the error of each classifiers $e_{j}$ may be described by its confusion matrix [68], $P T_{j}$, as follows,

$$
P T_{j}=\left[\begin{array}{ccccc}
n_{11}^{(j)} & n_{12}^{(j)} & \ldots & n_{1 M}^{(j)} & n_{1(M+1)}^{(j)}  \tag{26}\\
n_{21}^{(j)} & n_{22}^{(j)} & \ldots & n_{2 M}^{(j)} & n_{2(M+1)}^{(j)} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
n_{M 1}^{(j)} & n_{M 2}^{(j)} & \ldots & \ldots & n_{M M}^{(j)}
\end{array} n_{M(M+1)}^{(j)} .\right]
$$

for $j=1, \cdots, N$; where each row $i$ corresponds to class $i, C_{i}$, and each column $l$ corresponds to the event $e_{j}\left(\mathbf{x}_{p_{j}}\right)=l(l \in \Gamma \bigcup\{M+1\})$. Thus, an element $n_{i l}^{(j)}$ denotes that $n_{i l}^{(j)}$ samples belonging to $C_{i}$ have been
assigned a label $l$ by classifier $e_{j}$. For an event $e_{j}\left(\mathbf{x}_{p_{j}}\right)=l$ of an error-bearing classifier $e_{j}$, its truth has uncertainty. With the knowledge of its confusion matrix $P T_{j}$, such an uncertainty could be modeled by the conditional probabilities that propositions $D \in C_{i}(i=1, \cdots, M)$ are true under the occurrence of the event $e_{j}\left(\mathbf{x}_{p_{j}}\right)=l$ is as follows,

$$
\begin{equation*}
P\left(D \in C_{i} \mid e_{j}\left(\mathbf{x}_{p_{j}}\right)=l\right)=\frac{n_{i l}^{(j)}}{\sum_{i=1}^{M} n_{i l}^{(j)}} \tag{27}
\end{equation*}
$$

With $N$ classifiers $e_{1}, \cdots, e_{N}$, we shall have $N$ matrices $P T_{1}, \cdots, P T_{N}$. When these classifiers are used on feature vectors extracted from the sample $D, N$ events $e_{j}\left(\mathbf{x}_{p_{j}}\right)=l_{j}\left(j=1, \cdots, N ; l_{j} \in \Gamma \bigcup\{M+1\}\right)$ will happen. An integrated belief value $\operatorname{bel}(\cdot)$ is defined according to Bayesian formula and the conditional probabilities [68] as follows,

$$
\begin{equation*}
\operatorname{bel}(i)=\frac{\prod_{j=1}^{N} P\left(D \in C_{i} \mid e_{j}\left(\mathbf{x}_{p_{j}}\right)=l_{j}\right)}{\sum_{i=1}^{M} \prod_{j=1}^{N} P\left(D \in C_{i} \mid e_{j}\left(\mathbf{x}_{p_{j}}\right)=l_{j}\right)} \tag{28}
\end{equation*}
$$

where $\sum_{i=1}^{M} \operatorname{bel}(i)=1$ since $D \in C_{i}(i=1, \cdots, M)$ are mutually exclusive and exhaustive. bel $(i)$ becomes the combination scheme which collects evidence of combined classifiers with different features and integrates them for making final decision. Depending upon these $b e l(i)$ values, therefore, the final decision is made by combining multiple classifiers with different features as follows,

$$
E(D)=\left\{\begin{array}{cl}
k & \text { if } \operatorname{bel}(k)=\max _{i \in \Gamma} \operatorname{bel}(i) \geq T  \tag{29}\\
M+1 & \text { otherwise }
\end{array}\right.
$$

where $0<T \leq 1$ is a predefined threshold.

### 4.2 A Combination Method Based on Dempster-Shafer Theory

The Dempster-Shafer (D-S) theory of evidence [58] has been applied for combining multiple classifiers [41, 53, 68]. In the method used in our work, the combination is made in the situation that the recognition, substitution and rejection rates of each individual classifier are merely necessary as prior knowledge [68].

In the current problem, there are the $M$ exhaustive and mutually exclusive propositions $A=D \in C_{i} \forall i \in$ $\Gamma$, which denote that an input sample $D$ comes from class $i$ with the label $C_{i}$, and the universal proposition is $\Theta=\left\{A_{1}, \cdots, A_{M}\right\}$. When applied to $P(1 \leq P \leq N)$ feature vectors extracted from the sample $D$, $N$ classifiers, say $e_{1}, \cdots, e_{N}$, will produce $N$ evidences $e_{j}\left(\mathbf{x}_{p_{j}}\right)=l_{j}\left(j=1, \cdots, N ; 1 \leq p_{j} \leq P\right)$ with each classifier $e_{j}\left(\mathbf{x}_{p_{j}}\right)=l_{j}$ denoting that the sample $D$ is assigned a label $l_{j} \in \Gamma \bigcup\{M+1\}$ by classifier $e_{j}$ with the input vector $\mathbf{x}_{p_{j}}$. Given that $\gamma_{j}, \epsilon_{j}$ are the recognition rate and the substitution rate of classifier $e_{j}$, respectively. Usually $\gamma_{j}+\epsilon_{j}$ is less than one due to the rejection action. For each classifier $e_{j}=l_{j}$, if $l_{j} \in \Gamma$, one could have uncertain beliefs that the proposition $A_{l_{j}}=D \in C_{l_{j}}$ is true with a degree $\gamma_{j}$ and is false with a degree $\epsilon_{j}$; if $l_{j}=M+1$ (i.e. $D$ is rejected by classifier $e_{j}$ with the input vector $\mathbf{x}_{p_{j}}$ ), one has no knowledge about anyone of the $M$ propositions $A_{i}=D \in C_{i}, \forall i \in \Gamma$, which could be viewed as the full support of the universal proposition $\Theta$. To combine multiple classifiers with different features, we must discard some unnecessary evidences and special cases which include the evidences $e_{j}\left(\mathbf{x}_{p_{j}}\right)=l_{j}$ with $l_{j}=\{M+1\}$ and the cases of the recognition rate $\gamma_{j}=1$ and the substitution rate $\epsilon_{j}=1$. All these cases make the combination unnecessary. After ruling out the aforementioned evidences and special cases, we can concentrate on the general cases that there are $N^{\prime}$ evidences $e_{j}\left(\mathbf{x}_{p_{j}}\right)=l_{j}$ with $0<\gamma_{j}<1,0 \leq \epsilon_{j}<1\left(j=1, \cdots, N^{\prime}\right)$. For combination, we first collect the evidences into groups with those impacting the same proposition in each group, and then combine the evidences in the each group, respectively. Let us denote $\mathbf{m}(\cdot)$ and $\operatorname{bel}(\cdot)$ as basic probability assignment (BPA) function and belief value in the D-S theory [58], respectively. For all the evidences $e_{j}\left(\mathbf{x}_{p_{j}}\right)=l_{j}\left(j=1, \cdots, N^{\prime}\right)$, suppose that among $j_{1}, \cdots, j_{N^{\prime}}$ there are $N_{1} \leq \min \left(M, N^{\prime}\right)$ different labels, say $l_{1}^{\prime}, \cdots, l_{N_{1}}^{\prime}$, thus all the $N^{\prime}$ evidences are divided into $N_{1}$ groups, say $E_{1}, \cdots, E_{N_{1}}$, in which each $e_{j}\left(\mathbf{x}_{p_{j}}\right)=l_{j}$ is put to group $E_{k}$ if $e_{j}\left(\mathbf{x}_{p_{j}}\right)=l_{j}=l_{j}^{\prime}$. For each group $E_{j}$, a combined BPA $\mathbf{m}_{E_{j}}$ can be
obtained by recursively applying the combination rule in the D-S theory [58] to BPA's $\mathbf{m}_{j_{1}}, \cdots, \mathbf{m}_{j_{r}}$ provided by $e_{j_{1}}\left(\mathbf{x}_{p_{j_{1}}}\right), \cdots, e_{j_{r}}\left(\mathbf{x}_{p_{j_{r}}}\right)$ since all evidences $e_{j_{1}}\left(\mathbf{x}_{p_{j_{1}}}\right)=l_{j}^{\prime}, \cdots, e_{j_{r}}\left(\mathbf{x}_{p_{j_{r}}}\right)=l_{j}^{\prime}$. That is,

$$
\begin{equation*}
\mathbf{m}_{2}=\mathbf{m}_{1} \oplus \mathbf{m}_{j_{2}}, \mathbf{m}_{3}=\mathbf{m}_{2} \oplus \mathbf{m}_{j_{3}}, \cdots, \mathbf{m}_{r}=\mathbf{m}_{r-1} \oplus \mathbf{m}_{j_{r}} . \tag{30}
\end{equation*}
$$

Next, we further combine the BPA's $\mathbf{m}_{E_{j}}\left(j=1, \cdots, N_{1}\right)$ into a final combined BPA

$$
\begin{equation*}
\mathbf{m}=\mathbf{m}_{E_{1}} \oplus \mathbf{m}_{E_{2}} \oplus \cdots \oplus \mathbf{m}_{E_{N_{1}}} \tag{31}
\end{equation*}
$$

and then to calculate the corresponding $\operatorname{bel}\left(A_{i}\right)$ and $\operatorname{bel}\left(\rightharpoondown A_{i}\right)$ for $\forall i \in \Gamma$ based upon the final BPA $\mathbf{m}$. The combination in Eq.(31) can be calculated with a fast computing method in [68].

On the basis of the belief values, $\operatorname{bel}\left(A_{i}\right)$ and $\operatorname{bel}\left(\rightharpoondown A_{i}\right)(i=1, \cdots, M)$, the decision rule is defined as

$$
E(D)=\left\{\begin{array}{cl}
k & \text { if } \Delta \operatorname{bel}\left(A_{k}\right)=\max _{i \in \Gamma} \Delta \operatorname{bel}\left(A_{i}\right) \geq T  \tag{32}\\
M+1 & \text { otherwise }
\end{array}\right.
$$

where $0<T<1$ and $\Delta \operatorname{bel}\left(A_{i}\right)=\operatorname{bel}\left(A_{i}\right)-\operatorname{bel}\left(\neg A_{i}\right)$ which reflects the pure total support by the proposition $A_{i}$.

### 4.3 A Combination Method Using Voting Principle

The committee voting principle is a general method to make a consensus by consulting several opinions. If each opinion could be viewed as an evidence, then the process of making a consensus will be regarded as the process of evidential reasoning. There have been several combination methods based upon the different voting principles [61,68]. For a sample $D$, each classifier $e_{j}(j=1, \cdots, N)$ produces a result of classification based upon one kind of feature extracted from the sample $D$, say $\mathbf{x}_{p_{j}}\left(1 \leq p_{j} \leq P\right)$, i.e. $e_{j}\left(\mathbf{x}_{p_{j}}\right)=i$. We consider the event $e_{j}\left(\mathbf{x}_{p_{j}}\right)=i$ as an evidence and represent it with following form

$$
E_{j}\left(D \in C_{i}\right)= \begin{cases}1 & \text { if } e_{j}\left(\mathbf{x}_{p_{j}}\right)=i \text { and } i \in \Gamma  \tag{33}\\ 0 & \text { otherwise }\end{cases}
$$

According to the majority voting principle that the consensus is made only if there are more than a half of people in the committee who have the same opinion, the decision rule is defined as

$$
E(D)=\left\{\begin{array}{cl}
k & \text { if } E_{S}\left(D \in C_{k}\right)=\max _{i \in \Gamma} E_{S}\left(D \in C_{i}\right)>T  \tag{34}\\
M+1 & \text { otherwise }
\end{array}\right.
$$

where $\frac{N}{2} \leq T<N$ is a predefined threshold and

$$
\begin{equation*}
E_{S}\left(D \in C_{i}\right)=\sum_{j=1}^{N} E_{j}\left(D \in C_{i}\right), \quad i=1, \cdots, M \tag{35}
\end{equation*}
$$

## 5 Applications of Combination Methods to Text-Independent Speaker Identification

In this section, we present applications of all combination methods described in this paper to text-independent speaker identification. First, we describe the speech database and feature selection. Then individual classifiers used in the combination is described. It is followed by the results of individual classifiers and a specific combination. As a case study, finally, the results for comparison are also reported.

### 5.1 Speech Database, Feature Selection and Performance Evaluation

### 5.1.1 The Database

There is no standard database (benchmark) to evaluate speaker identification systems [44], though the DARPA TIMIT database which was originally designed to evaluate automatic speech recognition systems is often borrowed to evaluate speaker identification systems. The database for experiments reported in this paper is a subset of the standard speech database in China. This set represents 20 speakers of the same (Mandarin) dialect. Unlike the DARPA TIMIT database in which all utterances were recorded in the same session, the utterances in the database were recorded during three separate sessions. In the first session, 10 different phonetically rich sentences were uttered by each speaker. The average length of the sentences is about 4.5 seconds. In the second and the third sessions, 5 different sentences are uttered by each speaker, respectively. The average length of the sentences recorded in the second and the third sessions is about 4.4 and 5.0 seconds, respectively. All utterances were recorded in a quiet room and sampled at 11.025 kHz sampling frequency in 16 bit precision.

Some researchers have used the TIMIT database to evaluate their speaker identification systems and achieved the identifying accuracies close to $100 \%$ [ $6,7,8,32]$. However, it is not sufficient to claim that such systems are robust since there is little variation of speakers' characteristics carried in voices recorded in the same session. Actually, the performance of a speaker identification system should be evaluated by testing utterances recorded in different sessions [4, 22, 28, 29, 43, 44, 52, 59, 60]. As a result, in the experiments, the training set or Set-1 consists of 10 sentences recorded in the first session to train all individual classifiers. In addition, 5 sentences recorded in the second session are used as the training data or cross-validation data (Set-2) to train the combination schemes except the one based upon the voting principle and the test set or Set-3 is composed of 5 sentences recorded in the third session for testing both individual classifiers and combination methods described in the paper.

### 5.1.2 Feature Selection

Although Wolf outlined a set of desirable attributes on the chosen features for speaker recognition [64] more than 20 years ago, unfortunately, it is highly unlikely to find any set of features which simultaneously has all those attributes in practice $[4,18,21,22,24,28,44,49,52,56]$. As a result, several features have already been investigated $[4,21,22,28,34,63]$. The main outcome of the many feature selection studies was that features which represent pitch and the speech spectrum were the most effective for speaker identification. However, there is less agreement on which parameterization of the speech spectrum to use for features. Common spectrum representations for speaker identification are linear predictive coefficients and their various transformations (cepstral coefficients and PARCOR coefficients etc.) as well as the cepstrum and its variants such as Mel-scale cepstrum $[4,52,56,64]$. As a result, we select four common features for the experiments, i.e. linear predictive coding coefficients (LPCC), linear predictive coding cepstrum (LPC-CEP), cepstrum (CEPS) and Mel-scale cepstrum (MEL-CEP) [51].

On the other hand, it is generally agreed that the voiced parts of an utterance, especially vowels and nasal, are more effective than the unvoiced parts for text-independent speaker identification [4, 52, 56, 64]. In experiments, therefore, only the voiced parts of a sentence are kept regardless of their contents by using a simple energy measuring method. The length of the Hamming analysis window is 64 ms without overlapping. It should be noted that the size of the analysis window is slightly larger than the commonly used sizes (normally $16 \sim 32$ ms ) since it has been found that the identification performance is degraded with a normal analysis window [32]. Whenever the short-time energy of a frame of the sentence is higher than a predefined threshold, spectral features will be calculated. Furthermore, the samples are pre-emphasized by the filter $H(z)=1-0.97 z^{-1}$ and 24-order LPCC, 24-order LPC-CEP, 20-order CEPS and 20-order MEL-CEP are derived from the processed samples. For utterances of all 20 speakers, total numbers of feature vectors are 10057 frames in Set-1, 4270 frames in Set-2 and 4604 frames in Set-3, respectively.

### 5.1.3 Performance Evaluation

The evaluation of a speaker identification experiment is conducted in the following manner [52]. After feature extraction, the test speech is to produce a sequence of feature vectors denoted as $\left\{\vec{f}_{1}, \cdots, \vec{f}_{t}\right\}$. The sequence of feature vectors is divided into overlapping segments of $S$ feature vectors. The first two segments from a sequence would be

$$
\overbrace{\vec{f}_{1}, \overrightarrow{f_{2}}, \cdots, \vec{f}_{S}}^{\text {Segment 1 }} \vec{f}_{S+1}, \vec{f}_{S+2}, \cdots \quad \vec{f}_{1}, \overbrace{\vec{f}_{2}, \overrightarrow{f_{3}}, \cdots, \vec{f}_{S}, \vec{f}_{S+1}}^{\text {Segment 2 }} \vec{f}_{S+2}, \cdots
$$

A test segment length of 6.4 seconds would correspond to $S=100$ feature vectors for a 6.4 ms frame rate. In the experiments reported in this paper, we choose $S=100$; accordingly, total numbers of segments are 2290 in Set-2 and 2624 in Set-3, respectively, for utterances of all 20 speakers. Each segment of $S$ vectors is treated as a separate test utterance and identified using the classification procedures of either individual classifiers or the combination of multiple classifiers. Using a segment, the system produces either an identifying result or a rejection. The above steps are repeated for test utterances from each speaker in the population. The final performance evaluation is then computed according to the identifying rate, rejection rate and substitution rate. In the sequel, Identification, Substitution and Rejection is the abbreviations for identifying rate, substitution rate and rejection rate. Accordingly, the Reliability is defined as

$$
\begin{equation*}
\text { Reliability }=\frac{\text { Identification }}{100 \%-\text { Rejection }} \tag{36}
\end{equation*}
$$

In the experiments, each speaker has approximately equal amount of testing speech so that the performance evaluation is not biased to any particular speaker.

### 5.2 Individual Classifiers

Given a sequence of feature vectors, $\left\{\vec{x}_{s}\right\}$, produced from an unknown speaker, the next task of the speaker identification system is to classify that sequence as having come from one of the speakers in the known population. As mentioned in the introduction of this paper, there are various classifiers which have already been used in speaker identification $[6,7,11,13,19,25,28,32,33,46,47,52,54,59]$. For the same purpose as the selection of common features, we choose four benchmark classifiers commonly used in speaker identification [9, 18, 24, 28], i.e. distance classifier, vector quantization, multilayer perceptron and Gaussian mixture model.

### 5.2.1 The Distance Classifier

The long term averaging was an early method widely adopted for text-independent speaker identification. the basic idea underlying the methods is the comparison of an average computed on test data to a collection of stored averages developed for each of the speakers in training [42]. As a result, the distance classifiers play a prominent role for classification in the methods. In the methods, each speaker's voice characteristics are modeled by the average over all the feature vectors obtained from samples of the person's voice (training vectors), $\left\{\vec{x}_{t}^{(i)}\right\}_{t=1}^{T_{i}}(i=1, \cdots, K)$, as such, $\vec{\mu}^{(i)}=\frac{1}{T_{i}} \sum_{t=1}^{T_{i}} \vec{x}_{t}^{(i)}$. Then for classification, the average feature vector over the complete test utterance, $\left\{\vec{x}_{s}^{\prime}\right\}_{s=1}^{S}$, is computed as $\vec{m}=\frac{1}{S} \sum_{s=1}^{S} \vec{x}_{s}^{\prime}$ and compared to each speaker's model using a distance classifier as follows,

$$
\begin{equation*}
d\left(\vec{m}, \vec{\mu}^{(i)}\right)=\left(\vec{m}-\vec{\mu}^{(i)}\right)^{T} W^{(i)}\left(\vec{m}-\vec{\mu}^{(i)}\right) ; \quad i=1, \cdots, K . \tag{37}
\end{equation*}
$$

where $W^{(i)}$ is a matrix used to allow different weighings to different directions in the feature space. For a reference group of $K$ speakers, the test utterance is identified with speaker $k$ only if $k=\arg \min _{1 \leq i \leq K} d\left(\vec{m}, \vec{\mu}^{(i)}\right)$. With respect to the matrix $W^{(i)}$ in Eq.(37), there are various forms which result in the existence of multiple
distance classifiers $[3,25,28,42]$. In the experiments reported in this paper, the matrix $W^{(i)}$ has the following form:

$$
\begin{equation*}
W^{(i)}=\Sigma_{i}^{-1}, \quad \Sigma_{i}=\frac{1}{T_{i}} \sum_{t=1}^{T_{i}}\left(\vec{x}_{t}^{(i)}-\vec{\mu}^{(i)}\right)\left(\vec{x}_{t}^{(i)}-\vec{\mu}^{(i)}\right)^{T} ; \quad i=1, \cdots, K . \tag{38}
\end{equation*}
$$

### 5.2.2 Vector Quantization

As a non-parametric model, the vector quantization (VQ) classifier was applied to speaker identification [59, 38] and has since been the benchmark classifier for text-independent speaker identification systems. Typically, a speaker is modeled by a VQ codebook of $32 \sim 128$ vectors derived using the LBG algorithm [39]. The clustering and recognition are carried out using the distance measure in Eq.(37) with the matrix $W^{(i)}(i=$ $1, \cdots, K)$ in Eq.(38). The distance between a test vector $\vec{x}_{s}^{\prime}$ and the $i$ th speaker's codebook of $C$ template vectors, $\left\{\vec{\mu}_{1}, \cdots, \vec{\mu}_{C}\right\}$, is the distance of $\vec{x}_{s}^{\prime}$ to the closest template,

$$
\begin{equation*}
d_{i}\left(\vec{x}_{s}^{\prime}\right)=\min _{1 \leq j \leq C} d\left(\vec{x}_{s}^{\prime}, \vec{\mu}_{j}\right) \tag{39}
\end{equation*}
$$

The implicit segmentation and acoustic class comparison are performed simultaneously by finding a closest template in a speaker's codebook and using that distance as the speaker similarity measure. Classification of a sequence of test vectors, $\left\{\vec{x}_{s}^{\prime}\right\}_{s=1}^{S}$, is done by finding the speaker codebook producing the minimum average distance, which for the $i$ th speaker's codebook is defined as

$$
\begin{equation*}
\bar{d}_{i}=\frac{1}{S} \sum_{s=1}^{S} d_{i}\left(\vec{x}_{s}^{\prime}\right) ; \quad i=1, \cdots, K \tag{40}
\end{equation*}
$$

For a reference group of $K$ speakers, the test utterance is identified with speaker $k$ only if $k=\arg \min _{1 \leq i \leq K} \bar{d}_{i}$. In the experiments, for each speaker, the codebook consists of 32 vectors and the matrix $W^{(i)}(i=1, \cdots, K)$ in Eq.(39) is available from Eq.(38).

### 5.2.3 The Multilayer Perceptron

As supervised classifiers, neural networks have recently become popular and have been used for speaker identification $[6,7,9,11,13,46,47,54]$. Neural networks learn complex mappings between inputs and outputs and are particularly useful when the underlying statistics of the considered task are not well understood. The multilayer perceptron (MLP) is a type of neural network that has grown popular over the past several years. The MLP can be applied to speaker recognition as follows. First, the feature vectors are gathered for all speakers in the population. For a reference group of $K$ speakers, a target vector is designed so that the $i$ th component of the target vector corresponds to all feature vectors belonging to the $i$ th speaker $(i=1, \cdots, K)$ and it is labeled as "one" and the components for the remaining speakers are labeled as "zero" in the target vector. Thus, the MLP can be trained in the supervised manner for speaker identification. After training, for a test vector denoted as $\vec{x}_{s}^{\prime}$, the MLP produces an output vector $\vec{O}\left(\vec{x}_{s}^{\prime}\right)=\left[O_{1}\left(\vec{x}_{s}^{\prime}\right), \cdots, O_{K}\left(\vec{x}_{s}^{\prime}\right)\right]$. Accordingly, for a sequence of test vectors denoted as $\left\{\vec{x}_{s}^{\prime}\right\}_{s=1}^{S}$, the test utterance is identified with speaker $k$ only if $k=\arg \max _{1 \leq i \leq K} \bar{O}_{i}$, where $\bar{O}_{i}=\frac{1}{S} \sum_{s=1}^{S} O_{i}\left(\vec{x}_{s}^{\prime}\right) ; \quad i=1, \cdots, K$.

In the experiments reported in the paper, the three-layered fully connected MLP is used and the 2 -fold crossvalidation technique [50] is employed for finding an appropriate architecture of the MLP for the considered task. As a result, the numbers of neurons in the hidden layer cover from 32 to 36 which depend upon the dimension of chosen feature vectors. As usual, the number of neurons in the input layer is the dimension of a feature vector used as the input (In the experiments reported in this paper, the number of neurons in the input layer is either 20 or 24.) and the number of neurons in the output layer is the population of speakers in the system. (In the experiments reported in this paper, there are 20 neurons in the output layer.) The backpropagation algorithm is used for training the MLPs [55].

### 5.2.4 Gaussian Mixture Model

As a parametric model, the Gaussian mixture model (GMM) was more recently applied to text-dependent speaker identification [52] and has demonstrated excellent performance for short test utterances. The basic idea underlying the GMM method lies in that the distribution of feature vectors extracted from a person's speech is modeled by a GMM density. For a feature vector denoted as $\vec{x}_{s}^{\prime}$, the mixture density is defined as

$$
\begin{equation*}
P\left(\vec{x}_{s} \mid \Omega_{i}\right)=\sum_{j=1}^{M} \alpha_{j}^{(i)} P_{j}^{(i)}\left(\vec{x}_{s}\right), \quad i=1, \cdots, K . \tag{41}
\end{equation*}
$$

The density is a weighted linear combination of $M$ component uni-modal Gaussian densities described in Eq.(6), $P_{j}^{(i)}\left(\vec{x}_{s}\right)$, each parameterized by a mean vector, $\vec{\mu}_{j}^{(i)}$, and covariance matrix, $\Sigma_{j}^{(i)}$. Collectively, the parameters of a speaker's density model are denoted as $\Omega_{i}=\left\{\alpha_{j}^{(i)}, \vec{\mu}_{j}^{(i)}, \Sigma_{j}^{(i)}\right\}$. In this paper, diagonal covariance matrices are used like the work in [52]. Given a sequence of feature vectors from a person's training speech, maximum likelihood estimates of the model parameters are obtained using the EM algorithm [15, 52]. For a reference group of $K$ speakers $\mathcal{K}=\{1, \cdots, K\}$ represented by models $\Omega_{1}, \cdots, \Omega_{K}$, the objective is to find the speaker model which has the maximum of a posteriori probability for the input vectors, $\left\{\vec{x}_{s}^{\prime}\right\}_{s=1}^{S}$. Using logarithms and the assumed independence between observations, the test utterance is identified with speaker $k$ only if $k=\arg \max _{1 \leq i \leq K} \sum_{s=1}^{S} \log P\left(\vec{x}_{s}^{\prime} \mid \Omega_{i}\right)$ in which each $P\left(\vec{x}_{s}^{\prime} \mid \Omega_{i}\right)(i=1, \cdots, K)$ is given in Eq.(41). In the experiments reported in the paper, 32 components $(M=32)$ is used in the mixture model described in Eq.(41).

### 5.3 Results of Individual Classifiers and The Optimal Correspondency

First of all, we apply four chosen benchmark classifiers individually on each of four chosen common features for the text-independent speaker identification task. As mentioned above, the speech data in Set-1 were used for training each individual classifier. Since four feature sets are available from speech data in Set-1, each individual classifier was respectively trained on the four feature sets. As a result, each individual classifier will have four results corresponding to four feature sets when the speech data in Set-3 were used for testing. In the experiments, several thresholds are used to reject uncertain results and the best identifying result is obtained by trial and test. In this paper, the best identifying result yielded by a classifier or a method of combining multiple classifiers on a fixed test set is defined as the one with the maximal identifying rate. After four classifiers are respectively trained on four feature sets of speech data in Set-1, the best identifying results of four individual classifiers by testing speech data in Set-3 are shown in Table 1-4.

For convenience, we abbreviate names of combination methods described in this paper as follows. The linear combination method described in section 2 is called LIN-COM-DIF and the modified associative switch presented in section 3 is called M-ASSOC-SW. As for the methods described in section 4, the combination methods based upon Bayesian theory, Dempster-Shafer evidence theory and the voting principle are called BAYES, D-S and VOTING, respectively. In order to combine multiple classifiers with different features using LIN-COM-DIF and M-ASSOC-SW, the output of each classifier needs transforming into the standard form described in Eq.(1) using Eq.(2). As a result, two functions are chosen for the purpose as follows. The outputs of the MLP classifier and the GMM classifier are processed by the function $g(s)=s$ and the outputs of the distance classifier and the VQ classifier are processed by the function $g(s)=1 / s$. In the experiments of the M-ASSOC-SW method, the architecture of the MLP used for selecting a winner is a three-layered fully connected neural network with 4 input neurons, 4 hidden neurons and 4 output neurons and the standard backpropagation algorithm was used to train the MLP. Except the VOTING method, in the experiments, the speech data in Set-2 is employed to train each combination scheme or provides the a priori knowledge for combination, i.e. the training of each subscheme in the LIN-COM-DIF and the winner-take-all combination mechanism in the M-ASSOC-SW as well as the achievement of the confusion matrices in the BAYES and performance of each individual classifier (recognition rate and substitution rate) used in the D-S. In the VOTING method, the
combination is directly fulfilled in the test set. (Actually, the test results on Set-2 may be helpful to the selection of an appropriate rejection rate during testing on Set-3). In the sequel, all results reported were obtained by testing speech data in Set-3.

In the current problem of combination, there are four different classifiers which were respectively trained on four different feature sets. It results in 16 possible cases for combination. We call each of such cases correspondency defined as the corresponding relation between those combined classifiers and their input features for a specific combination. For instance, $K$ individual classifiers, classifier- $1, \cdots$, classifier- $K$, are respectively trained on $K$ feature sets, feature- $1, \cdots$, feature- $K$. If these $K$ classifiers are combined somehow after the training of $K$ individual classifiers finishes, such a corresponding relation between $K$ classifiers and their input features, i.e. classifier-k with feature- $(k=1, \cdots, K)$, will be called a correspondency. Moreover, the correspondency which can yields the best identifying result is called optimal correspondency. We have exhaustively investigated all 16 correspondencies using all combination methods described in section 2-4. For each combination method, 10 rejection thresholds which are uniformly distributed over the appropriate intervals defined in decision rules in Eq.(7), Eq.(23), Eq.(29), Eq.(32) and Eq.(34) were also selected to find the best identifying result by trial and test. As a result, We found an optimal correspondency from 16 possible correspondencies on the current speech database and the optimal correspondency is listed in Table 5. Using the optimal correspondency, we found that all combination methods described in the paper could yield the best identifying results. As a result, the best identifying results produced by different combination methods on the optimal correspondency and the corresponding rejection thresholds are shown in Table 6.

For the purpose of comparison, we have done the experiments on the optimal correspondency using the original associative switch in [69] and the proposed method in section 3. In [69], several methods were proposed for producing the desired output of the MLP used for selecting a winner. In the experiments, we exhaustively used those methods in [69] and only the best identifying result is reported here. We call the original associative switch ASSOC-SW and the best identifying results produced by the M-ASSOC-SW and ASSOC-SW are shown in Table 7. It is evident from the simulation that the modified associative switch outperforms the original one.

### 5.4 The Results for Comparison

As mentioned above, there are 16 possible correspondencies. In addition, there are several methods of combining multiple classifiers available in this paper. Although we have exhaustively done experiments on all correspondencies, we cannot report all of experimental results due to the limited space. For the purpose of comparison, we merely report some typical experiments for exploring different combinations. It should still be noted that several thresholds have been used in combinations of classifiers and only best identifying results are reported here.

Since there are four results of each classifier on four features of the same raw data, it is natural to consider such a correspondency to use the features such that individual classifiers can respectively achieve the best identifying result. According to results reported in Table 1-4, we could achieve the correspondency listed in Table 8. For convenience, the correspondency between classifiers and features is called correspondency1. Accordingly, the results of correspondency-1 using different combination methods are shown in Table 9. However, its performance is slightly worse than the optimal correspondency's.

To investigate the complementarity among different features, the experiments of combining classifiers (the same type) with four different features have been conducted. In the experiments, one kind of classifier is chosen and respectively trained with four different features of raw data. Due to the limited space, in Table 11, we merely report the results of so-called correspondency-2 listed in Table 10. For other similar correspondencies, the results of other kinds of classifiers chosen in this paper are quite similar to the results on correspondency- 2 .

We have also conducted some experiments for combining four different classifiers with the same feature. The circumstance often occurs in most of pattern recognition problems. For convenience, correspondency3, correspondency-4 and correspondency-5 denote correspondencies listed in Table 12-14, respectively. In addition, it was difficult to obtain better results than the best one of the individual classifier reported in Table 4 (the GMM classifier with the feature MEL-CEP) by combining four classifier with the feature CEPS. Therefore,
the results of combining classifiers with the feature CEPS is not reported here. In addition, it is worth noting that in the circumstance of multiple classifiers with the same feature the LIN-COM-DIF method is degenerated into the method in [65]. That is, it is just the case that there is the unique $\beta_{1}$ and the value $\beta_{1}$ is always one in Eq.(4). Here, we still call the method LIN-COM-DIF for consistency. Accordingly, the results of correspondency-3, correspondency-4 and correspondency-5 are shown in Table 15-17, respectively.

On the basis of all experimental results, it is evident that the proposed method called LIN-COM-DIF could achieve the improved results for all cases. The method called BAYES could also achieve the satisfactory results for all cases except the correspondency-3, which is consistent with other applications of the BAYES method [50, 68].

## 6 Conclusions

We have described several methods of combining multiple classifiers with different features and their application to text-independent speaker identification In particular, we classify the state-of-the-art techniques for combining multiple classifiers into three frameworks. The methods in the same framework share the similar principle for combination. Based upon the experimental results, we have demonstrated that the performance of the text-independent speaker identification system is significantly improved and the methods of combining multiple classifiers with different features described in this paper outperform not only the individual classifiers but also the methods of combining multiple classifiers with the same feature. Moreover, it is evident from simulations that the proposed linear combination method outperforms other methods described in the paper. However, there are two open problems in the combination of multiple classifiers with different features. One is that there is no analysis of value of information from dependent classifiers in the case of different features as input though the topic has been recently discussed in the case of the same feature as the input of dependent classifiers [35]. The other is that for a given task an effective method of searching for an optimal correspondency on available classifiers and different features will be needed to be developed though the exhaustive way might work as it did in the paper. We shall explore these problems in our ongoing research.
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Table 1: The results(\%) of the distance classifier

| Feature (Input) | Identification | Substitution | Rejection | Reliability |
| :---: | :---: | :---: | :---: | :---: |
| LPCC | 74.46 | 18.19 | 7.35 | 80.37 |
| LPC-CEP | 74.80 | 13.38 | 11.82 | 84.83 |
| CEPS | 64.66 | 25.50 | 9.84 | 71.72 |
| MEL-CEP | 76.03 | 16.46 | 7.51 | 82.20 |

Table 2: The results(\%) of the vector quantization classifier

| Feature (Input) | Identification | Substitution | Rejection | Reliability |
| :---: | :---: | :---: | :---: | :---: |
| LPCC | 73.33 | 14.44 | 13.23 | 83.36 |
| LPC-CEP | 88.30 | 3.20 | 8.50 | 96.51 |
| CEPS | 80.87 | 16.50 | 2.63 | 83.05 |
| MEL-CEP | 88.49 | 1.30 | 10.21 | 98.55 |

Table 3: The results(\%) of the multilayer perceptron classifier

| Feature (Input) | Identification | Substitution | Rejection | Reliability |
| :---: | :---: | :---: | :---: | :---: |
| LPCC | 88.57 | 6.93 | 4.50 | 92.74 |
| LPC-CEP | 86.93 | 8.16 | 4.91 | 91.43 |
| CEPS | 65.05 | 22.33 | 12.62 | 74.44 |
| MEL-CEP | 83.75 | 5.10 | 11.15 | 93.27 |

Table 4: The results(\%) of the Gaussian mixture model classifier

| Feature (Input) | Identification | Substitution | Rejection | Reliability |
| :---: | :---: | :---: | :---: | :---: |
| LPCC | 86.32 | 6.97 | 6.71 | 92.53 |
| LPC-CEP | 91.65 | 2.82 | 5.53 | 97.02 |
| CEPS | 81.67 | 11.09 | 7.24 | 88.04 |
| MEL-CEP | 91.73 | 1.37 | 6.90 | 98.53 |

Table 5: The optimal correspondency on classifiers and features

| Classifier | Distance-Classifier | VQ | MLP | GMM |
| :---: | :---: | :---: | :---: | :---: |
| Feature (Input) | LPCC | MEL-CEP | LPC-CEP | MEL-CEP |

Table 6: The results(\%) of the optimal correspondency using different combination methods

| Method | Rejection-Threshold | Identification | Substitution | Rejection | Reliability |
| :---: | :---: | :---: | :---: | :---: | :---: |
| LIN-COM-DIF | 0.1 | 97.33 | 0.00 | 2.67 | 100.0 |
| M-ASSOC-SW | 0.6 | 94.78 | 5.22 | 0.00 | 94.78 |
| BAYES | 0.9 | 97.07 | 0.00 | 2.93 | 100.0 |
| D-S | 0.6 | 96.38 | 1.64 | 1.98 | 98.33 |
| VOTING | 2 | 95.58 | 0.69 | 3.73 | 99.28 |

Table 7: The results(\%) of the optimal correspondency using M-ASSOC-SW and ASSOC-SW

| Method | Identification | Substitution | Rejection | Reliability |
| :---: | :---: | :---: | :---: | :---: |
| ASSOC-SW | 93.25 | 6.75 | 0.00 | 93.25 |
| M-ASSOC-SW | 94.78 | 5.22 | 0.00 | 94.78 |

Table 8: Correspondency-1 on classifiers and features

| Classifier | Distance-Classifier | VQ | MLP | GMM |
| :---: | :---: | :---: | :---: | :---: |
| Feature (Input) | MEL-CEP | MEL-CEP | LPCC | MEL-CEP |

Table 9: The results(\%) of correspondency-1 using different combination methods

| Method | Identification | Substitution | Rejection | Reliability |
| :---: | :---: | :---: | :---: | :---: |
| LIN-COM-DIF | 97.17 | 1.23 | 1.60 | 98.75 |
| M-ASSOC-SW | 93.87 | 4.69 | 1.45 | 95.25 |
| BAYES | 96.80 | 3.20 | 0.00 | 96.80 |
| D-S | 94.13 | 2.36 | 3.61 | 97.56 |
| VOTING | 93.75 | 0.91 | 5.34 | 99.04 |

Table 10: Correspondency-2 on classifiers and features

| Classifier | MLP | MLP | MLP | MLP |
| :---: | :---: | :---: | :---: | :---: |
| Feature (Input) | LPCC | LPC-CEP | CEPS | MEL-CEP |

Table 11: The results(\%) of correspondency-2 using methods of combining classifiers

| Method | Identification | Substitution | Rejection | Reliability |
| :---: | :---: | :---: | :---: | :---: |
| LIN-COM-DIF | 93.80 | 6.12 | 2.08 | 95.79 |
| M-ASSOC-SW | 91.03 | 8.47 | 0.5 | 91.49 |
| BAYES | 91.99 | 7.89 | 0.12 | 92.10 |
| D-S | 89.38 | 6.93 | 3.69 | 92.73 |
| VOTING | 88.87 | 6.30 | 4.83 | 93.38 |

Table 12: Correspondency- 3 on classifiers and the feature

| Classifier | Distance-Classifier | VQ | MLP | GMM |
| :---: | :---: | :---: | :---: | :---: |
| Feature (Input) | LPCC | LPCC | LPCC | LPCC |

Table 13: Correspondency-4 on classifiers and the feature

| Classifier | Distance-Classifier | VQ | MLP | GMM |
| :---: | :---: | :---: | :---: | :---: |
| Feature (Input) | LPC-CEP | LPC-CEP | LPC-CEP | LPC-CEP |

Table 14: Correspondency-5 on classifiers and the feature

| Classifier | Distance-Classifier | VQ | MLP | GMM |
| :---: | :---: | :---: | :---: | :---: |
| Feature (Input) | MEL-CEP | MEL-CEP | MEL-CEP | MEL-CEP |

Table 15: The results(\%) of correspondency-3 using methods of combining multiple classifiers

| Method | Identification | Substitution | Rejection | Reliability |
| :---: | :---: | :---: | :---: | :---: |
| LIN-COM-DIF | 92.77 | 5.40 | 1.83 | 94.50 |
| M-ASSOC-SW | 89.22 | 8.46 | 2.32 | 91.34 |
| BAYES | 77.25 | 16.04 | 6.71 | 82.80 |
| D-S | 91.05 | 5.60 | 3.35 | 94.21 |
| VOTING | 90.58 | 4.62 | 4.80 | 93.47 |

Table 16: The results(\%) of correspondency-4 using methods of combining multiple classifiers

| Method | Identification | Substitution | Rejection | Reliability |
| :---: | :---: | :---: | :---: | :---: |
| LIN-COM-DIF | 95.29 | 3.53 | 1.18 | 96.43 |
| M-ASSOC-SW | 91.86 | 6.46 | 1.68 | 93.43 |
| BAYES | 96.11 | 3.89 | 0.00 | 96.11 |
| D-S | 91.27 | 6.59 | 2.14 | 93.27 |
| VOTING | 92.98 | 2.78 | 4.24 | 97.10 |

Table 17: The results(\%) of correspondency-5 using methods of combining multiple classifiers

| Method | Identification | Substitution | Rejection | Reliability |
| :---: | :---: | :---: | :---: | :---: |
| LIN-COM-DIF | 96.50 | 2.54 | 1.96 | 98.43 |
| M-ASSOC-SW | 93.15 | 6.85 | 0.00 | 93.15 |
| BAYES | 95.20 | 4.76 | 0.04 | 95.23 |
| D-S | 94.13 | 4.80 | 1.07 | 95.15 |
| VOTING | 91.12 | 0.91 | 7.97 | 99.01 |

