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Sophisticated features (e.g. IFV, CNN) 
are expensive, but perform greatly

Cheap features (e.g. LBP, GIST) 
are efficient, but perform poorly 

Better cheap features in the 
framework of Mahalanobis distance
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The CNN features 
teach LBP and GIST

Better metrics for the cheap 
features

Metric Imitation

2

1 …

…2

Experiments
• Four  vision tasks: image clustering, image retrieval, instance-based object retrieval, and super-resolution
• Three sophisticated features: the CNN features (4096) [2], SIFT-LLC (21504) [3], and Object Bank (44604) 
• Three cheap features: GIST (20), and PHOG (40), and LBP (59)
• Two types of manifold structures: LLE [4] and LapEigen [5].   
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Retrieval
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Table 4: MAP of image retrieval by MI on the Holidays and UKbench datasets, when 
the recall is set to 1.0.

Table 1: Purity of image clustering, where 50% of the images are used for 
training and the rest for testing.

Table 2: Purity of clustering by Metric Imitation (MI) across classes, where half of 
the classes are used for training and others for testing.

Table 3: MAP of  image retrieval with LBP, GIST and PHOG (LGP) as the TFs. 
50% images for training and the rest for testing. Recall is set to 0:1.

Table 5:Average PSNR on Set5 and Set14.

Sophisticated Features, e.g. CNN ‘Intrinsic’ Manifold WLLE Encoding

Mapping Matrix and the DistanceCheap Features, e.g. LBP Generalized Eigenvector Problem [1]

Manifold Transfer
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MI / 27.7 dBSRCNN / 27.1 dBANR / 26.9 dBBicubic / 25.5 dB

TFs = cheap target features;  SFs = expensive source features

TFs = cheap target features;  SFs = expensive source features

Metric Imitation 
Training 

1. Learn the ‘intrinsic’ manifold      of training data with sophisticated features  
2. Learn a (linear) mapping function      for the cheap features           to approximate 

Testing
1. Compute the cheap features           for testing images 
2. Obtain the final features         by a (linear) mapping:
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