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## ABSTRACT

A micro-miniaturized digital processor was utilized in the development of a sampled data process controller. While general purpose in nature, the processor was applied specifically to control temperature. Physically the processor was found to be well suited for industrial environments, as it's relatively slow speed and high switching voltage levels made it exceptionally noise immune. Successful application was found to be more dependent on external software development support than anything else. This is because of the very limited nature of the processor in terms of memory and input-output peripherals.

SUMMARY
This report documents the application of an Intel MCS-8 microprocessor to sampled data process control. Microprocessors are small scale digital processors which offer low cost, small size, and high reliability to areas such as process control. The programming and application of microprocessors, however, present problems much different than those associated with minicomputer applications. Hence a major portion of the development was expended solving these problems, most of which centered around software development. It was concluded that software could only be conveniently and inexpensively developed with the use of a larger computer system.

The MCS-8 was found to be a highly reliable unit, and considerably more immune to electrical noise than conventional digital logic. This is due in part to its $p$-channel MOS construction, and in part to its relatively slow execution speed (higher speed logic is inherently more susceptible to electrical noise).

Because of the low cost of microprocessors, many new application areas will become feasible. But this depends directly on minimizing other development costs as well, notably software development costs. The potential impact of microprocessors on technology and productivity is tremendous if the application problems are known and understood.
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## A MICROPROCESSOR SAMPLED DATA PROCESS CONTROLUER

## INTRODUCTION

Under initial funding from Lawrence Livermore Laboratory, Livermore, California, and later by funding from Dow Chemical, Rocky Flats Division, Golden, Colorado, Battelle was directed to undertake two tasks. First, establish the feasibility of using large scale integrated (LSI) circuit computers known as microprocessors in industrial environments; and secondly to implement a digital brazing process oontroller with a microprocessor. This report is concerned primarily with the later task, but discusses topics of the former where pertinent.

## Application Description

The wider goal, of which this development was a part, was to upgrade the performance of a brazing process and minimize uncertainties of the joint parameters. This, in turn, would reduce rejects and improve component reliability, and would ease the problems of a component failure analysis.

The braze is done under high vacuum, with heat applied by an inductively coupled coil. The coil is fed by a three phase motor-generator. Heating energy is controlled by the voltage applied to the generator's primary winding. Presently the brazing temperature is uncontrolled, and its rise time varies from part to part, depending upon the degree of coupling between the heating coil and the part. Also the temperature rise, or overshoot, after the braze occurs is unknown. The object of closed loop control is to have repeatable rise time and minimal overshoot. It was also specified that a post-braze temperature hold be maintained for a selectable period of time.

During discussions of this problem at Battelle in March of 1972 it was agreed that a small digital processor with its control program stored in an unchangeable type of media, termed a read only memory (ROM) ${ }^{1}$, would satisfy the requirements of the controller for the brazing process. Recent semiconductor developments had made available a digital processing unit in a single integrated circuit (IC), which was ideal for the processor required by the controller. From this base a controller was developed using the microprocessor and analog input and output subsystems. The use of ROM for program storage eliminated the problems of alteration caused by elec-tro-magnetic interference (EMI). ${ }^{2}$

## Feasibility

The use of microprocessors in industrial applications have been demonstrated to be a viable alternative to conventional control techniques. They offer improvements in reliability, capability, and cost. Further, such advantages as vastly simplified maintenance techniques (the "throwaway" philosophy) will minimize the necessity of employing skilled technicians to keep this equipment in operating order, which is especially inviting at a time when skilled labor is becoming increasingly scarce. But this is the positive outlook, the negative aspects include the fact that digital processors are high technology devices, and require at least an acquaintence with the numerous technologies they touch on. The difficulty is that many of these areas are simply out of the realm of the average control engineer. In other words, some education and re-orientation of one's thinking are in order. For instance, the idea that reliability is a function of the switching function complexity (i.e. the number of relay contacts) does not hold for microprocessors, where reliability is more a function of the number of interconnections. As the complexity of the

[^0]individual circuits increase the number of interconnections drop significantly, thus yielding a considerable reliability increase.

A

Obsolescence of the controller is minimized by (a) the universality of the control element, and (b) the ability of the unit to be reprogrammed. The latter feature is especially important with an in-place process which must be updated to some new specifications. Redesign of an existing relay control panel is a costly and time-consuming task, but the alteration of a control program is a far less formidable undertaking. Testimony to this observation is readily available fram numerous special purpose controllers now obsolete, while computers procured at the same time are still performing valuable functions.

Apparent contradictions will be the order of the day for some time for those recently introduced to this area. The initial impression one has of microprocessors is that of unbridled complexity. Yet microprocessors represent simplicity itself. Instead of being confronted with a bewildering array of semi-compatible control elements the microprocessor represents a definite move toward standardization. Instead of hundreds or thousands of unique components a control function can be performed by single component, the digital processor. Many functions can be executed by one processor, whose particular character is governed by the control program.

The control engineer who is unacquainted with computer technology is not the only one caught in the tides of change. Engineers already associated with computer applications must accept same radically different theorems of use ("rules of thumb") ooncerning microprocessors. For the most part the central processor was treated as a scarce resource which must be utilized to the utmost. This is direct result of the cost of the processor and its associated peripherals. Consequently much effort has been expended to make programs as efficient as possible, and to maximize the number of functions performed by the processor (the most irritating sight a programmer can see is a computer which is not being used). This conœept is being invalidated by the microprocessor, whose cost is becoming
an insignificant factor. In other words the processor has changed from a scarce resource to an overabundant resource, which can be used almost at will. The impact of this new factor alone is so immense as to defy full onsideration.

If the processor is no longer the scarce resource, what is? Unquestionably this is in the domain of invested man-time, which continues to rise and is accelerated by the rapidly changing technology. If savings are to be realized it will be by minimizing the invested man time in each application. Specific recommendations will be made as how to fully use microprocessors, while minimizing the investment in both man-time and equipment. But it must be expected that a greater development of capabilities is required than, say, relay controller design. It is only through the availability of powerful development tools that the full advantage of microprocessors can be gained.

Sampled Data Control Systems
Originally sampled data control systems implied the existence of a sampler in what was otherwise a continuous system. The sampler would measure a continuous signal at discrete points in time for short intervals, thereby approximating the input with a pulse train similar to Fig. 1.


FIGURE 1. Signal sampling

While sampled data control systems still are used which contain continuous type components this term is more often applied to digital control systems which, by the very nature, are discrete. Indeed, it was the advent of practical digital control systems that motivated the theoretical development of sampled data control.

Unfortunately until very recently the cost and reliability of a completely digital system had a hard time competing directly with analog controllers economically. The prime use of computers was not in the control loops, but in a supervisory role performing functions which simply could not be done with analog techniques. Now, however, the economics of LSI make it feasible for general digital controllers to compete directly with their analog counterparts, almost on a loop-for-loop basis.

## Feedback Control

The initial goal was to implement a single feedback control loop as diagranmed in Fig. 2.


FIGURE 2. Single toop feedback control
The target, or desired control point is $R(t)$, while $C(t)$ is the actual process output, in this case temperature. Their difference, the control error $e(t)$, is what the controller uses to compute the control action, $U(t)$.

As the time functional notation suggests $R(t)$ is not a constant "setpoint," but is rather a function of time, or a time profile. This allows the temperature to be increased in a controlled manner during a brazing cycle and makes the temperature control more stable.

The feedback control system of Fig. 2 takes on the physical formulation of Fig. 3.


FIGURE 3. Controller internal view
The temperature, which corresponds to $C(t)$, is sensed by a thermooouple, and is amplified and converted to digital form by the controller. The control output, $U(t)$, is in the form of rotary motion derived from a stepping motor. This is converted to electrical energy by a Variac to ultimately supply power to a heating coil. The independent control variable, $R(t)$, is generated internally by the controller from a profile table.

## Development Sequence

While the end result is most visible in the hardware form the major part of the development effort was in software. This includes not only the control program, but several other programs written for a Battelleawned SEL 840. The SEL 840 proved to be a convenient vehicle with which to develop the controller software, most of which was designed and operational before any hardware had been recived. Part of the SEL 840 software included a simulator for the microprocessor. With this program the SEL 840 simulated the microprocessor in every detail, allowing it to be used to debug software for use on the microprocessor.

Final design of the hardware was not done until the software was completely operational. This resulted in the least number of hardware design changes, and the most efficient software design. Then the hardware was breadboarded using a device designed for this purpose by the manufacturer of the microprocessor. This breadboard was used to find any errors in the control program, and to check out a data link to the SEL 840. This
data link was used primarily to load programs into the controller the programs were stored in volatile memory at this time). Because all of these preparatory steps were taken the main task involved with the prototype were final fabrication details, as most all the design problems had been solved. The prototype controller, remote control box, and stepping motor are pictured in Fig. 4.


FIGURE 4. Prototype braze controlzer

## CONCLUSIONS AND RECOMMENDATIONS

Reliability
The initial conclusion I have reached based on personal experience with MCS-8 processors at Battelle and other installations is that they are highly reliable and relatively immune to EMI. The only reliability problems I enoountered were with the RAM memory units. ${ }^{l}$ These exhibited a failure rate which was unusually high (ten percent of exercised units). The sample size, however, was too small ( 40 IC's) to base a firm judgment on.

The PROM's were never observed to fail when used properly. They are probably a more reliable memory medium than the more common magnetic core memories. The later deviœs are known to be susceptible to EMI commonly found in industrial environments. The immunity of the PROM's is due to the insulated floating gate on which the data are stored (each integrated circuit has 2048 such gates). This gate is isolated in an extremely high resistance material. Data are stored by avalanche injecting a charge into the gate by relatively high voltage pulses. Since EMI is highly unlikely to duplicate these conditions the only possibility for loss of data is through degradation of the charge stored on the gate by leakage (it can also be erased with a high intensity short wavelength ultraviolet light). This degradation has been measured and found to take years to occur (only about three years data are available, with estimates based on projections past this point). This failure mechanism is considered to be insignificant as annual, or bi-annual, re-programming defeats it.

Reliability of the processor can be further increased by minimizing the digital logic external to the processor. As is explained in the section on the micro oomputer set, much of this external circuitry is due to the choice of packaging of the MCS-8. The deviœ is pin limited and must multiplex data in and out of the processor. Much of the external circuitry is required to handle this multiplexing.

1 Volatile storage devices used for storing progrom variables.

## Other Processors

Intel will soon introduce an improved version of the 8008 processor, numbered 8080, which will eliminate these and other problems with the unit. Furthemore, programs written for the 8008 will run on the 8080 (which is what is called "upwards compatible"). The instruction set will be expanded by about 60 percent more instructions than are available with the 8008 , and will execute these instructions several times faster than the 8008.

Future applications should definitely consider other available microprocessors. Currently most semiconductor manufacturers are developing microprocessors, some of which are available. An incomplete list of these companies is:

American Microsystems, Inc.
Computer Automation
Fairchild Semiconductor
National Semiconductor
RCA
Rockwell International
Teledyne
Texas Instruments.
Of these only Computer Automation and Rockwell International have units available, while Teledyne repackages chips manufactured by some other firm (as many as 30 companies are packaging the Intel processors, mostly the MCS-4).

Choice of the processor will increasingly depend less on performance and more on software support. This is a simple result of the generally long time constants found in process control (high performance applications, of course, will be an exception). In other words if a processor can perform a task within specified time constraints the major consideration will be what it costs to build and program it. And since the oosts of building the processor are decreasing the major cost will increasingly be programming (high volume applications are the exception here).

## Cost Reduction

Software costs can be minimized in at least two ways. The first way is to take advantage of vendor supplied software. This typically consists of programs such as assemblers, compilers, and operating systems. Selection of a processor can in part be based on the software available for it and the cost of that software. Intel offers programs written in Fortran to assemble code for the MCS-8 and simulate the MCS-8, either as an outright sale or from a time sharing service. For us neither of those choices was acceptable due to the high cost. It was more economical to develop the same programs for our own computer system. The reason for that lies in the fact that this type of program, when written in Fortran, becomes machine dependent. The effort involved in adapting the Fortran oode for our own system plus the acquisition cost made it more economical to design what we wanted to begin with.

Computer Automation, a minicomputer manufacturer as opposed to a semiconductor manufacturer, based their micro design on a previous minicomputer series. Since the instruction sets were compatible, software developed for the earlier series can be used with the micro series. This presents the tremendous advantage of a large body of existing software. It must be understood that the Computer Automation processor is considerably more powerful than the MCS-8, being comparable to most miniomputers in all respects with the exception of speed. Thus with a reasonable amount of memory (at least 4 K words) it is possible to operate an assembler with the unit. The primary disadvantage here is with the lack of high speed peripherals and mass storage. This can be overcome by using it in conjunction with another computer system already possessing those peripherals, communicating by means of a medium speed data link (an asynchronous 9600 baud interface will do nicely).

Another approach to take is to develop a simulator for the target computer, and execute the assembler with simulator on the host computer. This has proven satisfactory in the past, and has the great advantage of not requiring the availability of the target computer. The value of a good simulator, in this and other respects, should not be under-estimated.

Almost all of the software development for this project was done in this fashion, with few changes when run on the actual processor. If this approach had not been taken a delay of between one and two months would have resulted. In addition, program changes can be tested with the simulator before they are installed in the field. If the process operation is critical, or the time to deliver and install a change lengthy, this alone can be justification for the simulator's development.

The other area where software development costs can be saved falls in the category of remote site assistance. Generally the application process will be physically separated from the research and development location, perhaps by thousands of miles. Thus it may be inconvenient, or patently impractical, to make repeated trips to the host computer for program changes and re-assemblies. Yet the use of these facilities is very useful for such purposes as

- Program debug
- Equipment installation
- Program changes
- Proœss alterations.

The obvious conclusion is some sort of data link between the host computer and the process control site. Where it is infeasible to install a dedicated communications line the telephone lines can be used. This requires a data modulator/demodulator (modem) at each location. The use of switched telephone lines for data transmission involves well known problems. These problems can and have been solved by the use of error checking techniques. The teletype interface can be used to omplete the data link from the modem to the MCS-8 processor (the serial data format is compatible with most modems). In this case the Teletype cannot be used while the modem is connected to the processor. A second telephone line would be necessary for the operators at each end to communicate. Another alternative is the addition of an interface dedicated to the modem so that the Teletype would be on-line with the processor while the communications link is established.

The primary use of the data link would be to load programs in writable storage (RAM), but other uses come to mind. For instance, by means of the necessary "operating system" (not to be confused with operating systems developed for larger systems) the system developer could monitor and change program data and parameters during operation. At present this can only be done by stopping the processor and, hence, the process.

## Packaging

Packaging and interface hardware can easily dwarf the cost of the microprocessor, its peripheral logic, and memory. And adapting a particular microprocessor to a package configuration consistent with the user's usual electronics packaging can be an expensive proposition. Packaging alone can sway the choice from a lower cost, higher performance processor, merely because the older processor is already available in a desirable package.

## INSTALLATIION

## Controller

The controller rack mounts and is equipped with ball bearing slides with a tilt-lock mechanism. Other than physical proximity to the brazing process the only consideration need be given toward placement is the availability of free air flow behind the unit. The box has two fans, one for blowing cool air in and the other for exhausting hot air. The input fan has no filter so if installation is in a dusty area it may be wise to add a filter to this fan.

## Cables

The unit has three cables which mate to the controller via two connectors. The analog input uses a special twisted pair shielded cable and three conductor coaxial connector (both manufactured by Trompeter Electronics), J56, for minimal electrical noise pickup (Fig. 5).

The other two cables are for the remote control box and the stepping motor. They both use J53, control output, for mating to the controller, and are both ten feet long.

## Stepping Motor

The HS-50 stepping motor requires a 15 volt, 6 amp power supply, connected by terminal strip J55 (Fig. 5). If desired, the power can be provided by two 15 volt, 3 amp supplies. Good regulation of this power is not necessary, and a brute force regulated supply is more than sufficient. Sixteen gauge wire should be used in the power distribution.

The program is designed to have the motor connect directly to a Variac, or equivalent. The control output is limited to 180 degrees maximum rotation for this reason. If the 85 oz -in torque of the motor is insufficient to rotate the shaft, gearing can be added, but this will require a program change.

Because there is no feedback from the stepping motor it is necessary for the program to rotate the motor far enough in CCW direction to reach a travel limit. After this initialization has been accomplished the program
maintains the motors position by counting all output pulses, until heat is to be shutoff following the braze melt. At this time initialization is repeated to assure no accumulating error. A limit switch is sensed by the program to prevent excessive rotation of the Variac.

## OPERATING INSTRUCTIONS

## Normal Operation

When power is first applied to the controller it will be necessary to restart the unit by pressing the switch on the front panel. This will also initialize the control program and return the stepping motor to hame position, so that in the event of an emergency automatic control can be shut off by pushing the restart switch.

Usually power will be on and the program running. Under these conditions the operator need only be concerned with the pushbutton switches on the remote control box. A brazing cycle is initiated by pressing the START switch. This commands the controller to raise the temperature up to the brazing point at a preset rate (see Adjustments section for discussion of this and other control settings). Once at the brazing temperature the controller will hold indefinitely at this temperature until the operator signals that melt has occurred by pressing the MELT switch. This causes the controller to continue holding for a pre-set time period, after which the heat is shut completely off.

## Adjustments

Controller adjustments are located inside of the enclosure towards the front on the right hand side (see Fig. 6). Adjustments include three gain control potentiometers for the feedback compensation and two data entry switches for profile control. The parameters determined by the later two switches set the rate of rise (in minutes to reach brazing temperature) and the hold time following the braze melt (in tens of seconds) before heat shut-off. The hold time may not be set at zero, as the program will treat this situation incorrectly.

## Control Response Adjustments

The gain constants associated with each of the three different oontrol actions: proportional, integral, and differential, are set by the previously mentioned potentiometers. For satisfactory operation these controls must be set correctly, or either under-control or unstable response will result. Many references in the literature describe techniques


FIGURE 6. Controlzer intemal view.
for setting these controls, but most assume detailed characterization of the controlled process. The method given here anticipates the absence of this knowledge, and only requires a strip chart recorder attached to the temperature feedback signal (full scale should be 50 mv ).

One note of caution: the response of any particular brazing setup will be affected by the degree of coupling between the heating coil and the part. The control response should take this into account by being set on the conservative side. Otherwise a test part with adequate coupling may control well when a production part with poorer coupling is partially unstable. Strip chart records of the temperature profile should be maintained for the first few parts following an adjustment for this reason.

Proportional Gain. The bulk of the control response will undoubtedly be proportional, that is the control output (the amount of heat being applied to the part) will be proportional to the difference between the desired profile temperature and the actual (measured) temperature. The important thing to note is that there must be some temperature error to produce any proportional response. Thus for any temperature other than ambient with proportional response only, a steady state temperature offset will exist. Increasing proportional gain will decrease the amount of the offset, but can never fully eliminate it. At some point further increases in proportional gain will cause the system to go unstable and oscillate (this is called the ultimate proportional gain). A reasonable proportional gain setting is half this value. Fig. 7 represents the effects of increasing proportional gain. The third adjustment is the ultimate gain setting, and the process is in continuous oscillation at this point.

Integral Gain. The offset error that accompanies proportional-only control can be eliminated by the introduction of integral control. The control output in this mode is proportional to the integral of the control error. Thus even a small offset will integrate over some time period to a sizable control response. In fact, any degree of integral control has infinite gain for dc control errors. The integral gain merely determines the rate at which integral accumulates.

The infinite dc gain of integral (also known as reset) control allows it to reduce the steady state error to zero, but the 90 degree phase lag it adds tends to make the closed loop system more unstable. For this reason it should be used sparingly. After the proportional gain is set and the steady state error is known, the integral gain can be increased to observe its effects. This is illustrated by Fig. 8, where the cycle was allowed to reach the holding temperature before the integral gain was adjusted. This allows for a constant setpoint temperature, thus avoiding the introduction of another variable parameter during the adjustment. When the integral gain is first increased it will begin integrating the offset error which presently exists. This will increase the control output, causing the temperature to increase. When the temperature reaches the setpoint of the profile the error has gone to zero, but the integral may have accumulated more than necessary. To reduce the excessive integral the temperature must go above the profile to integrate in the opposite direction. The net effect of this is the damped oscillation indicated by Fig. 8. Further increases of integral gain will make the oscillations continuous and, then, unstable. The ideal integral gain (or integration rate) will match the response of the process such that little or no overshoot results from this adjustment.

Differential Gain. This control mode responds to the differential of the control error. Its primary use is to optimize the dynamic performance of the controller to fast changing setpoints and processes. This application does not require such performance so its use may not be necessary. Certainly until more operating experience is gained it should not be used because interaction of a third parameter makes adjustment more difficult. However, because differential control has a 90 degree phase lead it can, to some degree, counteract the instability of the integral control's phase lag, if this is necessary (it probably will not be).


FIGURE 7. Effects of various proportional gain settings.


FIGURE 8. Adjusting integral control.

## MAINIENANCE

The only periodic preventive maintenance which the controller requires is occasional oiling of the cooling fans and analog-to-digital converter calibration. All other maintenance will involve either "tuning" the control parameters (detailed in the Operating Instructions) or repairing a failure. Because the controller is considerably more sophisticated than it first appears a comprehensive set of procedures for verifying operating and detecting failures is incIuded.

## Digital Process Simulator

The immediate concern in the event of a malfunction is the positive isolation of the source of the difficulty. For this and other reasons a digital process simulation was designed and fabricated which permits most of the controller functions to be checked out independent of the other components in the system. While not intended to be foolproof, this technique can identify most controller failures.

Connection of the simulator is made through a cable card connector which plugs into card position 37 (Fig. 9) accessed through the top oover. It is necessary to turn the controller power off and disconnect the temperature input cable (J56). The simulator should never be connected or discomected with controller power on. If it is necessary to disable the stepping motor for any reason, do so by turning off the translator power to terminal strip J55, and not by disconnecting only the motor.

The analog output (corresponding to temperature) of the simulator is made available by the two terminal posts on the simulator's box (Fig. 10), and varies between 0 and +10 volts. The best method for observing this signal is with a strip chart recorder.

## Test Programs

The interface circuitry can be largely checked by utilizing the processor and a Teletype. This is done by using the Octal Debug Technique program (ODT) to enter short test programs into random access memory (RAM) from the Teletype and execute them. Fig. 11 shows the controller connected to a video terminal in place of a Teletype, along with instrumentation used during calibration.


CABLE CONNECTOR


FIGURE 11. Controller setup for maintenance and calibration.

Testing of the input facilities is eased by use of the octal output routine, OCPALP, contained in the ODT program itself. This routine types a space and the value of the $A$ register as a three digit octal number. It is executed by any subroutine call, such as

106 CAL OCTALP
307
000.

The BCD and control switches, for instance, are examined merely by inputting their setting and typing it out in octal.

Exercising the MUX-ADC is a little more involved. It requires setting the multiplexer and commanding a conversion. A BCD switch is conveniently used to select the input line (only 0 through 3 are used) by reading its value and outputting it to the multiplexer control register. The real-time clock is tested simultaneously with the ADC by waiting for it to set before commanding a conversion and resetting the clock flip-flop. A Teletype, however, is not fast enough to keep up with the clock rate ( 10 Hz ), but the real time clock must be operational for any output to occur.

The stepping motor has no feedback which can be examined, but can be tested in two ways. First the motor can be single stepped in both directions by pushing "A" for $C C W$ and " $B$ " for $C N$ rotation. It may be convenient to use a masking tape "pointer" on the motor shaft as a single step (1.6 degrees) is difficult to observe. A typical motor failure will involve a single winding (usually the power driver is the component which goes). In this situation the motor may continue to rotate, but in an erratic fashion. Single stepping will reveal this as two steps in one direction, one reversed, and one with no motion at all (four steps are required to complete a full sequence). The motor still turns because the net sum of motion will be in the commanded direction, but at one fourth the correct amount. Speed is also limited so that it may stall when operated at normal speeds.

Continuous motion is best checked with the motor disconnected from the load. Friction clamping can simulate the load's torque requirements,
but will not usually be necessary. The test program reads the Teletype input character (which is available until another is typed) and outputs it as a stepping command. As before an " A " causes CWW motion and a " B " CW motion, a "D" will stop all motion. The stepping rate, 200 Hz , is fixed by a software delay of slightly less than 5 milliseconds.

## Calibration

To assure an accurate correlation between the thermocouple temperature and the internal digital representation the input amplifier and ana-log-digital converter need periodic calibration of approximately once a year. This task will require the following pieces of equipment (see Fig. 11):

Reference power supply, 0.01\%
Precision divider, $0.01 \%$
Digital voltmeter, $0.01 \%$.
The reference voltage is divided by a suitable factor, such as ten to provide an input to the controller from zero to 40 millivolts in 0.1 millivolt steps. The digital voltmeter verifies the correct gain of the combined amplifiers with calibration data in Appendix D. The analog input test program, with the amplifier input selected, is used to compare converted values with the above calibration data.

Since the amplifier gain is fixed the use of the digital voltmeter is an optional double check. Small variations from tabulated values can be compensated for by the analog-digital converted (ADC). Larger variations indicated a failure or a drift in a component value. In this case the particular amplifier at fault should be identified (the first amplifier has a gain of 10 and the second a gain of 25) and repaired.

The $A D C$ has two adjustments, one for zero and one for full scale trimming (see LED 69-901184). These adjustments will affect only a few digits change in the data listed in the calibration table (only eight of the unit's twelve bits are tabulated because this is all that is used in the control program). Adjustments which are greater than this range cannot be made by these potentiometers and indicate a gross malfunction which should be repaired. Any adjustments which are made should utilize
the full twelve data bits to afford the longest term calibration (full scale of 42.38 ms can be assumed equal to $377.740_{8}$ for this purpose).

## Oscilloscope Waveforms

The general status digital and program logic can be determined from a few waveforms. Any oscilloscope with a dual trace feature can check this.

The real-time clock will always be running except for one second after a restart. This signal, at pin $26-\mathrm{R}$, is triggered by a ten Hertz clock on pin 26-N (see Fig. 12). The processor continually samples this signal, and once it is triggered the processor resets it (pin 26-L).


FIGURE 12. Real time Clock Waveforms.

Much information about what the processor is doing and when is available from the irfut miltiplexer control signals. To synchronize these signals with a particular point in the program the Real Time Clock signal (26-R) is used to trigger the oscilloscope. The signals in Fig. 13 are typical for a cycle after the push of the START button. About seven milliseconds after the resetting of the Real Time Clock the reset signal will pulse three times. This is the triggering of the $A D C$ for each of the three control parameters for use in calculating the output response. Between 20 to 25 milliseconds after the start of the cycle output pulses to the stepping motor will appear (if there is a change in the control output). These pulses may be CW (38-B) or CCW (38-A) during any cycle, but will never be both. The pulses will be separated by 5 millisecond intervals, and can never exceed 175 total (an unlikely number, with a dozen or less being more typical). Once all output steps have been commanded the processor will resume sampling the Real Time Clock with
the status input signal (23-3). Since this signal is absent during the calculations the execution time during any cycle can be observed from it.


FIGURE 13. Data Multiplexer Waveforms.

## Maintaining the Processor

Much of the previous maintenance depends upon the processor being operational so that at least the ODT program can be run. In the event that the processor is not operational procedures are needed for diagnosing and repairing the malfunction.

One simple technique is to replace al.l cards associated with the processor one at a time until the facility card is isolated. The nine cards in positions 18 through 26 are those which must be exchanged. This technique will only work if the failure is on one of these nine cards. If it is on another card, or if it is in the wiring (it is possible for the corner of a wire wrap pin to cut through the insulation of a wire held against it with excessive tension), this technique will only indicate that the problem is not on these cards, which is valuable information in itself.

While the particular problem may dictate the nature of the problem it is wise to ascertain the following items

1. Both power supplies, +5 and -9 volts, are within tolerance.
2. The two phase clocks are running and in tolerance (see MCS-8 manual or LEA 68-9068-94D)
3. The Sync signal (19-W) is running after pushing restart
4. The Ready line (19-19) is low.

Single Stepping - If the following procedures do not locate the problem it will be necessary to examine operation on a step-by-step basis. The processor can be single stepped by pulsing the READY line (19-19) with a low-true pulse. For this purpose the wire to ground was removed and wired to an inverter at $22-\mathrm{V}$. With the input disconnected the output will be low and the processor will run normally. With a pulse generator connected to the input on the digital simulator which generates a positive 3 to 5 volt 10 microsecond pulse the processor will execute one instruction cycle for each pulse (see Fig. 9 for the setup of this equipment). If the generator is set for single pulses the processor can be easily single stepped through a program. Also the program can be executed at the repitition rate of the generator. The effect of this is best observed by operating the ODT program at a slow speed with an operational processor.

Single stepping and slow speed execution by themselves are of little value without address and data display. LUL has available a card which plugs into one of the memory slots which displays the address and memory output data with light emitting diodes (LED's). But to be useful this information must be properly interpreted, for which a program listing and an MCS-8 manual are useful.

It must be remembered that the address information serves a multiple purpose. Not only is it used for the instruction address, but it also is used for I-O instruction deoode and accumulator output data. Further for multiple cycle instructions data and address fetches may be required. The breakdown of each instruction on a sub-cycle basis is tabulated in the MCS-8 User's Manual. An instruction set summary is on the inside rear cover.

ODT - If the ODT program does not respond to input usually either the asynchronous receiver/transmitter is not functioning (card 21) or the input
multiplexer is not properly inputting status (card 23). If data available (21-2) do not go high after pushing a Teletype key check that serial data are actually being sent by examining both $21-\mathrm{W}$ and $21-19$ (refer to LEA 68-9068-99C). If the ODT program does not properly recognize the character check to see that the clock on $21-14$ is 1760 Hz . If the clock rate is right, one of the data lines, either between the UART and the multiplexer or the multiplexer and processor, has been damaged. ODF may reoognize some characters and not others, which will point to a particular data bit (for instance an open line will have the effect of a high signal, which will work for these characters that agree in this bit position).

Memory - If ODT, the processor, and the interface equipment function properly but the temperature control program fails in some manner the memory may be at fault. Memory consists of both random access (RAM) and programable read-only (PROM) memory, so each must be checked separately.

RAM is checked easiest by replacing it (be sure that the three jumpers of the replacement are identical to the original). If this does not solve the problem, yet the RAM is known to be the problem (as can be determined by a test program which must be entered in another RAM), the next step is to check the address bits and the read-write control line. The later must pulse high to write data, but also must stay low at all other times.

The PROM presents a more difficult situation, but has also demonstrated to be more reliable from the admittedly small sample size with which we have worked. The difficulty is that spare Prom's written with the control program (it takes four) may not be available for replacement. Assuming this to be the case, one of two techniques may be used to check the PROM out.

If a computer is available with a synchronous interface of suitable speed (at least 600 baud) a program in the host computer can do a word-forword compare of the PROM to a program tape using ODI. Such a program has not been developed for this project, but one designed to link the MCS-8 to an SEL 840A could be readily adapted for this purpose.

If this is not practical, the slow speed execution technique may be used to detect hard program failures ('hard' is used to describe those changes in the program which cause a complete stoppage of execution, such as a jump to an unused page of memory). By restarting the program and allowing it to approach the point of failure slowly the approximate address of the failure can be determined. Although it is only necessary to determine the page in which the memory change is located the exact location can be deduced by close examination with ODT.

A 'soft' program failure is more difficult to identify since full operation is not defeated. Further it may be erratic since only certain number sizes may be affected, for example. The best bet here is to start execution and stop it periodically to examine the program variables in RAM with ODT. The program must be manually restarted at 44158 to avoid program initialization each time. Only experience and a thorough knowledge of the control program make this feasible, however, as these variables are only the effects, and not the causes, of the failure.

## SPECIFICATIONS

Dimensions
Controller

                            \(7 \times 19 \times 15\) in
    $7 \times 19 \times 15$ inRemote control box cableStepping motor cable
Analog input cable $\quad 15 \mathrm{ft}$
Power
Analog Input
Bandwidth: ..... 1 KHz
Impedance: ..... $0 \mathrm{M} \Omega$
CMRR: ..... 42.38 mv
Connector: ..... Trompeter PL-72
Stepping Motor
Type:
Torque:
Steps/revolution:
Control range:
Superior Electric HS-50
85 oz -in
200
Mounting:
180 degrees
Thermal: $55^{\circ} \mathrm{C}$ riseAny position
Control Program
Control modes: Proportional, integral, and differential
Digitation accuracy
Sampling rate:
Output resolution+0.012\%
Nominal:
Nominal:
Maximum: ..... $0.6 \%$ ..... 0.0015\%
Temperature profileNumber of points:256
Accuracy: ..... $+0.012 \%$0.6 sec increments
Teleprinter Interface$\overline{\mathrm{I}} 0 \mathrm{~Hz}$Advancement Rate:
Hold delay:

Hold delay:
10 ft
10 ft

10 ft
10 ft
15 ft

$$
\begin{aligned}
& \text { A.C.: } 120 \mathrm{v} @ \\
& \text { D.C.: } 15 \mathrm{v} @ 6 \mathrm{a}
\end{aligned}
$$

Selectable, 0.6 to $5.4 \mathrm{sec} /$ point,
Type: Asynchronous, current loop
Level: 8
Code: ASCII
Rate: $\quad 110$ baud

## SOFTWARE

As mentioned in the Introduction the largest effort in the controller development was software. Obviously the success or failure of a microprocessor application will depend greatly on the continuity and strength of all associated software. The general approach of using the same system to develop software which it will eventually run on, and relying on vendor supplied system software, will not be viable for microprocessors. For even if the system software exists, the microprocessor, by nature a small dedicated purpose machine, will not be adequate for this use. The software development, then, must be done on a larger system with the necessary hardware and software to support the development.

Support is of several different types. First, facilities must be available to assist in the conversion of a symbolically coded microprocessor program to the machine oode of the microprocessor. This will consist of means of preparing the symbolic oode, such as on punched cards, editing it, and storing it on a mass storage device such as magnetic tape. This code then must be converted to machine oode by what the current programming jargon calls a "cross assembler." The designation "cross" refers to the generation of code for one type of machine on another. The assembler generates both the machine code (termed the "object code") and a program listing with both the machine code and the symbolic or "source" code.

An assembler is a mandatory aid in the software development. The only alternative to an assembler is to "hand" assemble the program. This is a lengthy and error prone procedure for a reasonably sized program, and must be repeated each time the program is changed (which,during development, is often).

The second type of system support is a hardware simulator program. The simulator must be capable of performing every function of the microprocessor. It executes the identical program code which the microprocessor executes. It also provides the operator with sophisticated debugging aids unavailable on the microprocessor. The use of the simulator speeds program development by a factor several times the rate using the
microprocessor alone. Further the simulator could be used to check out program changes before they are applied to an actual process. This is done by simulating the process as well as the microprocessor.

It should be stressed that the sole value of a simulator is the information it supplies the designer. For this reason the simulator must be highly interactive with the user, providing all pertinent information and full control of execution. Also, because information can be voluminous, the simulator should be capable of condensing it down to a useful form.

The third type of support involves mating the microprocessor to the larger system. With a data link between the two, the larger computer can assist in such tasks as program loading, program debugging, memory checkout, and microprocessor exercising.

Program loading is a typical chore during development. Because re-programming of several ROM's can be time consuming, much time can be lost making simple program changes. If RAM is used during this stage instead of ROM this time can be cut drastically. The key to the method is using the data link to pass the program code from the large computer to the microprocessor.

The data link itself is the RS232C serial asynchronous convention which is relatively commonplaœ. The controller is equipped with such an interface, but is designed for a Teletype at 110 baud (data elements per second). Each character requires eleven bits, which sets the character rate at ten per second. This is not satisfactory for an inter-computer link, since both devices can operate at a much higher rate, which necessitates modification of the interface for higher speeds (a straight-forward modification).

The host computer can be used for debugging by capturing information during program execution. The host will have facilities for storing, condensing, and outputting this information. Exercising the microprocessor can be written to return control to the host computer after execution. However the data link is used, for program loading or controller checkout,
there must exist a serviœ routine in the controller to support its end of the data link. Such a program has been written for this purpose.

## Octal Debug Technique

The octal debug technique (ODT) allows the operator to examine and change memory from a terminal such as a Teletype. Lawrence Livermore Lab's document LER 72-103402 describes the use of ODI for the purpose. The program given in the document has been modified in minor ways. Primarily the program loading command was altered to a more efficient binary format.

The host computer uses ODT by minimizing the operator's interaction, but at a much higher speed. Through ODT the host omputer can examine and change memory, and transfer control to some other program. The capabilities of the MCS-8 ODT should not be confused with powerful debug programs written for the larger minicomputers. ODT, for practical reasons, is limited to 256 words (one page) of memory.

The program starts by typing a question mark and waiting for input. As each character is typed it is examined as to its type: cormand terminator, or digit. Legal octal digits are accumulated to form a number up to 255, anything greater is an error. The number typed is interpreted by ODT when a terminating command is entered, such as $G$ for go. For example, 377G.

The terminator is decoded by successively subtracting the numerical difference between legal terminating characters. For instance, the difference between a line feed and a carriage return is 3. The program first subtracts octal 212 (the line feed code) from the terminator. If the result is not zero the character was not a line feed. It then subtracts 3 (for a total of octal 215, the carriage return code) and again tests for zero. In like manner all other legal terminators are tested.

Memory addressing must be done in two separate steps. The memory page is set by entering the page number in octal followed by S. The ODT page is selected by typing
øS,
and the RAM page with
1øS.
It must be remembered that the assembled address, as outputted in the program listing, is a complete octal number which is not separated by page numbers. Consequently page $1 \varnothing_{8}$, word $\varnothing$ is equivalent to address $4 \emptyset \varnothing \varnothing_{8}$.

Once the page has been set a particular location within that page can be examined by typing the octal word number ( 0 to $377_{8}$ ), followed by a slask. ODT will respond by typing the contents of that location. If this location is in RAM the contents can be changed by typing the desired quantity followed by a line feed or carriage return. The contents are unchanged if no number is typed, or the location is a part of ROM.

A line feed automatically displays the next sequential location in the selected page. This command uses an output routine which converts an eight bit octal number to three octal digits preceded by a space. First typed is the page number, followed by the word number, completed with the contents of that address typed as three octal digits. It is up to the operator to interpret this octal number as either instruction code of program data. As with the slash terminator, the contents can be altered if a one to three digit octal number is typed by the operator.

Control can be transferred to another program from ODT by entering the starting address followed by G. The page number, as before, must have been set by the $S$ command. ODT constructs a jump command in the last three words of page 108 ( 375,376 , and 377). For this reason these locations should not be used except as temporaries. It also requires a page of RAM at this page number.

A "bootstrap loader" is executed by the R command. It is not intended to be operated from the Teletype in as all data is in binary format (the host computer takes over at this point, having itself issued the "R" to begin program load). The program is loaded into RAM in contiguous pages, whether or not the program uses all of the pages for oode. Load parameters consist of the starting page and the number of pages. The starting page is typed in octal preceding the R command. The first data
following the $R$ are the number of pages to be loaded, beginning at word $\varnothing$ of the starting page. The number of pages and the program code is in binary.

## MCS-8 Instruction Set

The MCS-8 instruction set is divided into five classes:
I. Index register instructions
II. Accumulator group instructions
III. Program counter and stack control instructions
IV. Input-output instructions
V. Halt instruction.

Index register instructions allow for the loading of registers from memory and other registers (a NOP is performed when an index register is loaded from itself). Also any register, except for A, can be incremented or decremented by one.

Accumulator group instructions use the A register as one of the operands for an arithmetic or logical operation. The source of the second operand, which can be an index register, memory, or data in the program code (inmediate data), subdivides the accumulator group class three ways. A carry flip-flop provides the mechanism for propogating carries during multiple precision arithmetic operations.

In the third class of instructions are program jumps, and subroutine calls and returns. This class allows use of conditional testing where the programmer can specify which of the status flip-flops must be true or false for the instruction to be executed. While being quite useful it is also the only way in which the status flip-flops can be examined. Because the programmer has no access to the return address during a subroutine call, arguments must be passed via the general registers or predetermined memory locations.

Input-output instructions are the sole source of communication with the external world. Both use the A register for the destination and source of the transferred data, respectively.

The halt instruction is, literally, in a class by itself. Because of the dedicated type of application to which microprocessors will be put,
this instruction is not expected to be normally used in program code. It can catch the gross error of a jump to a memory address with no actual memory (the structure of the memory generates the code of a halt instruction if no valid decode occurs).

A serious deficiency of the MCS-8 instruction set is the lack of provisions for signed arithmetic. For instance there is no direct means to detect a signed overflow. If $A$ and $B$ are the operands and $R$ is the condition for overflow is

$$
\overline{\left(A_{S}+B\right)} \cdot\left(A_{S}+R_{S}\right)
$$

Clearly this calculation by software means would be costly, so much so that it is as fast to do double precision arithmetic and not check overflow. This, in fact, is what the control program does. Enough dynamic range is allocated to contain a worst case set of inputs. The output of the program is limited to the maximum range of the controlled variable after the calculations have been done.

Control Program
The control program executes a discrete version of the three mode control algorithm and a first order digital filter. The term three mode refers to the three types of responses available with the controller: proportional, integral, and differential. The time response of this controller is

$$
u(t)=k_{1} e(t)+k_{2} \int_{0}^{t} e(t) d t+k_{3} d e(t) / d t .
$$

It also controls analog conversion, checks control limits, and generates a temperature profile. This code occupies four 256 word memory pages, with the profile requiring one of those pages.

Temperature profile data are stored in the table as eight bit unsigned integers, of the format

| $2^{7}$ | $2^{6}$ | $2^{5}$ | $2^{4}$ | $2^{3}$ | $2^{2}$ | $2^{1}$ | $2^{0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

This permits a resolution of 1 part in 256 , or about $\pm 0.0125 \%$. The value, or weight, assigned to the least significant bit is not in units of temperature and must be converted by multiplying by a constant. A correlation to temperature requires two conversions; first the temperature-voltage function of the thermocouple must be known, and second the voltage-digital factor of the analog-digital converter must be known. For a cromelalumel thermocouple a temperature of $810^{\circ} \mathrm{C}$ produces a voltage of 32.91 mv corrected to an ambient temperature of $20^{\circ}$ C. For this voltage the output of the converter is 305.348 (see Appendix for an ADC calibration data and a temperature-digital conversion table). This calculates to be approximately $4.09^{\circ} \mathrm{C}$ least significant bit (LSB) weight.

The control program is not aware of this factor. It merely compares converted input data to profile data, both of which are in the same units and need not be converted any further. The difference between the table entry and the measured temperature is known as the control error, $e(t)$. The control response calculation is based on this error.

Prior to making this calculation, however, the temperature data are operated on by a recursive digital filter. This filter has two purposes: first it reduces any signal noise that may be present, and secondly it minimizes the truncation effect of digitization (quantization). Both of these problems tend to be very disruptive to the derivative action. Even if noise were not a problem, quantization, or truncation error, would be. Quantization error is illustrated by Fig. 14, where continuous signals must be approximated both by sampling and by discrete levels. Although the continuous signal can usually be approximated adequately for most applications by quantizing, the computation of the derivative may not. If only two data are used it is easy enough to show that for any frequency the sampling rate can be increased to the point where the derivative is either one or zero. The addition of noise at this point greater than the quantization level will mean that the signal to noise ratio will be less than one, a disastrous control situation. The use of programmed filters, however, can circumvent this problem.


> FIGURE 14. Quantization error. (a) Approximation of a continuous signal. (b) Discrete derivative.

## Digital Filter

If the input to the filter is X and the output X , the output at step n is

$$
x^{\prime} n=a x_{n}+b x_{n-1}^{\prime}
$$

The fact that $X^{\prime}$ appears on both sides of the equation makes it recursive, that is the result of any successive calculation depends upon all previous calculations. The output, $\mathrm{X}^{\prime}{ }_{\mathrm{n}}$, can be written as an infinite series

$$
x_{n}^{\prime}=a\left[x_{n}+b x_{n-1}+b^{2} x_{n-2}+\ldots+b^{k} x_{n-k}\right]
$$

It is evident from this that $X^{\prime}{ }_{n}$ is a function of all previous inputs, $X_{n}$. If the difference is taken between two successive outputs, $X_{n}$ and $X_{n-1}^{\prime}$ (as the derivative does), the result will also contain differences between all successive inputs, as can be seen from

$$
\begin{aligned}
x_{n}^{\prime}{ }_{n}^{-X_{n-1}^{\prime}}=a\left[\left(X_{n}-X_{n-1}\right)\right. & +b\left(X_{n-1}-X_{n-2}\right)+ \\
& \left.\ldots+b^{k}\left(x_{n-k}-x_{n-k-1}\right)\right]
\end{aligned}
$$

## Control Algorithm

The error thus calculated is used as the input to the three mode control algorithm. The control response derived by this algorithm is calculated as follows:

$$
U_{n}=P e_{n}+I \sum_{i=0}^{n} e_{i}+D\left(e_{n}-e_{n-1}\right)
$$

where $U_{n}$ is the control output at sampling interval $n$ $e_{n}$ is the control error at sampling interval $n$ $P$ is the proportional gain
I is the integral gain
$D$ is the differential gain.
The proportional calculation uses the single precision value of the control error (which is scaled back down to regain the original weight). This is multiplied by the proportional gain, measured from a potentiometer, which is also a single precision number. If no further operation is done on the result choices of proportional gain would be limited to integral values. Since this would be insufficient resolution the proportional output is scaled down by a factor of one-sixteenth. This allows a proportional gain range of 0 to $715 / 16$ units in $1 / 16$ unit steps (l part in 127).

The integral control is calculated in two steps: first the current control error is summed to the error integral, and then the integral is multiplied by the integral gain. If the integral were allowed to accumur late at 10 summations per seoond, the sampling rate of the controller, the integral would rapidly saturate if a significant error were present (even though the integral is maintained in double precision). Prescaling the error prior to summation is undesirable in as this creates a deadband for errors less than the minimum resolution of the scaled error. For instance, say the control error is caled by four, then errors in the range of one to three units (approximately $4^{\circ} \mathrm{C}$ to $12^{\circ} \mathrm{C}$ ) would appear as zero after scaling. Since this is the type of error which the integral response is to eliminate this is an unacceptable technique. A second approach is
to integrate at a slower rate, such as one-tenth the sampling frequency. This has the effect of scaling the integral by one-tenth without introducing deadband. It does, however, reduce the bandwidth of integral control and increases phase lag at frequencies near and greater than the summation rate. This is accomplished in the program via a timeout variable which is initialized to ten and is decremented at each calculation loop. Summation occurs only if it is zero, otherwise the control response is calculated from the previous integral without summing the current error. To do this the single precision equivalent is found from the double precision integrand, which is multiplied by the integral gain and then scaled down for the same reasons outlined in the proportional response discussion.

Differential response is found by differencing two successive control errors, and multiplying the difference by the differential gain. To avoid the truncation problem mentioned earlier the scaled double precision error is used in the difference calculation. These data have the two word format

| $\mathbf{S}$ | $2^{11}$ |  |  |  |  |  | $2^{5}$ | $2^{4}$ |  |  |  | $2^{0}$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $2^{-3}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

BINARY POINT
It is mandatory, however, that the multiplication routine be entered with two single precision numbers. Thus if the greater resolution $\left(2^{-3}\right)$ is to be maintained some magnitude restrictions on the error difference must be made. What this means is that the largest positive error difference recordable is $75 / 8$ units and the negative bound is -8 units. This would only happen if the set point changed by an amount greater than this in two successive steps, which it does not. As before, the double precision value generated by multiplication is scaled down.

After all three control responses have been calculated a signed double precision value represents the control variable. This must be translated to some physical quantity capable of controlling the process. This is the purpose of the stepping motor, which, when connected to some suitable device as a Variac, can regulate the energy inputted to the process. Some limitations are applied to the control variable. First
only positive energy is meaningful so all negative control values are limited to zero. Secondly, the Variac has a travel limit which must not be exceeded. Since the motor is directly coupled to the Variac shaft, and the motor makes one revolution with 200 steps, maximum clockwise actuation is limited to 185 steps ( 310 degrees). The program keeps the motor position equal to the control variable by stepping it in the appropriate direction (clockwise for positive differences and counterclockwise for negative) one step for each unit difference up to the travel limit ( 0 and 175). Because there is no position feedback from the stepping motor the controller keeps track of it by storing its current position in memory. Further, the motor has certain dynamic restrictions which limit the maximum synchronous stepping rate. A delay variable in the output stepping program loop sets this rate at 200 Hz .

Sequential Control
The remainder of the control program is related to sequence control. Facets of the program which come under this category are program initialization, cycle start, temperature ramping, braze melt, and cycle completion. The decision logic of this part of the program is regulated by a table controlled routine known as a finite state automation (FSA). Process control is exercised by which of the several states the FSA is in. It advances from one state to the next on the basis of control inputs and the particular state it happens to be in at the time. The FSA for the control program has four states, which have the following functions:

1. Initialization - Reset stepping motor position, input data switches and initialize other control variables.
2. Wait - Wait for the start of a cycle.
3. Cycle - Advance process through a temperature cycle.
4. Melt - Hold process at plateau temperature for specified delay, then return to initialization.
Inputs to the FSA include the two control pushbuttons and an internally generated advance and reset command. The decision of what the next state the process will transfer to is made by a table containing all the possible
combinations of possible states and inputs ( 4 states $\times 4$ inputs $=16$ entries). An example is if the FSA is in state 2 and the Start button is pressed the FSA is advanced to state 3. If the Melt pushbutton is pressed in state 2 the next state is also state 2. In effect the Melt pushbutton is ignored at this time. If it is pushed when the FSA is in state 3, however, the FSA will change to state 4.

The switches are scanned at the sampling rate, 10 times per second, to test for activation. If one is pushed the FSA is executed to determine the next state, otherwise the current state is decoded in order to execute the appropriate routine. The other two inputs are generated by the program itself, as in the initialization routine which is to be executed only once. It causes the FSA to advance to state 2, the Wait state. The other instance is in the Melt state following the hold delay, at which time the FSA is to be triggered into the Initialization state to shut power off and re-initialize.

The Cycle state executes the three mode control algorithm, and advances a pointer through the temperature profile table. The table contains 256 entries, which are sequenced at a rate of 0.6 second times the rise time setting per entry. For instance, if the switch is set at one (for a two minute rise time) the pointer will be incremented once every six program loops. The pointer will reach the two hundredth entry after 120 seconds, or two minutes. The profile stored in the table is set such that the brazing temperature is reached at this entry. The remaining 56 entries also are this value, which corresponds to the temperature plateau. If the cycle is not completed by the end of the table the program automatically halts advancing the pointer at the last entry.

The Melt routine decrements the hold time out, which is the setting of the hold delay switch times 60 seconds. Since the loop is executed at 10 Hz the setting is multiplied by 600. The hold delay switch is read during initialization, so if it is changed after initialization the processor must be restarted to reflect that change for the next cycle. All the time the hold delay is being executed the three mode control algorithm is being executed to maintain temperature control right up to the mament when the power is shut off.

## THEORY OF OPERATION

The hardware discussion is separated into two sections. The first section deals with the processor itself and compares it with the MCS-4. Explained are both the internal and external organization of the MCS-8. The second section goes into the interface equipment and its theory of operation.

## Intel Micro Computer Set

Intel pioneered the advent of large scale integrated (LSI) digital processors with the MCS-4 (which stands for Micro Computer Set) and the MCS-8. The MCS-4 is a four bit parallel organized processor, with a total of 45 instructions. It has a maximum program size of 4096 words. The MCS-8 is an eight bit parallel processor with a maximum memory addressing of 16,384 words. It has 48 instruction set repertoire. The MCS-4 has a $10.8 \mu \mathrm{sec}$ instruction cycle, compared to $20 \mu \mathrm{sec}$ for the MCS-8. MCS-4

The MCS-4 communicates with external circuitry over a four bit data path. This bus is shared for both input and output transfers. Four data transfers consisting of more than four bits the transfer must be done during several subcycles, with a four bit "slice" being transferred during each subcycle. For instance, program addresses are twelve bits and require three subcycles to complete the transfer.

Most computers store their program oode in read/write memory. It is beooming increasingly more common to find well used programs stored in read only memory. This assures that the program is not aocidently altered or erased. In the situation where the read/write memory is volatile (the contents are lost if the power is shut off) the use of ROM is especially useful. The MCS-4 has gone beyond this, requiring all program code to be stored in ROM. The processor distinguishes between the writeable memory (RAM) and the program store (ROM). For programs which are being changed regularly, as they are during development, this can be an awkward arrangement.

The MCS-4 has the simplified internal organization of the block diagram in Fig. 15. A four level, twelve bit stack stores all program addresses, the top of the stack being the address of the current instruction (the program counter). Subroutine calls cause the specified address to be "pushed" onto the stack. Returning from a subroutine reverses this process, "popping" the stack up one level. The four level stack permits subroutine nesting of three levels. The address is incremented as it is gated out onto the data bus four bits at a time. The incremented four bit sliœs are rewritten into the stack register after each of the first three subcycles.

Internal working registers consist of 16 four bit index registers. One of these is used as the accumulator during arithmetic operations. There is also a carry flip-flop, which can be used to propogate carries during multiple precision arithmetic or shift operations.

A series of special purpose instructions enable the addressing of the read-write storage. This cannot be considered as a general memory array, addressable by a single operation. Each RAM has four sections, each with two types of storage - four "status" words (or four bits each) and sixteen other storage locations. Four separate instructions permit the accessing of the status words. The general locations, however, must be selected by first setting up their location in two of the index registers (by a two word instruction), outputting these registers by a second instruction, and finally reading the location with a third instruction. And then the RAM must be in the currently active "bank" (a bank consists of 4 RAM's). The same procedure must be used to write data into the RAM's. Use of the read/write storage is artfully complex.

Constants can be accessed from the ROM memory in a considerably more straight forward manner. Since each ROM consists of 256 words, eight bits are required to address all locations. This is done indirectly by a pair of index registers which are initialized prior to reading. The ROM is selected by virtue of being the one in which the program is currently executing. Of course this means that any ROM cannot be totally filled with program constants, but must have some program instruction code besides.


FIGURE 15. 4004 CPU block Diagram

MCS-8
Conservation of chip area and package interconnections dictated the use of a single eight bit data bus (see Fig. 16). The 48 instructions are divided into subcycles to share control of the data bus. But because all data transfers must take place on this bus a considerable number of subcycles are required for each instruction. Take for instance memory addresses which must select one of 16,384 locations. This corresponds to 14 bits, six more than can be transferred at one time. Thus two subcycles are used to transfer just memory addresses.

Addresses are used for referencing two types of memory contents-instruction code and program data. While program data can be fetched or stored, instruction code can only be fetched, and is stored in a register within the instruction deoode logic. Program data are stored in one of seven general registers (referred to as A, B, C, D, E, H, and L). One of the registers, $A$, is used as an accumulator. The A register is used as one operand in all arithmetic and logical instructions, and is also the destination of the result.

Instructions cannot access memory directly. That is, no data addresses, in any form, are combined with any instruction. Instead, memory is referenced indirectly using registers $H$ and $L$. Two registers are required because 14 address bits must be assembled for each memory access. The $L$ register contains the least significant eight bits, and the six most significant bits are in the $H$ register.

Program addresses are maintained in an eight register stack of 14 bits each. One of these is the program counter, which is incremented after each instruction fetch. As with the MCS-4, subroutine calls and returns are linked by saving the program counter in one of the other seven registers. A three bit counter designates the location of the program counter (the present address). A subroutine call causes this counter to be incremented and the subroutine address to be stored in that address register. This register is now the program counter and execution continues from this point. A subroutine return reverses this process,
decrementing the stack pointer so that it now uses the previous register as the program counter. An eight level stack permits nesting of subroutines to seven levels.

Some computers use a location in the subroutine to save the return linkage address. For microprocessors this technique poses the problem of having to use writeable storage for the subroutine instead of ROM. Address stacking solves this drawback, but as designed the address stack is not accessible to the program.

The Arithmetic/Logic Unit (ALU) executes arithmetic and logical instructions. It is capable of two's complement addition and subtraction, and can perform AND, inclusive OR, and exclusive OR. Four flip flops store certain conditions resulting from an ALU instruction. These conditions are

- A carry out of the most significant bit
- Whether or not the result was zero
- The sign of the result
- The parity of the result.

Two temporary registers $a$ and $b$ store operands for ALU operations. They are also used for data storage during transfers of data both within and without the processor.

The MCS-8 has eight subcycles as does the MCS-4, but all subcycles are not entered during any particular instruction. The MCS-8 has state control logic (see Fig. 17 for the state diagram) implemented by a five stage feedback shift register. This eliminates unnecessary execution states for multiple word instructions such as JMP but allows longer cycle times for multiple word instructions. Also some instructions require different numbers of cycles if a condition tested was true or false.

A register indicates which instruction cycle a particular instruction is in. The output of this register is one of three possible states: $\mathrm{Cl}, \mathrm{C} 2$, or C 3 . Note that most transitions of the state diagram include a term from the cycle register. All transitions back to state Tl cause the cycle register to be updated. The operation is discussed in more detail later for typical one, two, and three word instructions.


FIGURE 16. 8008 CPU block diagram

The subcycles Tl through T5 are used by the MCS-8 for the following purposes:

Tl Send lower eight bits of memory address
T2 Send higher six bits of memory address
T3 Memory data fetch
T4 and T5 Instruction execution.
Operation is probably best explained through examples. Consider, first, a single word instruction such as an intra-register data transfer, $\mathrm{Ir}_{1} \mathrm{r}_{2}$ (load register $r_{1}$ with the contents of $r_{2}$ ). Subcycles $T 1, T 2$, and $T 3$ are used to send the program counter out and fetch the instruction. At T4 the source register, $r_{2}$, is gated onto the internal data bus, and the data bus is strobed into register $b$ (not to be confused with general register B). At $T 5$ register $b$ is transferred, by the internal data bus, to the destination register, $r_{1}$. Initially the processor is in state Tl of the


1 These conditions are true only if the condition tested failed, or if no condition was specified.
2 These instructions include all immediate and memory reference ALU instructions (add, subtract, AND, OR, compare, exclusive OR).
3 This is the ready signal originated external to the CPU.
4 This is the interrupt signal originated external to the CPU.
5 Transition occurs on next clock and is not dependent on any other condition.
first instruction cycle ( Cl is true, and C2 and C3 are false). The lower address bits are sent out the data bus during this subcycle and the state changes to $T 2$. The higher six bits are transferred at this point (along with two additional bits which signal the memory that an instruction fetch is in process). The state advances to T 3 during which the memory data are strobed into the instruction register. This state has five possible output transitions to itself, state Tl and state T 4 . Equations $\mathrm{a}, \mathrm{b}$, and $c$ are not true because the particular instruction, $L r_{1} r_{2}$, does not appear in any, leaving paths $d$ or $g$. Because $a, b$, and $c$ are false $g$ will be equal to the inverse of $d$. Path $d$ allows the processor to wait for the memory if the processor's subcycle was shorter than the access time of the memory. This is indicated by the Ready line being true. In this case the state changes to T4, where the source register is transferred to the temporary register. Because equation e is false state 15 is entered, where the temporary register is transferred to the destination register. Following this control changes to state Tl . The cycle register is set to the first instruction cycle, Cl , even though it is still in the first cycle. This completes the instruction execution and the processor is ready to execute the next instruction.

A typical two word instruction is add the contents of the accumulator with the data immediately following (add immediate, ADI). Two memory fetches are required, one to get the instruction and the other to get the data. The ADI instruction falls in the ALU immediate class, ALUI, which bypasses the unnecessary execution phase, T4 and T5, of the first instruction cycle. This occurs by transition path b at state T3. During the first cycle Cl is true, and ALUI is true. This transition changes the cycle register to the second cycle, making C 2 true and Cl false. The secand cycle fetches the word following the instruction, which will be added to the A register. This time path $g$ is followed to state $T 4$ and, hence, to T5. T4 and T5 add and store the result back into the A register. As before, the transition from T 5 to Tl resets the cycle to Cl , completing instruction execution.

All three word instructions are either program jumps or subroutine calls, which include the full memory address of the operation. Two successive words contain the address, the lower order eight bits are stored in the first word and the higher order six bits in the second. Both instructions have the option of specifying a condition which must be met before the instruction is executed. Otherwise the next sequential instruction is executed. The conditions tested are status flip-flops set according to the result of a previous ALU instruction, and indicate whether the result generated a high order carry, was zero, had even parity, or if the most significant bit was true. Execution begins by fetching the instruction. T4 and T5 are avoided through path b , and the second cycle begins. The lower order address of the jump or call is fetched next, and is stored in register b. Transition path c sets the third cycle of the instruction and initiates fetching of the higher part of the jump or call address. States T4 and T5 are used to set the high and low part of the program counter to the new address, respectively. If a condition was specified and failed, the jump or call is defeated throxgh path a of the third cycle.

A halt instruction, or a low level on the Ready input, causes a continued looping at state T 3 by path d . The MCS-8 cannot actually stop since the contents of its dynamic memories would be lost. Instead T 3 is used to refresh these memories. The Ready line coming true again will initiate execution, but only an interrupt can bring the MCS-8 out of a halted condition.

The interrupt signal (INT), except in the halted condition, is recognized in state Tl of the first cycle. The presence of the interrupt signal inhibits normal incrementing of the program counter. This allows the substitution of an interrupt instruction in place of the normal memory instruction. This is not done by the 8008 and must be built into the peripheral MCS-8 logic.

The processor signals the external logic that the interrupt has been recognized. At state $T 3$ the external multiplexer selects a hardwired interrupt instruction instead of the memory. The instruction used may be any in the instruction set, but is usually the Restart instruction. A Restart
instruction is used because it is a single word subroutine call in page zero (multiple word instructions can be used, but a penalty is paid by the additional multiplexing required to implement it).

While this forms the skeleton of an interrupt structure the MCS-8 is not capable of a true interrupt. The reason for this deficiency is that memory referencing can only be done through the $H$ and $L$ general registers. It is not possible to save registers after an interrupt without losing the contents of at least one of them. The one alternative is to dedicate one or two registers for interrupt temporary storage so the H and L registers can be saved while the interrupt storage is being set up. If only one page ( 256 words) is referenced by all programs only the L register need be saved. It should hardly be necessary to emphasize the reluctance with which the loss of one or two general registers (out of seven, two of which must be dedicated to memory referencing) is treated. The only other alternative is to build special purpose logic to handle this situation, which is even less desirable than the first alternative. Besides this, status-flip-flops can be tested only through condition jumps or subroutine calls, making the saving and restoring of status cumbersome.

A side-by-side comparison of the MCS-4 and the MCS-8 demonstrates the MCS-8 to be considerably more powerful, as one would expect. Besides the obvious advantage of a larger word size the MCS-8 has a more flexible memory referencing scheme. Constants in the MCS-8 can, for the most part, be accessed through immediate data instructions. The MCS-4 has to fetch immediate data with a separate instruction. The eight level address stack of the MCS-8 has immense advantage over the four level stack of the MCS-4, since this is an absolute limit to subroutine nesting. While the MCS-4 must commit its program code to ROM, the MCS-8 can intermix ROM and RAM for this purpose. This permits checked out code to be stored in a nonvolatile ROM, while new programs are being debugged in RAM. The allocation of memory is left solely up to the designer.

It is perhaps simpler to point out the MCS-4's few advantages over the MCS-8 than vice versa. The MCS-8 requires considerably more peripheral logic than does the MCS-4, when the MCS-4 is used with its custom designed

ROM and RAM, the 4001 and 4002, respectively. The 4001 and 4002 require no peripheral circuitry allowing the minimum system package count and, hence, cost. Also it has a few decimal arithmetic instructions that McS-8 does not, but has none of the logical instructions (such as logical AND and inclusive $O R$ ) that the MCS-8 has.

## MCS-8 Basic System

Fig. 18 shows the minimum logic required to form an operational MCS-8 system. The bi-directional data bus accommodates instruction and I/O input data as well as memory and I/O output data, but buffering is neøessary for TTI compatibility. The 8008 requires a two-phase, non-overlapping dock with the timing diagram of Fig. 19.

The basic processor is contained on three $3 \mathrm{l} / 2$ by 4 inch printed circuit cards, which exclude most of the memory and the data multiplexers. These cards and their Livermore stock numbers are

Central processor LEA68-9068-93
Input-output control LEA68-9068-94
Memory address LEA68-9068-95
The processor card, besides the Intel 8008 CPU, contains the data bus input and output buffers, and the state deoode. The state of the 8008 is enooded on three output signals from the 8008 , which is decoded to eight separate signals for the input-output control card. This card generates all the neœessary control signals for the remainder of the logic, for instance signaling the input multiplexer when to gate memory output data onto the 8008 data lines. This card also contains the two phase clock generator, and its trimming adjustments. The memory address card has a sixteen bit register for storing the current memory address sent during two subcycles. It also contains one 256 word PROM.

Memory for the processor is on two card types, one for semiconductor RAM (LEA68-9068-97) and another for PROM (LEA68-9068-96). The RAM card has storage for 256 words, while the PROM card has a total of 512. Both types of semiconductors internally deoode the least significant eight bits of the memory address, with the remaining six bits being decoded by a


FIGURE 18. MCS-8 system block diagram


FIGURE 19. Clock timing diagram
combination of two jumpers and a one-of-sixteen decoder IC. Sixteen card positions are dedicated for memory use, with all interoonnected by the bussing of fourteen address lines, eight data input lines, eight data output lines, and one control line. Since decoding is done completely on the memory card, the card may be inserted in any of the sixteen slots.

## Interface Logic

The controller must be capable of accurately measuring millivolt signals, provided multi-phase current drive for a stepping motor, sense switch and potentiometer settings, and provide the correct asynchronous serial pulses to communicate to a teletypewriter. All of these functions fall under the category of the interface logic, although they may bear little resemblance to each other. This equipment is outlined by the block diagram of Fig. 20. Except for the serial interface this logic is Battelledesigned, utilizing unused card slots in the processor. Schematics of this part of the processor is in Appendix BNWL

The input circuitry must transform a 50 millivolt peak signal to a minimum eight bit digital number, and be as immune as possible to process electrical noise. The input signal is carried to the processor on a shielded twisted pair cable, connected by a triaxial shielded connector (manufactured by Trompeter Electronics). This signal is far too small for the analog-digital converter, which requires a 10 volt full-scale input, necessitating amplification by a factor of 189. The output of the amplifier is connected to a multiplexer (IEA68-9068-64) as are the gain control potentiometers. This multiplexer is controlled by a register loaded under program control, and its output is the input of the analog-digital converter (LEA68-9068-89). This converter is capable of twelve bit accuracy, although only eight are used. The eight most significant bits are wired to one of the ports of the data multiplexer made up of two four-bit multiplexers (LEA68-9068-33). The four least significant bits are transferred to the processor with the use of a multiplexer expander (LEA68-9068-37) since the unused bits of the supplied multiplexer were inadequate.


FIGURE 20. Detailed control system block diagram

A stepping motor was chosen as the output device as it offered the greatest number of alternatives for the user. It is a true digital transducer in that a motion cormand is translated into a discrete motion. Further the error involved in each "step" is nonaccumulative, which means that its long term repeatability is excellent, as is its capability for making accurate long distance movements (which is important if it is connected to a lead screw of a machine for numerical oontrol). The stepping motors driving electronics are also considerably simpler than those for an equivalent dc servo motor. The main disadvantage of the stepping motor, besides its inferior dynamic performance, is that it dissipates as much energy, and, hence, heat, in the standby mode as in the operating mode.

The electronics for the stepping motor, with the exception of the power supply, are entirely self-contained by the controller. This is contained on two p.c. cards (LEA68-9068-85 and LEA68-9068-86) and two power dropping resistors, which are collectively called the stepping motor translator (translate as used in the sense that it "translates" digital stepping commands into rotary motion). The motor is of the variable reluctance type with four windings. Those windings must be activated in a specific sequence to induce motion. Fig. 21 is a simplified version of the translator. The heart of the translator is a two stage counter which generates the correct drive signals for the power drivers. This sequence is specified by the following state transition table. From this table the

| Present State <br> A B | Next State |  |  |
| :---: | :---: | :---: | :---: |
|  | Forward | Reverse |  |
| 0 | 0 | 0 |  |
| 0 | 1 | 1 |  |
| 1 | 0 | 1 |  |
| 1 | 1 | 0 |  |

sequence for several forward commands can be derived as


FIGURE 21. Stepping motor translator

| Step | A | $B$ |
| :---: | :---: | :---: |
| 1 | 0 | 0 |
| 2 | 0 | 1 |
| 3 | 1 | 1 |
| 4 | 1 | 0 |
| 5 | 0 | 0 |

This corresponds to the timing diagram of Fig. 22.


FIGURE 22. Translator output

Note that all four windings are being actuated at a frequency which is one fourth the stepping frequency. It is this lower frequency which is the ultimate limit to the stepping rate of the motor, as the motor will step no faster than the rate at which the windings can be turned on and off. This, in turn, is limited by the inductance/resistance ratio of the windings, which is reduced by the use of external dropping resistors. The tradeoff here is the power which must be dissipated by the dropping resistors.

Turning the windings on and off also generates transient voltage spikes. These are undesirable, and will adversely affect the digital logic. To minimize these spikes clamp diodes were installed at the motor to bypass them back to the power supply. The driver card has its own diodes, but were not used in favor of clamping the spikes as close as possible to the source, and as far as possible from the logic.

Provision was made for the use of a dual power supply for the stepping motor, connected at terminal strip J55, instead of a single, but is not so restricted. Either a 15 volt 6 amp, or dual 15 volt 3 amp, supply is required.

Digital inputs, which include the control switches on the remote control box and the data selector switches inside the cabinet, are connected directly to the data multiplexers used to input data to the MCS-8. The START pushbutton switch serves a dual purpose. Besides being available as data to the processor it is also wired to one of the bits of the interrupt instruction. In this way it can influence what happens when the RESTART pushbutton is pressed, which causes the hardwired interrupt instruction to be executed. The two interrupt instructions which can be executed are restart to location 0 or 108 , depending on whether the START switch is or is not depressed when the RESTART button is pressed. The former causes ODT to be executed, while the latter causes the control program to be executed. Normally the control program will be started so extra effort is required to start ODF.

The serial interface penits communication with input-output terminals such as Teletypes. The logic of this interface is mostly contained on a single large scale integrated circuit. This circuit converts both parallel data to serial and serial data to parallel, as well as adding "start" and "stop" bits. Because Teletypes provide only contact outputs a modification must be made to generate a 0 to +10 volt signal. A positive supply voltage must also be provided for the printer for use as a current source. The interface transmits to the Teletype by sinking this current, or not sinking it.

## Digital Simulator

A digital simulation of the braze process was designed and built to "close the loop" during development, and as a maintenance tool during installation and repair. It allows the processor to be exercised independent of the process. The digital simulator, however, is not meant to be equivalent to the process in response, only representative.

Basically it is a first order digital filter, exhibiting the transfer characteristic

$$
d(z)=\frac{a}{b-c z^{-1}}
$$

This is realized by an integrator (counter) whose output (value) is fed back to the input (see Fig. 23).


FIGURE 23. Block diagram of the digital simulator.

The multipliers b and c are implemented with digital frequency multipliers (SN7497). The integrator is a cascaded up/down counter. The counter is controlled by logic which prevents it from over or underflowing.

Because the output of the controller is pulsed to a stepping motor the simulator has an up/down counter to accumulate the output pulses and produce a parallel binary value equivalent to the stepping motor position. A frequency multiplier (represented by multiplier b) converts this to the frequency domain. This pulse stream is applied to the up clock of the integrator.

A digital/analog converter changes the process "temperature" to voltage form. The $0-10 \mathrm{v}$ output is inverted by an amplifier, and scaled by a voltage divider to 0 to +50 mv . This signal is returned to the controller and applied to the input amplifier.

The clock for the simulator comes from the real time clock. This must be running for the simulator to run. Changing the clock rate (say it were connected to a pulse generator instead) would change the time scale of the simulation. Heating and cooling time constants are altered by changing $b$ and c , respectively. At present no provision has been made in the simulator to do this.
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APPENDIX B

CARD ASSIGNMENIS

| POSITION | FUNCIIION | IUL STOCK NUMBER | DENSIFICATION |
| :---: | :---: | :---: | :---: |
| 1 | Crow-Bar Protection | 5975-59644 | 72-02 |
| 15 | PROM Memory | 5975-59537 | 68-96 |
| 16 | Prom Memory | 5975-59537 | 68-96 |
| 17 | RAM Memory | 5975-59538 | 68-97 |
| 18 | Memory Address Storage | 5975-59536 | 68-95 |
| 19 | Central Processor | 5975-59534 | 68-93 |
| 20 | Input-Output Control | 5975-59535 | 68-94 |
| 21 | Serial Interface | 5975-59645 | 68-99 |
| 22 | Inverters | 5975-56521 | IN-OT |
| 23 | Digital Multiplexer | 5975-58407 | 68-33 |
| 24 | Digital Multiplexer | 5975-58407 | 68-33 |
| 25 | 4 to 16 Decoder | 5975-59650 | 72-03 |
| 26 | 'D' Flip-Flops | 5975-57276 | DF-6T |
| 27 | Analog-Digital Converter | 5975-59210 | 68-89 |
| 28 | - |  |  |
| 29 | Analog Multiplexer | 5975-59020 | 68-64 |
| 30 | Differential Amplifier | $4001 \mathrm{BNW}^{1}$ | - |
| 31 | Multiplexer Expander | 5975-58237 | 68-37 |
| 32 | 2-Input NAND Gates | 5975-56517 | NG-2T |
| 33 | Frequency Divider | 5975-58250 | 68-46 |
| 34 | Oscillator | 5975-56523 | CM-IT |
| 35 | 2-Input NOR Gates | 5975-56966 | OG-2T |
| 36 |  |  |  |
| 37 | Simulator Connector | 5975-58215 | - |
| 38 | Translator | 5975-59202 | 68-85 |
| 39 | Power Driver | 5975-59203 | 68-86 |
| 40 | - |  |  |

$1_{\text {Designed }}$ and built by BNW.

## INPUT-OUIPUT ASSIGNMENTS



## OUIPUT

| 20 | 121 |  |  | Control Output |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 |  | Step, CCW |  |
|  |  | 1 |  | Step, CW |  |
|  |  | 2 |  | Reset Clock, Convert |  |
|  |  | 7 | - 5 | Analog $765$ | Multiplexer |
|  |  |  |  | 000 | Input Amplifier |
|  |  |  |  | 001 | Derivative Gain |
|  |  |  |  | 010 | Integral Gain |
|  |  |  |  | 011 | Proportional Gain |
| 32 | 133 | 7 | - 0 | UART, Tran | ansmit Data |

## CONIROL OUTPUT CONPFCTOR WIRTNG, J53

| J53 | CONTROLTER | DESTINATION | COLOR |
| :---: | :---: | :---: | :---: |
| B | 22-6, 23-3 | Remote Control Box, START p.b. N.O. | WHT |
| C | GROUND | Remote Control Box, START p.b. common | GRN |
| E | 22-4 | Remote Control Box, MELTT p.b. N.O. | BLK |
| F | GROUND | Remote Control Box, MELTT p.b. common | RED |
| G | 23-7 | Stepping Motor CCW Limit Switch, N.C. |  |
| H | GROUND | Stepping Motor CCW Limit Switch, common |  |
| K | Dropping Resistor | Stepping Motor Common, A | WHT |
| L | Dropping Resistor | Stepping Motor Cammon, B | BLK |
| M | 39-20 | Stepping Motor Phase 1 | BLU |
| N | 39-P | 2 | GRN |
| P | 39-M | 3 | RED |
| R | 39-2 | 4 | BRN |
| S | GROUND | Stepping Motor Cable Shield |  |
| T | J55-2 | Clamping Diodes | YFU |
| Y | 30-C, 29-B | Analog Out |  |
| Z | GROUND | Analog Ground |  |



APPENDIX C


| 0003 | 04130 | 111 |  | INP | DATA | GET MOST SIGNIFICANT DATA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0064 | 04131 | 106 |  | CAL | OCTALP | OUTPUT |
|  | 04132 | 307 |  |  |  |  |
|  | 04133 | 000 |  |  |  |  |
| 0065 | 04134 | 113 |  | IND | LSDATA | get least sig data |
| 0066 | 04135 | 012 |  | RRE |  |  |
| 0067 | 04136 | 012 |  | RKC |  |  |
| 0070 | 04137 | 106 |  | CAL | OCTALP | OUTPUT |
|  | 04140 | 307 |  |  |  |  |
|  | 04141 | 000 |  |  |  |  |
| 0071 | 04142 | 106 |  | CAL | CRLF |  |
|  | 04143 | 070 |  |  |  |  |
|  | 04144 | 000 |  |  |  |  |
| 0072 | 04145 | 104 |  | JMP | $\triangle D C$ |  |
|  | 04146 | 125 |  |  |  |  |
|  | 04147 | 010 |  |  |  |  |
| 0073 |  |  |  |  |  |  |
| 0074 |  |  | * | SINGLE | STEP MOTOR | TEST |
| 0075 |  |  |  |  |  |  |
| 0076 * TELETYPE 1A1 = CCWSTEP |  |  |  |  |  |  |
| 0077 - IBI J CWSTEP |  |  |  |  |  |  |
| 0100 |  |  |  |  |  |  |
| 0101 | 04150 | 065 | STEP | RS ${ }^{\text {P }}$ | QEAD | WAIT FOR INPUT |
| 0102 | 04151 | 121 |  | OUT | CMAND | USE CHARACTER AS COMMAND DATA |
| 0103 | 04152 | 104 |  | $\operatorname{JMP}$ | STEP |  |
|  | 04153 | 150 |  |  |  |  |
|  | 04154 | 010 |  |  |  |  |
| 0104 |  |  |  |  |  |  |
| 0105 - DYNAMIC MOTOR TEST |  |  |  |  |  |  |
| 0106 |  |  |  |  |  |  |
| 0107 - PYPING EHARACTER CAUSES THE MOTOR TO MOVE 180 |  |  |  |  |  |  |
| 0110 - DEGREES. THE DIRECTION DEPENDENT UPON THE CHARACTER |  |  |  |  |  |  |
| 0111 * TYPED (SEE ABOVE) |  |  |  |  |  |  |
| 0112 |  |  |  |  |  |  |
| 0113 | 00144 |  | DELTA | EQU | 100 | NO. OF STEPS MOVED |
| 0114 | 00100 |  | RATE | EQU | 64 | STEPPING RATE (GU USEC PER DIGIT) |
| 0115 * |  |  |  |  |  |  |
| 0116 | 04155 | 026 | S 1 | LCI | DELTA |  |
|  | 04156 | 144 |  |  |  |  |
| 0117 | 04157 | 065 |  | RS ${ }^{\text {P }}$ | READ | WAIT FOR COMMAND |
| 0120 | 04160 | 016 | 52 | LBI | RATE |  |
|  | 04161 | 100 |  |  |  |  |
| 0121 | 04162 | 011 | 53 | DCB |  | DECREMENT RATE UNTIG ZERO |
| 0122 | 04163 | 110 |  | JFZ | 53 | TEST IF ZERO |
|  | 04164 | 162 |  |  |  |  |
|  | 04165 | 010 |  |  |  |  |
| 0123 | 04166 | 121 |  | OUT | CMAND | STEP MOTOR |
| 0124 | 04167 | 021 |  | DEE |  | DECREMENT STEP LENGTH |
| 0125 | 04170 | 110 |  | JFZ | S 2 |  |
|  | 04171 | 160 |  |  |  |  |
|  | 04172 | 010 |  |  |  |  |
| 0126 | 04173 | 104 |  | JMP | 51 |  |
|  | 04174 | 155 |  |  |  |  |
|  | 04175 | 010 |  |  |  |  |







```
0325 04746 317
0326 04747 060
0327 04750 327
0330 04751 066
    04752 006
0331 04753 106
    04754 315
    04755 013
0332 04756 150
    04757 022
    04760 012
0333 04761 160
    04762 001
    04763 012
0334 04764 021
0335 04765 020
0336 04706 110
    04767 372
    04770 011
0337 04771 011
0340 04772 021
034104473 006
    04774 001
0342 04775 121
0343 04776 104
    04777 011
    05000 012
0344 05001 020
    05003 000
    05004 012
0346 05005 010
0347 05006 006
05007
0351 05011 036
    05012 062
0352 05013 031
0353 05014 110
    05015 013
    05016 012
0354 05017 104
    05020 351
    05021 011
0355 05022 066
    05023 025
0356 05024 371
0357 05025 060
0360 05026 372
0361 05027 104
    05030}01
    05031 011
0362
<
0365 05032 066
*
MELT LLI
    HOLD
LBM GET TIME OUT (HOLD)
0366 05034 317
0367 05035 011
0370 05036 371

\begin{tabular}{|c|c|c|c|c|c|c|}
\hline & 05121 & 030 & & & & \\
\hline 0442 & 05122 & 317 & & LBM & & \\
\hline 0443 & 05123 & 011 & & DCB & & \\
\hline 0444 & 05124 & 371 & & LMB & & \\
\hline 0445 & 05125 & 150 & & J「2 & INTI & continue integrating \\
\hline & 05126 & 140 & & & & \\
\hline & 05127 & 012 & & & & \\
\hline 0446 & 05130 & 066 & & LLI & SIGMA & \\
\hline & 05131 & 003 & & & & \\
\hline 0447 & 05132 & 317 & & LBM & & \\
\hline 0450 & 05133 & 060 & & INL & & \\
\hline 0451 & 05134 & 327 & & LCM & & \\
\hline 0452 & 05135 & 104 & & JMP & INT2 & OUTPUT INTEGRAL CONTROL \\
\hline & 05136 & 176 & & & & \\
\hline & 05137 & 012 & & & & \\
\hline 0453 & 05140 & 076 & INTI & LMI & 10 & \\
\hline & 05141 & 012 & & & & \\
\hline 0454 & 05142 & 066 & & LLI & E & \\
\hline & 05143 & 017 & & & & \\
\hline 0455 & 05144 & 317 & & LBM & & GET CONTROL ERROR \\
\hline 0456 & 05145 & 066 & & LLI & IRATE & GEt infegration rate \\
\hline & 05146 & 001 & & & & \\
\hline 0457 & 05147 & 327 & & LCM & & \\
\hline 0460 & 05150 & 106 & & CAL & MULS & \\
\hline & 05151 & 126 & & & & \\
\hline & 05152 & 013 & & & & \\
\hline 0461 & 05153 & 066 & & LLI & SIGMA & \\
\hline & 05154 & 003 & & & & \\
\hline 0462 & 05155 & 106 & & Cab & DADD & AOD to previous integral \\
\hline & 05156 & 104 & & & & \\
\hline & 05157 & 013 & & & & \\
\hline 0463 & 05160 & 066 & & LLI & IMAX & test for saturation \\
\hline & 05161 & 214 & & & & \\
\hline 0464 & 05162 & 056 & & LMI & CONST & \\
\hline & 05163 & 012 & & & & \\
\hline 0465 & 05164 & 106 & & CAL & LIMIT & Qutput compared with 2 suceessive limits \\
\hline & 05165 & 275 & & & & \\
\hline & 05166 & 013 & & & & \\
\hline 0466 & 05167 & 056 & & LHI & RAM & \\
\hline & 05170 & 010 & & & & \\
\hline 0467 & 05171 & 066 & & 6LI & SIGMA & \\
\hline & 05172 & 003 & & & & \\
\hline 0470 & 05173 & 371 & & LMB & & Save result \\
\hline 0471 & 05174 & 060 & & [ NL & & \\
\hline 0472 & 05175 & 372 & & LMC & & \\
\hline 0473 & 05176 & 006 & intz & LAI & 8 & \\
\hline & 05177 & 010 & & & & \\
\hline 0474 & 05200 & 106 & & CAL & DSRA & \\
\hline & 05201 & 051 & & & & \\
\hline & 05202 & 013 & & & & \\
\hline 0475 & 05203 & 066 & & LLI & U(N) & \\
\hline & 05204 & 006 & & & & \\
\hline 0476 & 05205 & 106 & & cal & OADD & combine control actions \\
\hline & 05206 & 104 & & & & \\
\hline & 05207 & 013 & & & & \\
\hline 0477 & 05210 & 371 & & LMB & & \\
\hline 0500 & 05211 & 060 & & INL & & \\
\hline 0501 & 05212 & 372 & & LMC & & \\
\hline 0502 & 05213 & 007 & & RET & & \\
\hline 0503 & 05214 & 077 & IMAX & 0 & 177 & UPPER INTEGRATOR LIMIT \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline 0504 & 05215 & 377 & & D & 1777 & \\
\hline 0505 & 05216 & 000 & IMIN & D & 0 & LOWER INTEGRATOR LIMIY \\
\hline 0506 & 05217 & 000 & & D & 0 & \\
\hline 0507 & 05220 & 000 & max & D & 0 & controller output limit \\
\hline 0510 & 05221 & 144 & & D & 100 & 180 DEGREES (100 STEPS) \\
\hline 0511 & 05222 & 000 & MIN & 0 & 0 & MIN \(=0\) \\
\hline 0512 & 05223 & 000 & & 0 & 0 & \\
\hline 0513 & & & * & & & \\
\hline 0514 & & & * & \multicolumn{3}{|l|}{derivative response routine} \\
\hline \multicolumn{7}{|l|}{0515 *} \\
\hline 0516 & \[
\begin{aligned}
& 05224 \\
& 05225
\end{aligned}
\] & \[
\begin{aligned}
& 006 \\
& 021
\end{aligned}
\] & DIFF & LLI & E1 & GET CURRENT ERROR \\
\hline 0517 & 05226 & 317 & & LBM & & \\
\hline 0520 & 05227 & 000 & & INL & & \\
\hline 0521 & 05230 & 327 & & LCM & & \\
\hline 0522 & 05231 & 060 & & INL & & ADDRESS NOW AT PREVIOUS ERROR \\
\hline \multirow[t]{3}{*}{0523} & 05232 & 106 & & \multirow[t]{3}{*}{CAL} & \multirow[t]{3}{*}{DSUE} & \multirow[t]{3}{*}{(E(N) - E(N-1) ) \# 8} \\
\hline & 05233 & 115 & & & & \\
\hline & 05234 & 013 & & & & \\
\hline \multirow[t]{3}{*}{0524} & 05235 & 106 & & \multirow[t]{3}{*}{cal} & \multirow[t]{3}{*}{COS I} & \\
\hline & 05236 & 220 & & & & \\
\hline & 05237 & 013 & & & & \\
\hline 0525 & 05240 & 310 & & LBA & & \\
\hline \multirow[t]{2}{*}{0526} & 05241 & 006 & & \multirow[t]{2}{*}{LLI} & \multirow[t]{2}{*}{dtime} & \multirow[t]{2}{*}{get differential gain} \\
\hline & 05242 & 000 & & & & \\
\hline 0527 & 05245 & 327 & & LCM & & \\
\hline \multirow[t]{3}{*}{0530} & 05244 & 106 & & \multirow[t]{3}{*}{CAL} & \multirow[t]{3}{*}{MULS} & \multirow[t]{5}{*}{} \\
\hline & 05245 & 126 & & & & \\
\hline & 05246 & 013 & & & & \\
\hline \multirow[t]{2}{*}{0531} & 05247 & 006 & & \multirow[t]{2}{*}{LAI} & \multirow[t]{2}{*}{dSCALE} & \\
\hline & 05250 & 006 & & & & \\
\hline \multirow[t]{3}{*}{0532} & 05251 & 106 & & \multirow[t]{3}{*}{CAL} & \multirow[t]{3}{*}{OSRA} & \multirow[t]{3}{*}{SCALE RESULT} \\
\hline & 05252 & 051 & & & & \\
\hline & 05253 & 013 & & & & \\
\hline \multirow[t]{2}{*}{0533} & 05254 & 066 & & \multirow[t]{2}{*}{LLI} & \multirow[t]{2}{*}{U(N)} & \\
\hline & 05255 & 006 & & & & \\
\hline \multirow[t]{3}{*}{0534} & 05256 & 106 & & \multirow[t]{3}{*}{cab} & \multirow[t]{3}{*}{DADD} & \multirow[t]{3}{*}{COMBINE WITH OPMER CONTROL ACTIONS} \\
\hline & 05257 & 104 & & & & \\
\hline & 05260 & 013 & & & & \\
\hline 0535 & 05261 & 371 & & LMB & & \\
\hline 0536 & 05262 & 060 & & INL & & \\
\hline 0537 & 05263 & 372 & & LMC & & \\
\hline 0540 & 05264 & 007 & & RET & & \\
\hline \multicolumn{7}{|l|}{0541} \\
\hline \multicolumn{3}{|l|}{0542} & * & \multicolumn{3}{|l|}{DIGITAL FILTERING ROUTINE} \\
\hline \multicolumn{3}{|l|}{0543} & * & \multicolumn{3}{|l|}{\(M(N)=K 1 * M(N) * K 2 * M(N-1)\)} \\
\hline \multicolumn{3}{|l|}{0544} & * & \multicolumn{3}{|l|}{k1 a \(1 / 8\) k2 \(=7 / 8\)} \\
\hline \multicolumn{3}{|l|}{0545} & * & \multicolumn{3}{|l|}{CUTOFF FREG, =.199 HZ} \\
\hline \multicolumn{7}{|l|}{0546} \\
\hline \multirow[t]{2}{*}{0547} & 05265 & 006 & FILTER & LLI & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{E1}} \\
\hline & 05266 & 021 & & & & \\
\hline 0550 & 05267 & 317 & & \multicolumn{3}{|l|}{LBM} \\
\hline 0551 & 05270 & 060 & & \multicolumn{3}{|l|}{INL} \\
\hline 0552 & 05271 & 327 & & \multicolumn{3}{|l|}{LCM} \\
\hline 0553 & 05272 & 060 & & \multicolumn{3}{|l|}{INL} \\
\hline 0554 & 05273 & 371 & & LMB & & REPLACE E(N-2) WITH E(N-1) \\
\hline 0555 & 05274 & 060 & & INL & & \\
\hline 0556 & 05275 & 372 & & bMe & & \\
\hline \multirow[t]{2}{*}{0557} & 05276 & 066 & & いI & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{MN}} \\
\hline & 05277 & 011 & & & & \\
\hline
\end{tabular}

\begin{tabular}{lll}
0627 & 05372 & 006 \\
& 05373 & 003 \\
0630 & 05374 & 106 \\
& 05375 & 051 \\
& 05376 & 013 \\
0631 & 05377 & 106 \\
& 05400 & 220 \\
& 05401 & 013 \\
0632 & 05402 & 066 \\
& 05403 & 017 \\
0633 & 05404 & 370 \\
0634 & 05405 & 007
\end{tabular}
```





$1047 \quad 05610 \quad 320$
105005611016
05612000
$105105613 \quad 271$
$\begin{array}{lll}1052 & 05614 & 023 \\ 1053 & 05615 & 016\end{array}$
05616377
$1054 \quad 05617 \quad 007$
1056
1057
1060
1061
106205620301
$\begin{array}{ll}05621 & 074 \\ 05622 & 000\end{array}$
$\begin{array}{ll}05624 & 243 \\ 05625 & 013\end{array}$
$\begin{array}{lll}065 & 05626 & 054 \\ & 05627 & 377\end{array}$
106605630006
106705632013
$1071 \quad 05634 \quad 074$
107205636006
05637201
07305640043
107405641302
$\begin{array}{lll}1075 & 05642 & 007 \\ 1076 & 05643 & 006\end{array}$
05644177
07705645013
$1100 \quad 05646302$
$\begin{array}{lll}1101 & 05647 & 271 \\ 1102 & 05650 & 006\end{array}$
05651177
$\begin{array}{lll}1103 & 05652 & 063 \\ 1104 & 05653 & 302\end{array}$
110505654007
1106
1107
1110
1111
11305655330
111405656074
05657000
05660053
$\begin{array}{lll}1116 & 05661 & 250 \\ 1117 & 05662 & 302\end{array}$
112005663022
112205665301

* Converts single precision integers to double precision
* RESULT IN B aiod e
* argument is ina
CSDI LEA
LBI 0 INITIALIZE NI OREDER HALF
CPB TEST SIGN OF ARGUMENT
RFS RETURN IF POSITIVE
LBI 1377 MAKE MOSTSIG MALF NEG



RETURN AITH COMPARE RESULT UNDISTURBED
RESULT IS EITHER GREATER OR LESS THAN, BUT EQUAL TO, THUS SIGN IS TESTED WITMOUT SETTING $Z$

| 1267 | 06065 | 053 | 0 | 43 |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1270 | 06066 | 053 | 0 | 43 |  |
| 1271 | 06067 | 054 | 0 | 44 |  |
| 1272 | 06070 | 055 | D | 45 |  |
| 1273 | 06071 | 056 | 0 | 46 |  |
| 1274 | 06072 | 057 | D | 47 |  |
| 1275 | 06073 | 057 | D | 47 |  |
| 1276 | 06074 | 060 | D | 48 |  |
| 1277 | 06075 | 001 | D | 49 |  |
| 1300 | 06076 | 062 | D | 50 |  |
| 1301 | 06077 | 063 | D | 51 |  |
| 1302 | 06100 | 063 | D | 51 |  |
| 1303 | 06101 | 004 | D | 52 |  |
| 1304 | 06102 | 065 | D | 53 |  |
| 1305 | 06103 | 066 | 0 | 54 |  |
| 1306 | 06104 | 066 | 0 | 54 |  |
| 1307 | 06105 | 067 | 0 | 55 |  |
| 1310 | 06100 | 070 | 0 | 56 |  |
| 1311 | 06107 | 071 | 0 | 57 |  |
| 1312 | 06110 | 072 | D | 58 |  |
| 1313 | 06111 | 072 | D | 58 |  |
| 1314 | 06112 | 073 | D | 59 |  |
| 1315 | 06113 | 074 | D | 60 |  |
| 1316 | 06114 | 075 | 0 | 61 |  |
| 1317 | 06115 | 076 | 0 | 62 | - |
| 1320 | 06110 | 076 | 0 | 62 |  |
| 1321 | 06117 | 077 | D | 63 |  |
| 1322 | 06120 | 100 | 0 | 64 |  |
| 1323 | -6121 | 101 | D | 65 |  |
| 1324 | 06122 | 102 | 0 | 66 |  |
| 1325 | 06123 | 102 | D | 60 |  |
| 1326 | 06124 | 103 | 0 | 67 |  |
| 1327 | 06126 | 104 | 0 | 68 |  |
| 1330 | 06170 | 105 | 0 | 69 |  |
| 1331 | 06127 | 105 | 0 | 64 |  |
| 1332 | 06130 | 106 | 0 | 70 |  |
| 1353 | 06131 | 107 | 0 | 71 |  |
| 1334 | 06132 | 110 | 0 | 72 |  |
| 1335 | 06133 | 111 | 0 | 73 |  |
| 1336 | 06134 | 111 | 0 | 73 |  |
| 1337 | 06135 | 112 | 0 | 74 |  |
| 1340 | 06136 | 113 | 0 | 75 |  |
| 1541 | 00137 | 114 | 0 | 76 |  |
| 1342 | 06140 | 115 | 0 | 77 |  |
| 1343 | 06141 | 115 | D | 77 |  |
| 1344 | 06142 | 116 | 0 | 78 |  |
| 1345 | 06145 | 117 | D | 79 |  |
| 1346 | 7614d | 120 | 7 | 80 |  |
| 1347 | 06145 | 121 | D | ${ }^{1}$ |  |
| 1350 | 06146 | 121 | D | 81 |  |
| 1351 | 06147 | 122 | D | 82 |  |
| 1352 | 0.150 | 1 c 3 | D | A 3 |  |
| 1353 | 00151 | 124 | D | 84 |  |
| 1354 | 06152 | 124 | 0 | 84 |  |
| 1355 | 06153 | 125 | 0 | 85 |  |
| 1356 | 06154 | 126 | 0 | 86 |  |
| 1357 | 06155 | 127 | D | 87 |  |
| 1360 | 06156 | 130 | 5 | 68 |  |
| 1361 | 06157 | 130 | 0 | 88 |  |
| 1362 | 06160 | 151 | 0 | 89 |  |

-Cl8-

| 1363 | 06161 | 132 | D | 90. |
| :---: | :---: | :---: | :---: | :---: |
| 1364 | 06162 | 133 | 0 | 91 |
| 1365 | 06163 | 134 | 0 | 92 |
| 1366 | 06154 | 134 | 0 | 92 |
| 1367 | 06165 | 135 | 0 | 93 |
| 1370 | 06166 | 136 | 0 | 94 |
| 1371 | 06167 | 137 | 0 | 95 |
| 1372 | 06170 | 140 | 0 | 96 |
| 1373 | 0617! | 140 | 0 | 96 |
| 1374 | 06172 | 141 | D | 97 |
| 1375 | 06173 | 142 | D | 98 |
| 1376 | 06174 | 143 | 0 | 99 |
| 1377 | 06175 | 143 | 0 | 49 |
| 1400 | 06176 | 144 | 0 | 100 |
| 1401 | 06177 | 145 | 0 | 101 |
| 1402 | 06200 | 146 | D | 102 |
| 1403 | 06201 | 147 | D | 103 |
| 1404 | 06202 | 147 | D | 103 |
| 1405 | 06203 | 150 | D | 104 |
| 1406 | 06204 | 151 | 0 | 105 |
| 1407 | 06205 | 152 | 0 | 106 |
| 1410 | 06206 | 153 | 0 | 107 |
| 1411 | 06207 | 153 | D | 107 |
| 1412 | 06210 | 154 | 0 | 108 |
| 1413 | 06211 | 155 | D | 109 |
| 1414 | 06212 | 156 | 0 | 110 |
| 1415 | 04213 | 157 | D | 111 |
| 1416 | 06214 | 157 | 0 | 11! |
| 1417 | 06215 | 160 | 0 | 112 |
| 1420 | 06216 | 161 | 0 | 113 |
| 1421 | 06217 | 162 | 0 | 114 |
| 1422 | 06220 | 162 | 0 | 114 |
| 1423 | 06221 | 163 | 0 | 115 |
| 1424 | 06222 | 164 | 0 | 116 |
| 1425 | 06223 | 165 | $\bigcirc$ | 117 |
| 1426 | 06224 | 166 | 0 | 118 |
| 1427 | 06225 | 166 | 0 | 118 |
| 1430 | 06220 | 167 | D | 119 |
| 1431 | 06227 | 170 | D | 120 |
| 1432 | 06230 | 171 | D | 121 |
| 1433 | 06231 | 172 | D | 122 |
| 1434 | 06232 | 172 | 0 | 122 |
| 1435 | 06233 | 173 | 0 | 123 |
| 1436 | 06234 | 174 | 0 | 124 |
| 1437 | 06235 | 175 | D | 125 |
| 1440 | 06230 | 176 | 0 | 126 |
| 1441 | 06237 | 176 | 7 | 126 |
| 1442 | 06240 | 177 | 0 | 127 |
| 1443 | 06241 | 200 | 0 | 128 |
| 1444 | 06242 | 201 | 0 | 129 |
| 14.45 | 06243 | 201 | D | 129 |
| 1446 | 06244 | 202 | 0 | 130 |
| 1447 | 06245 | 203 | 0 | 151 |
| 1450 | 06240 | 204 | 0 | 132 |
| 1451 | 06247 | 205 | D | 133 |
| 1452 | 06250 | 205 | D | 133 |
| 1453 | 06251 | 206 | 7 | 134 |
| 1454 | 06252 | 207 | D | 135 |
| 1455 | 04253 | 210 | 0 | 136 |
| 1456 | 00254 | 211 | 0 | 137 |


| 7 | 00255 |  |
| :---: | :---: | :---: |
| 1450 | 06256 | 21 |
| 1461 | 06257 | 21 |
| 1462 | 06260 | 214 |
| 1403 | 0626! | 2 |
| 1464 | 0620 | 15 |
| 1465 | 06203 | 2.b |
| 1466 | 06264 | 217 |
| 1467 | 06265 | 220 |
| 1470 | 06260 | 22 |
| 1471 | 06267 | 22 |
| 14:2 | 00270 | 222 |
| 1473 | 06271 | 223 |
| 1474 | 06272 | 2 |
| 1475 | 06273 | 224 |
| 1476 | 06274 | 225 |
| 1477 | 06275 | 226 |
| 1500 | 06276 | 227 |
| 1501 | 06277 | 230 |
| 1502 | 06300 | 230 |
| 1503 | 06301 | 31 |
| 1504 | 06302 | 232 |
| 1505 | 06303 | 23 |
| 1506 | 06304 | 234 |
| 1507 | 06305 | 234 |
| 1510 | 06306 | 235 |
| 1511 | 06307 | 236 |
| 1512 | 06310 | 236 |
| 1513 | 06311 | 36 |
| 1514 | 06312 | 236 |
| 1515 | 06313 | 236 |
| 1516 | 06314 | 236 |
| 1517 | 06315 | 236 |
| 1520 | 0031 n | 236 |
| 1521 | 06317 | 236 |
| 1522 | 00320 | 236 |
| 1523 | 06321 | 236 |
| 1524 | 06322 | 36 |
| 1525 | 06323 | 36 |
| 1526 | 06324 | 236 |
| 1527 | 06325 | 36 |
| 1530 | 06320 | 236 |
| 1531 | 06327 | 236 |
| 1532 | 06330 | 36 |
| 1533 | 00331 | 36 |
| 1534 | 00332 | 36 |
| 1535 | 06333 | 236 |
| 1536 | 06334 | 36 |
| 1537 | 06335 | 236 |
| 1540 | 06336 | 236 |
| 1541 | 06337 | 236 |
| 1542 | 06340 | 236 |
| 1543 | 06341 | 36 |
| 1544 | $0 \times 342$ | 236 |
| 1545 | 06343 | 236 |
| 1546 | 06344 | 236 |
| 1547 | 00345 | 256 |
| 1550 | 06340 | 36 |
| 1551 | 06347 | 236 |
| 1552 | 00350 |  |
| 1553 | 06351 | 236 |
| 1554 | 06352 | 36 |
| 1555 | 06353 | 236 |
| 1554 | 06354 | 236 |
| 1557 | 04355 | 236 |
| 1560 | 06556 | 236 |
| 1561 | 06357 | 236 |
| 1562 | 06360 | 236 |
| 1503 | 06361 | 236 |
| 1564 | 06562 | 236 |
| 1565 | 06363 | 236 |
| 1560 | 06364 | 236 |
| 1567 | 06365 | 236 |
| 1570 | 06360 | 236 |
| 1571 | 06367 | 236 |
| 1572 | 06370 | 230 |
| 1573 | 06371 | 236 |
| 1574 | 06372 | 236 |
| 1575 | 06373 | 236 |
| 1576 | 06374 | 236 |
| 1577 | 08375 | 230 |
| 1000 | 06370 | 236 |
| 1601 | 06377 |  |



## * -

APPENDIX D

## APPENDIX D

## CALIBRATION TABLE

| Temperature <br> $\left({ }^{\circ}\right)$ | Thermocouple, <br> Cromel-Alumel <br> (nv) | Amplifier <br> Output <br> (v) | Octal <br> Reading |
| :---: | :---: | :---: | :---: |
| 100 | 3.3 | 0.624 | 1664 |
| 200 | 7.3 | 1.380 | 4754 |
| 300 | 11.4 | 2.155 | 10064 |
| 400 | 15.6 | 2.948 | 13250 |
| 450 | 17.7 | 3.345 | 14760 |
| 500 | 19.8 | 3.742 | 16470 |
| 550 | 22.0 | 4.158 | 20200 |
| 600 | 24.1 | 4.555 | 21714 |
| 650 | 26.2 | 4.952 | 23420 |
| 700 | 28.3 | 5.349 | 25120 |
| 750 | 30.4 | 5.746 | 26610 |
| 800 | 32.5 | 6.142 | 30270 |
| 810 | 32.9 | 6.218 | 30534 |
| 820 | 33.3 | 6.294 | 30774 |
| 830 | 33.7 | 6.369 | 31240 |
| 900 | 36.6 | 6.917 | 33374 |

## DISTRIBUTION

No. of
Copies
Offsite
1

3
16

13

## Onsite

AEC Chicago Patent Group
A. A. Churm

AEC Technical Information Center
Dow Chemical Corporation/Rocky Flats
D. Livesay (12)
P. H. Healy (2)
D. Henry
J. Skufka

Lawrence Livermore Laboratory
D. F. Cruff
R. Eckard
R. A. Goodman
G. McFarland (10)

AEC/RL Patent Attorney
R. M. Poteat

AEC/RL - RDT Sr. Site Representative, PNP
F. R. Standerfer

Battelle-Pacific Northwest Laboratory
K. M. Busness
M. R. Compton
V. L. Crow
P. J. Dionne
G. E. Driver
M. D. Erickson
R. E. Falkoski
J. C. Fox
P. J. Hof
R. R. King
R. E. Mahan
T. A. Seim (5)
R. W. Stewart

Technical Information Files (3)


[^0]:    1. The actual memory used could not only be programmed, but could also be erased and reprogrammed indefinitely. It was read only, or unchangeable, in the sense that this operation could not be done under program control, but took a special programming device which applied programming pulses unavailable to the processor.
    2. Some programmable controllers used core memory for program storage, and had problems because of EMI.
