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We perform microwave imaging using a dynamically reconfigurable aperture based on a tunable,
disordered cavity. The electrically-large cavity is cubic, with a spherical-deformation, and supports
a multitude of distinct electromagnetic modes that vary as a function of excitation frequency. With
a set of irises introduced into one wall of the cavity, the cavity modes couple to spatially-distinct
radiative modes that vary as a function of the driving frequency. To increase the diversity of the
radiated fields, we replace one of the cavity walls with a variable impedance surface consisting of a set
of varactor-populated mushroom structures grouped into pixels. The reflection phase of each pixel is
independently changed with application of a voltage bias, effectively altering the surface impedance.
We demonstrate high-fidelity imaging and examine the role of the impedance-tunable boundary
condition, revealing superior performance in comparison with just frequency-diverse measurements.
We also demonstrate single-frequency imaging, which could significantly reduce the demands on the
required microwave source. The dynamic cavity imager may find relevance in security screening,
through-wall imaging, biomedical diagnostics, and radar applications.

I. INTRODUCTION

Fast, high-resolution, and low-cost microwave imaging
is highly desirable in a variety of applications including
security screening [1], biomedical diagnostics [2–4], and
synthetic aperture radar (SAR) [5, 6]. Conventional ra-
dio frequency (RF) hardware, however, has proven to be
a limiting factor in the deployment of such systems. Most
conventional RF imaging systems rely on mechanical
scanning, electronic beam steering, or massive transmit-
receive arrays [7–9]—technologies that are expensive or
require long acquisition times. RF imaging systems based
on computational imaging approaches [10–15] represent
viable alternatives to these more established technolo-
gies. Such systems are capable of leveraging unconven-
tional measurements and reconstruction algorithms to re-
cover scene information. In one approach, a series of
spatially-diverse patterns illuminate a scene, multiplex-
ing its contents into a sequence of measurements that are
then decoded in post-processing. By leveraging increas-
ingly powerful processing, computational imaging shifts
the burden of imaging from the physical layer to soft-
ware, significantly expanding the hardware design space
while enabling fast, high-quality image reconstruction.
The crux of computational imaging lies in generating

a sequence of diverse waveforms, as illustrated in Fig.
1. For this purpose, unconventional platforms have been
proposed and experimentally demonstrated in a variety
of settings, from optical [16] and terahertz frequencies
[17] to the acoustic regime [18, 19]. At microwave fre-
quencies, metamaterial apertures and electrically-large
cavities have shown great promise in producing such
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waveforms in the form of frequency-diverse radiation pat-
terns. With metasurface apertures, for example, a waveg-
uide is loaded with an array of radiating metamaterial
resonators, whose resonance frequencies are randomly
distributed over the band of operation [20–22]. As the
driving frequency is swept, different subsets of the res-
onators radiate, producing complex, frequency-indexed
patterns. These patterns are used in backscatter mea-
surements to multiplex the spatial content of a scene,
enabling high-quality images with fast acquisition times.
However, with a metamaterial aperture the diversity of
the generated patterns is limited by the quality (Q-) fac-
tor of the resonators and their intrinsic losses, which in
turn limits the effective number of measurements and the
information that can be recovered from the scene.

To circumvent the Q-factor limitations, electrically-
large cavities have been proposed. Electrically-large cav-
ities and disordered media have been a topic of much
interest in a wide array of fields [16, 23–37]. This inter-
est is primarily due to the fact that cavities possess high
quality factors and, when electrically-large and deformed,
can support a multitude of irregular eigenmodes. In [29],
this feature of cavities has been used to emulate quan-
tum mechanical chaos—a simple method to experimen-
tally examine complicated phenomena. At microwave
frequencies, large cavities have long been used for electro-
magnetic compatibility (EMC) tests [30–34]. Recently,
high-efficiency energy transfer from a large cavity to a
resonant receiver has been proposed based on coupled
mode theory and has been experimentally demonstrated
[35, 36].

The use of deformed cavities for imaging purposes was
first suggested and demonstrated in ultrasonic 3D tomog-
raphy [38]. In this work, time reversal of ultrasonic waves
was used to concentrate energy at desired locations. Sim-
ilar ideas were later proposed and demonstrated in other
media which exhibit a high density of resonant states [39].
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FIG. 1. Depiction of a disordered cavity with a tunable
boundary condition. The perforated wall is displayed away
from the cavity and a numerical example of a radiation pat-
tern is plotted.

The idea of using deformed media and a high density of
states to retrieve spatial content was later introduced at
microwave frequencies [40]. In this work, distinct modes
formed within a disordered cavity were projected into a
scene by introducing an array of irises into one of the
cavity walls, as depicted in Fig. 1. The resulting wave-
forms show significant spatial variation as a function of
frequency, enabling retrieval of a scene’s reflectivity via
a frequency sweep.

While volumetric and planar cavities have both shown
promise in experiments [37, 40–43], they require a large
operational bandwidth. Large frequency bandwidth,
though required in part for range resolution [44, 45],
may not be readily available in practice and can com-
plicate the design of a coherent RF transceiver. Further-
more, the generation of frequency-diverse patterns relies
on achieving a high Q-factor, which is inversely propor-
tional to cavity losses; since radiation is the primary cav-
ity loss mechanism, there is an inherent upper limit on
the performance of any frequency-diverse aperture [46].
To illustrate this limitation, let us assume a cavity pos-
sesses a large Q-factor. For this case, we assume that the
amplitude and phase of the electromagnetic field exciting
each radiator at each frequency are random. As a result,
each radiator obtains a unique measurement of the scene;
in other words, in the ideal case of large quality factor,
the number of unique measurement modes generated via
frequency diversity is determined by the number of ra-
diators. As such, it is desired to increase the number of
radiators to obtain a larger number of distinct radiation
patterns and hence measurements; however, the insertion
of additional radiators increases the radiative loss, thus
reducing the Q-factor and deteriorating the diversity of
the interrogating waveforms. For example, the quality
factor of the deformed cavity used in [40] was reduced
from 45,000 to 350 as a result of the introduction of ra-
diating irises.

To mitigate the limitations inherent to frequency diver-

sity, a tuning mechanism can be added to the system. In
[47–49], PIN diodes were integrated within metamaterial
resonators to construct a one dimensional (1D) metasur-
face dynamic aperture. These diodes, addressed indepen-
dently, rendered each resonator on or off depending on
an applied DC voltage. In this manner, the DC circuitry
selects different subsets of elements to radiate, result-
ing in distinct radiation patterns without dependence on
frequency sweeps. Using the 1D dynamic metasurface,
high-fidelity imaging of simple objects in two-dimensions
(range and one cross-range variable) has been experimen-
tally demonstrated at real-time frame rates [49]. It is
important to note that dynamic metasurfaces are able
to alter their radiation patterns through simple, low-cost
circuitry and do not require active components such as
phase shifters or amplifiers, which are expensive, bulky,
and consume large amounts of DC power [50].
The fundamental operation of the dynamic metasur-

face used in [47–49] lies in tuning the resonances of the
metamaterial elements to alter the radiation patterns. As
a result, the aperture’s performance is still limited by the
resonant losses of the metamaterial elements. For exam-
ple, the number of on and off elements in [49] had to be
chosen carefully to ensure sufficient radiated power with
an appropriately large effective aperture. To overcome
the losses associated with the diode-loaded metamaterial
elements, multiple feed points were required to ensure
the aperture was fully sampled.
To overcome the limitations of frequency-diverse sys-

tems as well as dynamic apertures, we propose a tun-
able cavity that possesses the advantages of both. In
this cavity, depicted in Fig. 1, we incorporate a tunable
impedance surface rather than modifying the responses of
the independent radiators. By changing the boundary’s
impedance, we alter the cavity’s modal distribution and
generate distinct radiation patterns without changing the
frequency. We highlight the design of the impedance
boundary condition and discuss its integration within the
proposed cavity. We experimentally confirm the role of
the boundary-tuned cavity and its superior performance
over the frequency-diverse aperture. We also present an
imaging system deploying the proposed tunable cavity,
demonstrating high-quality 3D images. To further em-
phasize the utility of tunable cavities, we perform single-
frequency imaging of planar objects. We conclude by
discussing the potential outlook of this device and its
prospective applications.

II. TUNABLE CAVITY DESIGN

The cavity used in this paper is similar to the ones used
in [38, 40]. The present structure is depicted in Fig. 2
and consists of a metalized, cuboid of dimensions 11 cm
× 11 cm × 5.5 cm (∼7λ × 7λ × 4λ, where λ is 1.5 cm,
corresponding to a frequency of 20GHz). One corner is
deformed into the shape of a sphere octant, with radius
3 cm (2λ), to perturb the rectangular eigenmodes. This
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FIG. 2. a) The cavity implemented in the imaging config-
uration, including four open-ended waveguide receivers. A
network analyzer and mechanical switch are situated behind
the aperture to take the measurements from the different re-
ceivers. b) The interior of the cavity when the impedance
surface is removed. c) A zoom in of the particular mushroom
structure and d) a highlighted pixel on the varactor-populated
impedance surface. e) The full-wave simulation domain and
results for a mushroom unit cell.

cavity is excited by a WR42 rectangular waveguide (K
band frequency range).

In contrast to the cavities in [38, 40], one wall of this
cavity is left as an open window for incorporation of a
tunable-impedance boundary plate. The tunable plate,
depicted in Fig. 2, has 8 cm × 8 cm lateral dimensions,
is made of 1.5mm thick Rogers 4003C substrate (dielec-
tric constant of 3.55 and loss tangent of 0.0027), and
contains a pixelated array of mushroom structures which
each contain a varactor. Mushroom structures, or high
impedance surfaces, were first used as a method to emu-
late the response of perfect magnetic conductors (PMC)
[51]. Since then, various designs with different properties,
both passive and dynamic [52], have been proposed.

Here, we use mushroom structures consisting of an
octagon inscribed in a 2mm diameter circle, which are
surrounded by a 0.3mm gap and have a via of 0.5mm
diameter connecting to the ground plane. The size of
the mushrooms and the particular varactor (MACOM
MAVR-011020-1411) were chosen such that the transi-
tion of the mushroom structure from perfect electric con-
ductor (PEC) to PMC happens within the K band. To
accomplish this condition, a single mushroom was sim-
ulated in a full-wave electromagnetic solver, CST Mi-
crowave Studio. The reflection phase and magnitude,
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FIG. 3. a) Return loss of the perforated cavity with a dense
frequency sampling. Three example states are shown as well
as a zoom in (contained by the dashed box). b) The standard
deviation of the return loss is also plotted for a set of 100
measurements and the bandwidth used for imaging is high-
lighted.

depending on the capacitance of the varactor, are plot-
ted in Fig. 2e. As can be seen, the reflection phase of
the surface changes through a full rotation of 0 to 2π
(taking on the behavior of both PEC and PMC) in the
frequency range 17.5GHz–21.5GHz. As expected, the
reflected signal’s amplitude remains close to unity over
the band of operation. While the simulation setting as-
sumes normal plane wave incidence and an infinite array
of mushrooms structures, its results ensure variation of
the reflected phase for practical cases of oblique incidence
and finite array size. It is important to note that we are
not interested in obtaining an exactly prescribed amount
of return phase, but rather in causing tangible variations,
which essentially change the cavity’s boundary condition
and the resulting eigenmodes.

Once the design of the mushroom structure is finalized,
a 4×4 array of mushrooms is grouped together to consti-
tute a pixel—a group of mushrooms all controlled by the
same voltage. Sixteen such pixels are then tessellated to
form a 4×4 grid that occupies the cavity wall. Each pixel
can be addressed separately using a (0 or 5 V) DC volt-
age dictated by an Arduino microcontroller. The total
number of sixteen pixels allows for 216 = 65,536 distinct
surface impedance states. The varactors are 90◦ rotated
from each other in neighboring pixels to ensure coupling
to both polarizations. The need to address both polar-
izations arises from the nature of the cavity modes. In
a disordered cavity, a plane wave decomposition at each
point consists of a combination of arbitrary wavevectors



4

and polarizations; as a result, the deformed electrically-
large cavity does not possess a dominant field polariza-
tion.

Incorporation of such a tunable impedance boundary
into the cavity offers two crucial advantages: 1) the tun-
ing mechanism is separated from the radiating layer, en-
larging the design space for the radiative layer. In other
words, the choice of radiative elements can be designed
to further optimize the performance for the intended
application. 2) Such a cavity supports a multitude of
distinct modes, which can be tuned with modification
of the impedance boundary condition. The dynamic
impedance wall allows the generation of highly-distinct
waveforms without trade-offs concerning the number of
radiating elements, bandwidth, or cavity quality fac-
tor. Ultimately, the number of independent measure-
ment modes for an aperture should be dictated by the
space-bandwidth product [53, 54] rather than Q-factor
or design-specific limitations. To form the aperture, one
side of the cavity is perforated with 150 randomly dis-
tributed slots (see Fig. 1 and 2). The slots are designed
to radiate into a single polarization at K band with min-
imal losses. Use of such simple and efficient radiators is
an important advantage associated with disordered cav-
ity resonators.

We note that a cavity with a tunable impedance
boundary has also been utilized in [55, 56]. In [55], the
tuning of a spatial phase modulator [57] was used to form
a focal spot in a desired location for improving communi-
cation between two antennas placed within a reverberat-
ing cavity (a conventional room in this case). In [56, 58],
a combination of electronically-tunable and mechanical
stirrers was used to shape the waveforms within the cav-
ity. By contrast, here we utilize the tunable bound-
ary to form diverse radiation patterns outside the cavity
for computational imaging purposes. Given the require-
ments of this application, the designed cavity and the
impedance boundary are distinct from those reported in
[55–57]. Additionally, a rudimentary version of a tun-
able cavity was demonstrated in [59] but this device was
also mechanically actuated. It is also worth noting that
while the scrambling of a cavity’s fields has been demon-
strated for various purposes using mechanical stirrers,
this approach is slow and may exhibit inconsistencies or
fluctuations, drawbacks which are prohibitive for our ap-
plication.

Once the deformed cavity was fabricated, it was ex-
amined using a network analyzer (Agilent E8364C). In
the first set of measurements, the return loss of the tun-
able cavity was measured for 100 different states of the
impedance boundary. The entire K band (17.5GHz–
26.5GHz) was sampled at intervals of 1.406 25MHz (6401
points). As an example, the return loss for three differ-
ent tuning states is plotted in Fig. 3. A multitude of
resonances (represented by the dips in the return loss)
can be observed for all three states. In fact, when there
are no radiation losses, the closed cavity can support a
much larger number of modes, each of which has a nar-
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FIG. 4. Time domain plot of the return loss (in log) along with
a fitted line from which the experimental Q can be calculated.

row linewidth (high quality factor). Due to the radi-
ation losses, the spectral linewidths of the modes have
increased and many of the dips have merged into each
other.

This phenomenon can be confirmed by calculating the
quality factors of the loaded (radiating) and closed (non-
radiating) cavity. In the literature, it is common to
invoke the thermodynamic analog of the reverberating
chamber to calculate its unloaded quality factor through
Q = 16V π2f3/c3 [31, 32]. Using this formula, the un-
loaded quality factor is estimated to be Q ≈ 30,000. The
Q of the loaded cavity (i.e. with the radiative layer) is
computed using the decay rate of its impulse response
[31, 43]. To do this, the Fourier transform of the re-
turn loss is taken over the entire K band with sufficient
sampling so that there is no aliasing in the time domain
response—depicted in Fig. 4. The exponential decay

rate, α, of the time domain return loss (S̃11(τ) = e−ατ )
can be calculated by fitting the curve in Fig. 4 with a
linear regression. Once the decay constant α is computed
it is inserted into Q = fcπ/α (where fc = 20GHz is the
center frequency) to obtain the quality factor. For the
current cavity, this process results in Q ≈ 600, which
is much smaller than the unloaded quality factor. This
observation once again exemplifies the trade-off between
the radiation and the correlation of the modes.

Examining the return loss results in Fig. 3, we also ob-
serve significant variation in S11 as a function of tuning
states within the middle of the K band. These variations
reveal two important factors: 1) through changing the
boundary, we are altering the modal distribution within
the cavity, as manifested by the changing locations of
the resonant dips. This variation, which is explicated
in [56], enables us to alter the radiation patterns gener-
ated by the device. 2) The frequency range over which
these variations are greatest is 19.5GHz–23.5GHz. To
determine this range, we calculated the statistical stan-
dard deviation of S11 for 100 states, σS11

. This devi-
ation is plotted in Fig. 3 as a function of frequency.
Clearly, the standard deviation is the highest over the
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FIG. 5. Variation in the radiated electric field for three neigh-
boring frequencies (separated by 11.25MHz) and three ran-
dom tuning states (all at 20.875GHz), all plotted with the
same linear scale as a function of azimuth and elevation. The
data is transformed from the near-field measurements and all
plots are normalized to the same scale. A more quantita-
tive perspective is given by the SV spectrum which is plotted
below the fields for the passive and dynamic apertures.

range 19.5GHz–23.5GHz. This frequency range is close
to that of the designed impedance surface (17.5GHz–
21.5GHz); the slight frequency shift can be attributed to
fabrication and component tolerance.

The results presented in Fig. 3 verify that the tunable
boundary condition is responsible for altering the cav-
ity’s modes. Next, the radiative near-field of the cavity is
scanned for different states and at frequency intervals of
11.25MHz over 20.3125GHz–22.5625GHz (resulting in
201 frequency points) using an open-ended waveguide; a
step size of 5mm (<λmin/2) is used to completely char-
acterize the radiated fields. The frequency step size is
increased from that used for the S11 experiments so that
the near-field scanning and imaging measurements can be
performed in a timely manner. Furthermore, using the
analysis in [46], the number of useful modes or frequency
points for such a cavity operated without dynamic tuning
is estimated to be QB/fc ≈ 146, where B is the band-
width. Our choice of 201 frequency points guarantee we
are capturing all the distinct radiated modes generated
by this cavity.

The near-field scan data is then used in conjunction
with surface equivalence principles [60] to compute the

radiation patterns everywhere in the scene for every state
of the impedance boundary and every frequency point.
Computed radiation patterns for three different frequen-
cies (constant tuning states) and three different tuning
states (constant driving frequency) are plotted in Fig.
5 in a plane at a distance of 50 cm. The former repre-
sents frequency-diverse radiation patterns (as would be
the case in a passive cavity) and the latter exemplifies
dynamically-tuned radiation patterns. Evidently, utiliz-
ing the tuning results in less correlation between the ra-
diation patterns (manifested as higher spatial variation).
It should also be noted that in both cases the radiation
patterns exhibit many lobes (instead of the one directive
main lobe conventionally used) so that they illuminate
a large portion of the scene. While this results in lower
reflected signal and a decrease in the signal to noise ratio
(SNR), it is fundamentally necessary for the multiplex-
ing approach of computational imaging. In applications
where imaging is completed at large distanceon the order
of kilometers for synthetic aperture radarSNR would be-
come a greater concern, but in the near-field application
that we consider here the hardware provides sufficient
SNR even with the low gain radiation patterns.

To better quantify the variation of the radiated fields,
we populate a matrix with the calculated radiation pat-
terns. Each row of the resulting matrix consists of the
radiated electric field for a given tuning state and driv-
ing frequency. As a result, the total number of rows,
N , is the multiplication of the number of tuning states,
Nt, and the number of frequency points, Nf . A singu-
lar value decomposition (SVD) of this matrix reveals the
degree of correlation among its rows (or radiation pat-
terns). Recall that diversity among radiation patterns
enables multiplexing of unique information during imag-
ing. A flat singular value spectrum, indicates high or-
thogonality between rows while a rapidly decaying singu-
lar value spectrum indicates severely correlated radiation
patterns. The SV spectrum for radiation patterns gener-
ated by the passive (with N = Nf = 201) and dynamic
cavities (with Nf = 26, Nt = 8, resulting in N = 208) are
plotted in Fig. 5. The same bandwidth, 20.3125GHz–
22.5625GHz, is used in both cases with the dynamic case
having courser sampling. Clearly, the SV spectrum of the
tunable cavity exhibits significantly less correlation. An-
other important factor is that the dynamic cavity allows
us to use a larger quantity of distinct patterns, as is ev-
idenced by Fig. 5 where we have also plotted the case
with three times as many tuning states. Eventually the
amount of obtainable information using the tunable dis-
ordered cavity saturates, as will be seen in the discussion
of single-frequency imaging.

The results presented in Fig. 5 indicate that the ra-
diation patterns generated by the tunable cavity can in-
terrogate the entire imaging domain and encode its spa-
tial content into simple backscattered measurements as
a function of tuning state or frequency or both. The effi-
cacy of this proposal is examined in the next section and
the two methods for image retrieval are contrasted, fur-
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ther highlighting the enhanced performance made avail-
able by the tunable boundary condition.

III. IMAGING RESULTS

The tunable cavity is implemented in the imaging con-
figuration pictured in Fig. 2. In this setting, the cavity
acts as a transmitting aperture interrogating a scene un-
der test. The signal backscattered by the scene is col-
lected by four open-ended waveguides situated around
the perimeter of the cavity. The cavity is connected to
port 1 of a network analyzer and the probes are connected
to port 2. The signal paths from the receiving probes to
the receive port of the network analyzer are separated
using a mechanical switch. The measured S21 is then a
signal initiated at the transmitting port, radiated by the
tunable cavity, reflected by the scene, and collected by
receiving probes. This process is repeated sequentially
for the four probes (four signal paths). For each probe,
the impedance surface is cycled through a set of patterns
with an applied voltage to generate the various radiation
patterns. The open-ended waveguides have a radiation
pattern that can be estimated by modeling the aperture
as a point magnetic dipole [61]. Electric fields in the do-
main are then calculated with the appropriate Green’s
function.

The measured S21 thus represents the backscattered
signal, which is post-processed to reconstruct an image of
the scene. To do this, the relationship between the scat-
tered signal and radiation patterns of the system’s aper-
tures needs to be described. Assuming first Born approxi-
mation (weak scatterers and single scattering events) and
diffraction-limited resolution, this relationship is formu-
lated as [22]
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g = Hf (1)

where g is the measured signal, f is the reflectivity of the
scene (the quantity to be estimated), andH is the sensing
matrix. The H matrix is composed of the waveforms
generated by the transmitting and receiving apertures.
Expanding a specific entry of g and row of H we can see
that the measurements relate to the scene reflectivity as

gi = ΣjHijfj = Σj(E
T
i (rj) ·E

R
i (rj))fj . (2)

In this equation the H matrix is represented in terms of
the transmitter’s and receiver’s fields, ET

i and ER
i , for

the i-th mode. The index i revolves through frequencies,
tuning states, and different receive antennas to count all
of the interrogating waveforms. The rj are the locations
in the scene and j sweeps through the entire region of
interest.
Equation 1 can be used to estimate f . In practice, H

is not square and a true mathematical inverse does not
exist. Even in the case of square H, direct inversion is
not advised due to presence of noise. As a result, we use
an iterative least squares solver, GMRES, to estimate f .
The specific implementation of the reconstruction algo-
rithm is an active area of research and beyond the scope
of this paper. As we are agnostic to the choice of recon-
struction, the requirement of diversity among the rows of
H is essential for high-quality image formation.
We start our experiments by first examining the ideal

case, when a large number of tuning masks, Nt = 30,
and frequency points, Nf = 26, are used to image dif-
ferent objects. The letters D and U, formed using thin
metallic wire, have been used as the targets under in-
vestigation. The reconstructed images are shown in Fig.
6. Both objects are located at a depth of 50 cm and are
clearly resolved. These images confirm the ability of the
boundary-tuned cavity to retrieve high-quality images.
Next, we focus on identifying the role of the tunable

impedance boundary in retrieving scene information. To
do this, the letter U is imaged with the cavity oper-
ating in passive mode (mere frequency diversity, with
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N = Nf = 201) as well as dynamic mode (with Nt = 8
and Nf = 26, resulting in N = 208 total measurements).
The results are plotted in Fig. 7. In the passive case
the diodes are all set so that the mushroom structure
acts as a PEC. To keep a fair comparison, the number
of measurements (i.e. the number of rows of H) is kept
roughly the same in both cases. Evidently, the frequency-
diverse cavity can resolve the objects, but with lower
quality, while the tunable cavity can form a clear image
of the targets with the same number of measurements. In
fact, even when the number of measurements is halved
(Nt = 4, such that N = 104), the dynamic cavity can ob-
tain higher-quality images. This once again exemplifies
the powerful capabilities of the dynamic cavity.
In all of the images reported above, the bandwidth has

been kept at 20.3125GHz–22.5625GHz, the same as that
used for the SVD analysis. This is done to keep the range
resolution, predominantly retrieved through frequency
bandwidth [44], identical for the passive and dynamic
cases. If a larger bandwidth is used the results for the
passive case will be improved; however, in many applica-
tions a large frequency bandwidth may not be available
or may complicate the design of the RF transceiver. The
reduction in frequency sampling for the dynamic case
leads to a decreased unambiguous range (UR). This is not
concerning for the tunable cavity since many frequency-
diverse systems are extremely oversampled and have an
UR which is significantly larger than the actual region of
interest [21, 40, 42, 43]. Additionally, in many scenarios
the location of the target is constrained (for example in
screening of objects on a predetermined platform or in
spaceborne SAR systems) to a known range of distances.
If no range information is desired or if the object is con-
fined to a plane, a single frequency can be used to obtain
images. In contrast to the frequency-diverse implementa-
tions, the dynamic cavity at hand offers such capability.
This idea is demonstrated in Fig. 8 where 2D images of
different targets have been reconstructed using Nt = 200
states and a single frequency (21.4375GHz).

The results presented in Figs. 6-8 confirm the utility
of the tunable cavity in computational imaging settings.
In particular, they demonstrate the ability of the tunable
cavity to generate distinct radiation patterns, even when
the cavity’s quality factor is significantly reduced by ra-
diation losses. In other words, the performance of the
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FIG. 9. Comparison among different quantities of tuning
states. The SV spectra grade from 60 to 200 tuning states
(in steps of 20) and the information content saturates within
this span.

tunable cavity is not limited by the inexorable trade-off
between the number of radiating slots and the quality fac-
tor [46]. This notion raises an important question: what
limits the number of distinct radiation patterns that this
cavity can generate? To answer this question, we note
that any radiated pattern is the superposition of fields
generated by the radiative slots. As such, the total num-
ber of possible distinct patterns is bounded by the num-
ber of radiative slots. To illustrate this point, we have
computed the SV spectra for different numbers of states
at single frequency and plotted them in Fig. 9. Evidently
the information content saturates somewhere around 150
tuning states which is comparable to our 150 slots.
This saturation feature can also be observed in the sin-

gle frequency reconstructions depicted in Fig. 10. In this
figure, the dynamic cavity operating at a single frequency
is used to image a sub-diffraction-limited scatterer (a ball
bearing of diameter 1.6 cm). As we decrease the num-
ber of states from 200 to 50, the image quality degrades
slightly. However, above 150 states, the image quality
remains virtually identical. If desired, more slots could
be introduced into the radiative layer and the number
of useful radiation patterns could be increased further.
This process will ultimately become limited by the space
bandwidth product associated with the aperture’s physi-
cal dimension and the operating frequency. Probing this
limit is an interesting prospect left for a future work.

IV. SUMMARY AND FUTURE DIRECTIONS

The results presented in this paper establish the tun-
able, disordered cavity as a promising device to gener-
ate distinct radiation patterns for computational imag-
ing purposes. In particular, it was shown that separating
the radiative layer and tuning mechanism significantly
loosens the constraint that resonant and radiative losses
impose on performance. In the future, various improve-
ments can be added to this device. For example, here
we addressed the varactors using only 0V and 5V DC
while we could continuously vary the voltage (0V–5V)
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of measurements. Quality remains the same between a) 200
and b) 150 but slowly degrades for c) 100 and d) 50 measure-
ments. Note that the angular skew in the PSF is induced by
the asymmetric alignment of the receiving antennas.

to increase the control over the radiated fields. The tun-
ing mechanism can also be modified to employ thin-film

transistors or liquid crystals.
This device can also be envisioned in a planar form

factor to simplify the fabrication process and enable low-
profile deployment. Alternatively, the perforated wall of
the cavity can take on a shape conformal to the imag-
ing domain, making them attractive devices for appli-
cation in biomedical systems. Such an implementation
could be of use in breast cancer detectors or could be
employed to form a focal spot within a certain layer of
tissue for device charging or heat application. Structures
similar to the demonstrated device have shown promise
in telecommunications and wireless power transfer, where
they have relied on a large cavity (such as a room) and
operated within the reverberating medium. The pre-
sented tunable cavity combines the features of both tun-
ing and frequency-mixing properties and can easily be
used for generating on-demand hot spots for telecommu-
nication or wireless power transfer purposes. Given these
promising outlooks, we believe tunable mode mixing cav-
ities, either in volumetric or planar form factors, will find
many applications in security screening, biomedical diag-
nostics, telecommunications, and wireless power transfer,
among many others.
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