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Abstract—Next generation communication systems have to
comply with very strict requirements for increased flexibility
in heterogeneous environments, high spectral efficiency and
agility of carrier aggregation. This fact motivates research in
advanced multicarrier modulation (MCM) schemes, such as
filter bank-based multicarrier (FBMC) modulation. This paper
focuses on the offset quadrature amplitude modulation (OQAM)-
based FBMC variant, known as FBMC/OQAM, which presents
outstanding spectral efficiency and confinement in a number of
channels and applications. Its special nature, however, generates
a number of new signal processing challenges that are not
present in other MCM schemes, notably, in orthogonal frequency
division multiplexing (OFDM). In multiple-input multiple-output
(MIMO) architectures, which are expected to play a primary role
in future communication systems, these challenges are intensified,
creating new interesting research problems and calling for new
ideas and methods that are adapted to the particularities of the
MIMO-FBMC/OQAM system. The goal of this paper is to focus
on these signal processing problems and provide a concise yet
comprehensive overview of the recent advances in this area. Open
problems and associated directions for future research are also
discussed.

I. INTRODUCTION

The ever increasing demands for digitalized anytime and
anywhere contents have fueled an explosive growth of Internet
access. With the proliferation of data-hungry applications, it
is expected that in the next few years the number of devices
with Internet connection will increase tremendously, leading
to a massive wireless connectivity among users and machines.
The unprecedented traffic increase in human- and machine-
type communications poses stringent constraints in throughput,
energy and delay. Strategies that are being considered to
respond to these demands with the current spectrum scarcity
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include: cell densification, authorized spectrum sharing, mil-
limeter wave (mm-wave) communications and large scale
antenna arrays at the base station [1]. A popular view is that
5th generation (5G) systems will support the future needs
through the combination of the above strategies. Hence, 5G
is envisioned to provide spectrum flexibility and unleash the
potential of multiple-input multiple-output (MIMO) technol-
ogy. This anticipates that the waveform type and the MIMO
solution to be adopted will play a decisive role in fulfilling
the 5G requirements. An air interface that achieves a fine-
grained control of the spectrum and is well-suited to MIMO
communication systems is bound to be adopted in upcoming
5G standard releases.

The dominant transmission technology nowadays is based
on the orthogonal frequency division multiplexing (OFDM)
scheme [2]. The beauty of OFDM stems from the ease of its
implementation and its robustness against multipath fading,
which allows to model the end-to-end communication system
as a set of parallel frequency flat subchannels. These two
reasons explain why OFDM has been the modulation of choice
in most of the current wireless communication standards such
as: Long-Term Evolution (LTE) [3], Worldwide Interoperabil-
ity for Microwave Access (WiMAX) [4], wireless local area
networks (WLAN) [5], digital video broadcasting-terrestrial
(DVB-T) [6] and digital audio broadcasting (DAB) [7]. Next
generation communication systems will require an orthogonal
frequency division multiple access (OFDMA) scheme that
presents better stop-band attenuation and allows for a flexible
carrier aggregation, without the need of strict synchronization
among users. In this context, enhanced versions of OFDM
have been investigated, e.g., [8]-[12]. A viable alternative to
enhanced OFDM is offered by filter bank-based multicarrier
(FBMC) modulations [13], [14]. This is because FBMC offers
the possibility of shaping subcarrier signals with waveforms
that are well-localized in both frequency and time axes [15].
This translates into a steep sidelobe decay, allowing a flexible
spectrum usage and offering an increased resilience against
time and frequency misalignment, compared to enhanced
versions of OFDM. With FBMC, carrier aggregation becomes
a trivial task, since each subcarrier band is confined to an
assigned range and has a negligible interference to other bands.
As a consequence of its good properties, FBMC has played
a central role in several recent and on-going international
projects [16]-[20] and in the 5G infrastructure public-private
partnership [21]. FBMC is being considered as the modulation
of choice not only for 5G cellular networks [2], [18], [20], [22]



but also for the professional mobile radio (PMR) evolution
[17] and for satellite communications [23].

One of the most studied FBMC schemes is based on offset
quadrature amplitude modulation (OQAM), usually referred
to as OFDM/OQAM [24], [25]. It is also widely known
as FBMC/OQAM or, less commonly, as staggered multitone
(SMT) [14] and was in fact first proposed in the 60’s [26].
Regarding the computational burden, the complexity analysis
reveals that the necessary effort to implement the transceiver is
higher in FBMC/OQAM than in OFDM [27]. However, real-
istic (semi-realtime) demonstrations have shown a significant
spectral efficiency gain (of the order of 20-30%) for FBMC-
based systems [16], justifying the extra computational cost.

In view of the successful combination of OFDM with
MIMO, the objective of this paper is to show that
FBMC/OQAM can also benefit from the advantages and gains
of incorporating MIMO processing. The latest signal process-
ing developments that enable the combination of MIMO and
FBMC/OQAM are the subject of this overview paper. Many
other multicarrier modulation schemes are currently under in-
vestigation: universal filtered-multicarrier (UFMC) [28], [29],
generalized frequency division multiplexing (GFDM) [30]-
[33], filtered multitone (FMT) [34], [35] and cyclic block
filtered multitone (CB-FMT) modulation [36]. UFMC, GFDM
and CB-FMT also possess the key ingredients to become the
new wide band access scheme. The criterion that tips the
balance towards the winner has not been established yet, but
aspects such as spectral efficiency, power spectral density,
complexity, sensitivity to multipath fading and applicability
in MIMO architectures are crucial to identify the most com-
petitive modulation. This paper focuses on the FBMC/OQAM
scheme because it is the most spectrally efficient alternative,
attaining the highest symbol density in the time-frequency
plane [15]. Moreover, it exhibits a good spectral confinement
[37], [38] and does not rely on the CP transmission [25]. The
latter may however complicate the channel equalization task
and hence there have been a number of alternative proposals
that rely on the insertion of a CP [37]-[40]. This paper
does not consider enhancements related to the features of the
final implementation. This work gives priority to the original
FBMC/OQAM waveform, which presents outstanding spectral
efficiency, and studies the challenges that it poses to MIMO
processing. Therefore, CP-based variants of FBMC/OQAM
will not be covered.

Differently to OFDM, the use of FBMC/OQAM in multi-
antenna configurations is not as straightforward. In general
terms, one cannot rely on a mere generalization of the
solutions adopted in OFDM-based systems (as it is often
the case for other filtered multicarrier schemes aided with a
CP). Early works in the literature that compared OFDM and
FBMC/OQAM for multistream MIMO systems did not take
into account the different signal structure of FBMC/OQAM
and how to take advantage of it [41]. Indeed, how to fully
exploit the potentials of FBMC/OQAM in MIMO systems is
still an open research problem. This paper overviews previ-
ous works and also establishes the foundations to designing
the basic techniques, such as channel inversion and channel
diagonalization.
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Figure 1. Block diagram of a parallel data transmission system.

The rest of the paper is organized as follows. In the next
section, the FBMC/OQAM system model is described and
the two cases that correspond to different degrees of channel
frequency selectivity are outlined. In Section III, we address
the design of MIMO techniques for FBMC/OQAM systems
that achieve multiplexing and diversity gains by exclusively
using the knowledge of the channel state information (CSI)
at the receive side. The techniques described in Section IV
benefit from the CSI knowledge at both ends of the link to
jointly design the transmitter and the receiver. The possibility
of using CSI at transmission (CSIT) opens the door to allo-
cating several users over the same frequency resources. As
a consequence, Section IV encompasses single- and multi-
user communication systems. All of the above mentioned
techniques require estimates of the MIMO channels. Channel
estimation techniques for MIMO-FBMC/OQAM are reviewed
in Section V. Finally, Section VI concludes the paper and
discusses directions for future research.

Notation: Upper- and lower-case boldface letters denote ma-
trices and vectors, respectively. Let the superscripts (.)7, (.)*
and (.)¥ denote, respectively, transpose, complex conjugate
and Hermitian transpose operations. We will use [A];; to refer
to the (i, j)th element of a matrix A. By Iy we denote the
N-th order identity matrix. We define \; (A) to be the Ith
largest eigenvalue of a matrix A. diag {ay, ...,an} isan N x N
diagonal matrix, the (k,k)th element of which is given by ay.
We will use * to denote the convolution operation. Let tr(.) and
E {-} be the trace and expectation operators, respectively. ® is
the (left) Kronecker product. The Frobenius norm of a matrix
A is denoted by ||A|| . The symbol 6y, is 1 if &k =n and 0
otherwise. v/—1 is denoted by j. The sets of N x M real- and
complex-valued matrices are respectively denoted by RY*M
and CNM*M R(A) and S(A) stand for the real and imaginary
parts of A € CN*M | respectively. The extended version of
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a matrix A is defined as A = [?R (A ) R (A )} . The
upsampling and downsampling operations by a factor of x
will be denoted by (.)+, and (.)|,, respectively.

II. SYSTEM MODEL

The aim of this section is to present a formulation for the
FBMC/OQAM modulation scheme that unifies single-input-
single-output (SISO) and MIMO architectures. The SISO
FBMC/OQAM transmission format hinges on introducing a
time offset on the real or imaginary (depending on the parity
of the subcarrier) part of the QAM symbols, which is equal to
half the symbol period. This is tantamount to the transmission
of pulse amplitude-modulated (PAM) data symbols at the
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Figure 2. OQAM staggering in a multicarrier structure.

double rate with a phase shift of 7 inserted between adjacent
symbols along time and frequency axes. The result is a
weak (real-domain) subcarrier orthogonality, characterized by
the presence of an intrinsic self-interference at the received
signal even when no distortion is present in the transmission
link. This self-interference can be easily removed under ideal
transmission conditions since it is in quadrature with the
desired signal. In the presence of multipath fading however,
additional signal processing is required to restore the perfect
reconstruction (PR) property. Next subsection describes the
SISO transmission format in detail.

A. SISO

This section provides the basics of a parallel QAM transmis-
sion system [42], which will pave the way to understanding the
idea behind FBMC/OQAM. In this work, the most common
case of a uniformly modulated filter bank is considered. This
system is depicted in Fig. 1. The filters of the filter bank are
time-frequency shifted versions of the prototype pulse p(t).
The parallel data transmission concept consists in splitting the
bandwidth into M subbands, which are spaced Ay apart in
frequency. At each subband symbols are pulse shaped by p(t)
and transmitted with rate T’ where T' stands for the symbol
period. The matched filter is represented by p*(7'—t), which is
time-shifted so as to be causal, and (k+1)T" corresponds to the
sampling instant. This strategy allows the system to achieve a
fine-grained control of the spectrum, because p(t) is a band-
limited low-pass filter. A common practice for simplifying the
waveform design and increasing the bandwidth efficiency is
to use a spectral roll-off higher than zero and allow spectral
overlapping.

According to Fig. 1, data can be recovered under ideal
channel conditions only if

/p (t—kT) ed2mmAst o
p* (t — k’T) 6_j27rm/Aftdt = 6k’7k6m’,m-

6]

This orthogonality condition imposes a constraint, ﬁT <1,
on the symbol density [24]. A prototype pulse that satisfies this
constraint with equality, corresponding to minimum symbol
spacing, cannot be well-localized both in time and frequency
[24]. A well known example is given by the rectangular pulse,
which underlies classical OFDM. It turns out, however, that
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Figure 3. Power spectral density and time response of the prototype pulse

[44] and the rectangular window. The frequency is normalized to the subcarrier
spacing and the time is normalized to the symbol period.

good time-frequency localization (TFL) with ﬁ = 1is
possible if OQAM modulation is employed, by alternately
shifting the parallel data transmissions in time (7'/2) and in
frequency (7/2). A detailed explanation can be found in [43].
The baseband transmitted signal can then be written as

p(t—kT) +

)= X5 (el

kEZ meven

3 (@ml]) p (£~ T/2 - m) dtnma i

DD

<.7 me
k€Z modd

R (oK) p (¢ — T/2 — kT)) ei2mmasst,

)
p(t—kT) +

where x,,,[k] is the QAM complex-valued symbol transmitted
on the mth subcarrier and at the kth time instant. Notice that
the symbols on adjacent subcarriers are shifted by a phase
of 7. To simplify the notation, it is useful to realize that
OQAM introduces a staggered structure, which is equivalent
to transmitting PAM symbols with rate % By defining

dam[2K] = R (z2m[k]) , dom1[2k] = S (22m+1[k])
dom[2k +1] = S (w2m[k]),  domia[2k +1] = R (502m+1([3)])
(bm[k] _ e_j(%(771-!—}’6)—71'mk)7 (4)

the FBMC/OQAM signal s(t) can alternatively be written as

> i dpn[K]

k€Z m=0

T :
p (t - k2> ePTmAIL - (5)

Fig. 2 illustrates how the OQAM sequences are generated by
staggering between the in-phase and quadrature components
of the QAM symbol z,,, [{]. The orthogonality condition, which
guarantees that symbols {d,,, [k]} are perfectly recovered at the
receive side, is then expressed as

R (/p (t - ki) eIZmmAsty (k] x
(6)

T ; /
p* (t — k/2> e_J27Tm Aft(ﬁrn/ U{J/]dt> = 5k:’,k:5m’,ma

in contrast to (1).
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Figure 4. Block diagram of the FBMC/OQAM transceiver.

1) From continous-time to discrete-time FBMC/OQAM:
Defining the critical sampling period by T = % the proto-
type pulse can be obtained by sampling an analog waveform
as follows: p[n] = p((n— D)Ts). The delay DTy is set
to guarantee that p[n] is causal. When p(t) is truncated to
this interval [—(L/2)Ts, (L/2)T;s], as proposed in [25], then
it follows that D = (L — 1)/2 and p[n| is defined for
n = 0,1, ..., L—1. The prototype pulse p[n] is usually designed
to be evenly symmetric and confined within the frequency
range [—2% 2%]. The length of the pulse is usually expressed
as L = KM, where K is the overlapping factor. As a result,
the higher the overlapping factor is, the faster the pulse can
decay in the frequency domain. There are several pulses that
achieve a good frequency confinement with K < 4, see, e.g.,
[24], [25], [44]-[48]. Note that some of them are directly
designed in the discrete-time domain, because the pulses that
are obtained by truncation and discretization of p(t) lose the
orthogonality. Fig. 3 shows the good spectral characteristics
exhibited by the design proposed in [44] with K = 4 and
M = 1024.

The discrete-time baseband model for FBMC/OQAM is
expressed as

SORD DD SACTACT A TS PG

keZ m=0
where
Om[k] = €22 (M HR) (8)
fmln] = p[n]ej%m("_D). 9)

Note that low-rate signals, i.e. the PAM modulated symbols,
use the sampling index k£ while the high-rate signals are
indexed by n. The signal formulated in (7) reveals that the tails
of p[n] result in an overhead that cannot be neglected in short
burst transmission. This disadvantage is avoided by truncating
the initial and final transients of the burst [49], yet the
distortion and the out-of-band radiation is then substantially
increased. These drawbacks can be overcome to some extent
by transmitting virtual symbols and subsequently applying a
window function in the time domain [50]. Alternatively, the
circular convolution can be adopted followed by a tail biting
operation [51]. However, since the circular structure brings
about sharp edge transitions, it is imperative to use a time
window to reduce the increased sidelobes. In the rest of the
paper, none of these alternatives will be considered and we
will stick to the notation used in (7) for ease of exposition.

In this case, it is worth emphasizing that the set of functions
{6, [K] f [n — 2LK] } constitutes an orthonormal basis in the
real domain if

R (0 k)0 [k — Tlagm[r]) = R (Th,[7]) = 64mr0, (10)
where the transmultiplexer response

F];m [T] = ‘92 [k]em U‘; - T]O‘qm [T] (11)

depends on the inner product between f,, [n + T%] and f[n]
given by
M *
amlr] =S d [ty | i )
The variable ay,,[7] can be understood as the coupling be-
tween two symbols that are separated (g — m)% in frequency

and T% in time. The condition (10) is unchanged if the phase
term is defined as

1, k+m even
%W:{¢

k+m odd, 13)

instead of (8). In practice, both definitions are used. Based on
the discrete-time formulation, the FBMC/OQAM transceiver
can be depicted as Fig. 4 shows. It is worth mentioning that
the synthesis filter bank (SFB) and the analysis filter bank
(AFB) can be efficiently implemented using the inverse fast
Fourier transform (IFFT) and the FFT, respectively [25]. The
block diagram shows that there are M input data symbols that
are upsampled, filtered and then, added to form the composite
signal s[n]. It is important to remark that upsampling controls
the symbol period and compresses the signal spectrum by a
factor %, by introducing % —1 zeros between input symbols.
It can be inferred from Fig. 4 that real-valued data symbols
are transmitted at rate fS%, where fs = % is the sampling
frequency. The symbol that is fed into the mth input is given
by the real PAM data symbol d,,[k] multiplied by the phase
factor 0,,[k].

Under realistic propagation conditions, the signal s[n] is
affected by multipath fading and additive noise, which are
denoted by h[n] and wi[n], respectively. The demodulated
signal on the gth subcarrier, which is given by y,[k] =
(fr[=n]* (s[n] * h[n] + w[n]))l% is compactly written as

g+1

Z (dm [K]0m [K]) * ggm [K] + wqlk].

m=q—1

Yq [k] = (14)



Table 1
INTRINSIC INTERFERENCES UNDER IDEAL PROPAGATION CONDITIONS FOR ¢ EVEN AND THE PULSE OF [44]

k=-5 k=—4 k=-3 k=-2 k=—-1 k=0 k=1 k=2 k=3 k=4 k=5
ogq—1k] 70.0013 0.0054 —70.0429 | —0.1250 70.2058 0.2393 | —3j0.2058 | —0.1250 70.0429 0.0054 | —50.0013
ogqlk] 0.0023 0 —0.0668 0 0.5644 1 0.5644 0 —0.0668 0 0.0023
aqq+1[k] | —70.0013 0.0054 70.0429 —0.1250 | —30.2058 | 0.2393 70.2058 —0.1250 | —70.0429 | 0.0054 70.0013
. . . . M T
The sum is typically restricted to the subcarriers ﬂ Y Y ﬂ
{¢—1,9,qg+ 1} only, because the subcarrier spacing is Y Y
27 and th f th Ise i fined withi
57 and the energy of the prototype pulse 1s confined within
the interval [_%7 QMW], although the frequency response of B(w) : : Alw)
n| stretches over |—m, ]. According to the above model,
pln] =, ] e ! Mw)| |y v |Tsw
interference can be classified as inter-symbol interference — —

(ISI) or inter-carrier interference (ICI) as follows:

Yqlk] = gqq[0]dq[K]04 (k] + quq [7]dg[k — 7104 [k — 7]
T#0

ISI

+ 37N gam Ik — 710 [k — 7] +wq[K].

m#q T

1CI
(15)

If ¢ = 0, the interfering signals come from subcarriers
{0,1, M — 1}, due to the periodicity of the discrete-time
Fourier transform (DTFT). Analogously, the signals that con-
taminate the Mth output of the AFB, i.e. ypr—1[k], leak from
subcarriers {0, M — 2, M — 1}. In (15), the magnitudes of
{ggm[k]} are such that the desired and the unwanted signals
can be of comparable strengths, which shows the importance
and difficulty of the channel equalization. It will be shown in
the subsequent sections that the equalization task is greatly
simplified if the channel frequency response is sufficiently
smooth in the pass band region of one subcarrier. In this case,
all the interfering signals that come from a given subcarrier
experience the same channel, up to a constant factor. However,
this simplification does not hold true if the subcarrier spacing
is significantly higher than the channel coherence bandwidth.
Therefore, it can be stated that the degree of the channel
frequency selectivity affects the channel expression, so that
the equivalent response from subcarrier m to subcarrier ¢ can
be formulated using these two models

1) gqm[k} = (fm[n] * h[n] * f;[_n])i%
2) ggmlkl = H (%m) agm k],

where H(w) = 3" h[n]le=7“" is the DTFT of h[n] evaluated
at the radial frequency w. With even ¢, and with the prototype
pulse being designed as described in [44] with an overlapping
factor of K = 4, agm[k] takes the values shown in Table 1.
When q is odd the same table is valid albeit with some sign
changes. To better appreciate the approximation error in (14),
the power that leaks from ¢ — 2 and g+ 2 has been computed.
In view of the fact that 32, (Jagg—2[K]I* + [age+2[K]”) =
2.85 x 107% and |agy[0]|> = 1, we can conclude that the
mismatch modeling error is negligible.

Regarding the distinction made in (16), model 1) accounts
for the most general case and it is always valid. The simplified

(16)

Figure 5. Ideal implementation of a frequency precoder B(w) and a frequency
equalizer A(w).

model 2) hinges on assuming that the channel frequency
response is flat at the subcarrier level. Note that in model
2) the channel seen by the signal that comes from the mth
subcarrier is flat and equal to H (2%m). It must be mentioned
that model 2) is preferable over model 1) because it offers a
better analytical tractability. However, system parameters and
propagation conditions will determine its validity. From this
point on, we will be using the term low frequency selective
channels to refer to those scenarios where model 2) is valid.
Otherwise, the term highly frequency selective channels will
be used.

B. MIMO

In the SISO case, M streams are transmitted in parallel, i.e.
one per frequency bin. Let us now consider the case where
the transmitter and the receiver are equipped with N and Ng
antennas, respectively. Using the spatial degrees of freedom,
S multicarrier signals can be multiplexed. Fig. 5 depicts the
most general architecture to implement any linear multicarrier
MIMO transceiver. If the DTFT of d!,, [k] is defined as D!, (w),
the DTFT of the symbols associated with the /th substream and
the mth subcarrier becomes

@) = 32 (9 [Re™ = 57D, («-3). an

forl =1,2...,S. Then, the DTFT of the transmitted signal
associated with the /th substream can be expressed as

M—1 wM
Mi(w) = m};@ Frn ()T, <2> : (18)
It should be mentioned that the spectrum of the symbols is
shrunk by a factor M/2 after performing the upsampling
operation, leading to I}, (22). According to the definition

given in (9), F,,(w) can be written as
2mm
M 9

Fp(w) =e i5mPp <w (19)
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where P (w) is the DTFT of the prototype pulse p[n]. The
frequency representation of the S parallel FBMC/OQAM
modulated streams is denoted by

M(w) = (M) Ms@)]" = 3 Fu()l, <w;‘4> _

(20)
The Ith entry of L, (w) € C5*1 is equal to I', (w). Denoting
by B(w) € CN7*5 the linear precoder, by H(w) € CNrxNt
the MIMO channel and by A(w) € CV&*5 the equalizer, the
received signal before the AFB takes the form

T(w) = A7 (W) H(wW)B(w)M(w) + A% (W)W(w).  (21)
Notice that the frequency representation of the equalized signal
is given by T(w) = [T1(w)---Ts(w)]” and the additive
noise is denoted by W(w) = [Wi(w)--- Wi, (w)]". The
components of these vectors are defined as follows: T;(w) =
>, tinle ™7™ and W;(w) = Y, w;[n]e 7™, for 1 <i < S
and 1 < j < Ng. In these expressions, ¢;[n] denotes the
sequence at the input of the ith AFB and wj;[n] is the additive
noise that contaminates the reception of the jth antenna.

The implementation of the architecture depicted in Fig. 5
may be extremely difficult if the impulse responses of the
precoder and the equalizer are excessively long. This is the
case with the singular value decomposition (SVD) beam-
forming, which relies on the SVD of polynomial matrices
in time-dispersive media [52]. This problem is circumvented
to some extent in multicarrier modulations, in particular for
FBMC/OQAM systems, through decomposing the broadband
MIMO channel into a set of subchannels, so that transmit
and receive processing can be performed on a per-subchannel
basis. Since the frequency selectivity of the subchannels is
milder than that of the whole channel, the number of taps
required to apply the pre- and the post-processing per sub-
channel is substantially reduced. In the least complex case, a
single tap suffices. Fig. 6 shows the placement of precoding
and equalization stages in an FBMC/OQAM transceiver. At
the transmit side, S streams are spatially multiplexed on
each subcarrier. By means of the pre-processing stage, the
vector O [kKldm[k] = im[k] = Onlk] [dL[K]---dS (k] s
mapped onto N7 antennas, resulting in the column vector

—— ]y
sy [n

Transmitter and receiver structure of multi-stream MIMO-FBMC/OQAM systems with precoders and equalizers working on a per-subchannel
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LK oK), for 0 < omo < M — 1
Different alternatives to design the mapping will be analyzed
in Section IV.
From (14), it can be inferred that the demodulated data at
the jth receive antenna on the gth subcarrier is given by

Vilk] = [v}

qg+1 Nrp
vl = 30 Y vk sl k) @)
Gomlk] = (fnln] x hsiln] x £31-n]) | (23)
wilk] = (wj[n] * £ (=) e - (24)

where the impulse response hj;[n| accounts for the channel
between the ith transmit antenna and the jth receive antenna.
The equivalent channel g{lfn[k‘] is different from zero for
L =— {mJ <k< Wi Lo, where L, is the
maximum of all channel lengths. Concerning the statistical
information, it will be assumed that the symbols satisfy
E {d}[k]d},[l]} = Es0;64,m0k, and that the noise samples
are zero-mean circularly symmetric complex Gaussian random
variables, i.e. w;[n] ~ CN (0, No).

To counteract the channel and successfully detect the
symbols, the vector y, [k] = [yi[k]---y2" [kJHT associated
with the gth subcarrier is post-processed to obtain z,[k] =
[z; [k]zf [k}]T This notation is sufficiently general to
accommodate all the equalization techniques addressed in
Sections III and IV. The signal at the output of the AFB can
be compactly written using the following notation

q+1
Yolkl = D Gamlk] % Vou K] + wq[K]
7qu:—:_11—1 L
= D> Y Gunlrlvilk — 7] +wylk]
m=q—17=—1L1
= Gog[0vglkl + DY Gmlrlvalk — 7]+ wylk],
(m,7)EQq k
(25)
where w,[k] = [w;[k]wéVR[k]]T Note that the con-

volution between two sequences of matrices is defined as
A[k] «B[k] = >, A[l|B[k — . In contrast to (14), the MIMO
system formulated in (25) introduces interference between
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Figure 7. The neighborhood of the frequency-time point (g, k). The dashed
line box delimits the first-order neighborhood.

streams and antennas. Notice that, in view of the good TFL
of the prototype filter, the intrinsic interference mainly comes
from a neighborhood around the frequency-time (FT) position
(g, k), as Fig. 7 illustrates. The set ), contains the FT
positions that contribute to the interference. The equivalent
channel matrix for each of the two models defined previously
in (16) is given by

1Nt

aml7] Ggm" 7]
D Gmlrl = : (26)
T

2) Gyml[7] = agm|[THp,.

To model case 2), which corresponds to a multiplicative chan-
nel distortion, the frequency response of the MIMO channel

evaluated at %m has been considered, namely

Hu (57m) Huiny (57m)
27)
Hyp (55m) Hyp Ny (%m)
~H (3m).
It deserves to be highlighted that the frequency-domain for-
mulation of the equivalent channel between the mth and the
gth subcarrier reads

Gym(w) = [F} (28)

q

(@) P H(@)] -

For any matrix M(w), the decimation by a factor M/2 is
represented by

M/2—1

> w(2)

Observe that when the per-subcarrier flat fading condition is
satisfied, the frequency response becomes

Gym(w) = [F; ((,L))FT,L((,J)]UV[/2 H,,.

2

[M(W)hM/Q i (29)

(30)

C. Application of FBMC/OQAM in massive MIMO
Recently, different variants of FBMC/OQAM have been

studied in the context of massive MIMO communications [54],
[55]'. The essence of massive MIMO is in mitigating the

I'The original study in [55] focused on the massive MIMO performance of
cosine modulated multitone (CMT) modulations. However, it is pointed out
in the same paper that similar conclusions hold for SMT (FBMC/OQAM).

effects of multi-user interference through the exploitation of a
large number of antennas at the base station. The combination
of massive MIMO and FBMC/OQAM is of the utmost impor-
tance to get the best of both technologies. Interestingly, the au-
thors in [55] have experimentally verified that as the number of
antennas increases, the equivalent channel after combining the
signal components from different antennas becomes smooth,
so that it can be assumed flat at the subcarrier level. This flat-
tening effect, known as self-equalization, allows us to establish
as accurate model 2) in (26), even for a subcarrier spacing
of 87.5 kHz over the Stanford University Interim 4 (SUI-
4) channel model [54]. Hence, multi-user MIMO techniques
relying on model 2) will be valid for FBMC/OQAM-based
massive MIMO communications, subject to self-equalization.

D. Widely linear processing

Given the channel output written in (25), the most common
approach to estimating the data d,[k] relies on exploiting the
second-order statistics of y,[k]. Data symbols are drawn from
a PAM constellation and, therefore, the vector d,[k| exhibits
non-circularity, which means that its pseudo-autocorrelation
does not vanish, i.e. E {d,[k]d} [k]} # 0 [56]. Hence, the au-
tocorrelation E {y,[k]y[k]} and the pseudo-autocorrelation
E {y,[k]y] [k]} are needed to fully characterize the second-
order statistics of y,, [k]. When non-circularity appears, the best
linear procedure of estimation consists in linearly combining
y,[k] and y;[k], which is known by the name of widely linear
filtering [56]. When the parameters to be estimated are real-
valued, as it is the case when the PAM modulation comes into
play, the widely linear filtering is equivalent to linearly com-
bining R (y,[k]) and S (y,[k]). Therefore, all the information
will be retrieved by any of these two augmented vectors,
namely [yl[k] yZ [k;HT or [R(yI[k]) S(yF [k])]T Due to
the special processing that is required to detect non-circular
symbols, an open problem is to devise techniques that take
full advantage of this fact.

E. Scenarios

As it was argued in previous subsections, the simplifica-
tion of the input/output relation depends on how severe the
frequency selectivity of the channel is. Three scenarios will
be considered, corresponding to different degrees of channel
frequency selectivity. They are described in Table II, where the
corresponding models from (26) that are valid in each case are
also shown. The parameters that characterize Scenarios 2 and
3 allow approximating the channel frequency response as flat
within one subchannel. Therefore, in this case, model 1) can
be replaced by model 2). In Scenario 1, no flatness assumption
can be made and, therefore, model 1) is the only input/output
relation that can accurately represent the equivalent channel.
Concerning the dynamics of the channel, the paper is re-
stricted to scenarios where the channel is invariant over several
FBMC/OQAM symbols.

In all three scenarios the FBMC/OQAM signal is con-
structed with the prototype pulse presented in [57] with an
overlapping factor K = 4. To make a fair comparison between
FBMC/OQAM and OFDM, the symbol energy to noise ratio



Table IT
SYSTEM PARAMETERS AND PROPAGATION CONDITIONS

Scenario 1 Scenario 2 Scenario 3
Subcarrier spacing Ar=15 kHz Ar=15 kHz Ay=15 kHz
Sampling frequency fs = MA; Hz fs = MAy Hz fs = MA; Hz

Channel model [53] | Extended Typical Urban (ETU)

Extended Vehicular A (EVA)

Extended Pedestrian A (EPA)

System model 1)

D.2) D.2)

loss, due to the CP transmission, has been taken into account
in all the simulations. The length of the CP is set to % of the
symbol period, unless otherwise stated.

F. Robustness against synchronization errors

One of the main advantages of FBMC/OQAM over OFDM
is its inherent robustness against synchronization errors. In
fact, among the main interests in the FBMC/OQAM tech-
nology is the fact that it enables the practical transmis-
sion of several (unsynchronized) signals occupying different
subcarrier groups. Contrary to OFDMA, where strict signal
synchronization among the different users is needed, the
synchronization requirements between the distinct multi-user
FBMC/OQAM signals can be relaxed. This was recently
demonstrated in [58], where an exhaustive analytical study
of the residual distortion caused by multi-user misalignment
was presented. It was concluded that the performance degra-
dation from synchronization errors is negligible provided that
at least one subcarrier is left void between adjacent multi-
user transmissions. The same conclusion has been drawn
in [59]. In OFDMA, a single subcarrier does not suffice
to separate the signals from different users. At the price
of a complexity increase, the sensitivity to synchronization
errors can be reduced by resorting to interference mitigation
techniques [59], [60]. Section IV-C4 further delves into the
robustness against synchronization errors, by carrying out a
performance evaluation of FBMC/OQAM and OFDM when
tight synchronization is not attained.

III. MIMO-FBMC/OQAM SYSTEMS WITHOUT CSIT
REQUIREMENTS: SPATIAL MULTIPLEXING SCHEMES

This section presents the techniques that have been specif-
ically designed for MIMO-FBMC/OQAM systems when CSI
is solely available at the receiver. Emphasis is given to
schemes that achieve spatial multiplexing gains, where Np
streams are plainly mapped onto Np transmit antennas. In
this case the streams can be detected jointly, or separately after
performing MIMO equalization. Depending on how strong the
channel frequency selectivity is, this section proposes specific
techniques for highly and low frequency selective channels.

When CSI is only exploited by the receiver, diversity gains
can be achieved using space-time-block-coding (STBC) [61].
Nevertheless, the PR property in (10) is satisfied in the real
domain, whereas STBC is constructed by using orthogonal
structures in the complex field. As a consequence, the appli-
cation of STBC to FBMC/OQAM results in ISI and ICI [62].
To overcome the inherent error floor problem, ISI and ICI
can be mitigated by interference estimation and cancellation
procedures [63], [64]. This allows achieving diversity gains,

but only for low-order modulations. Indeed, interference esti-
mation and cancellation techniques suffer from error propaga-
tion phenomenon. When high-order modulations are used, the
decision errors occur more often and propagate through the
iterations. Therefore, the performance still presents the error
floor limitation for high-order modulations. In addition, the
best performance in [63], [64] is achieved by using QAM
symbols with the conventional FT lattice structure of OFDM.

Alternatively, STBC can be combined with FBMC/OQAM
in a block-wise manner [65]. This solution is feasible when the
FBMC/OQAM transmultiplexer impulse response is conjugate
symmetric along the time axis. The Alamouti scheme can
benefit from this property to create the complex conjugate
symbols to be transmitted in the second slot, by transmitting
the time-reversal version of the corresponding block. Then, the
conventional Alamouti decoding scheme is able to separate
the streams in the FBMC/OQAM context as well. However,
zero-valued symbols have to be inserted between the blocks
to avoid the interference between them.

Other research works propose to modify the FBMC/OQAM
scheme to enable the combination with STBC [62], [66],
[67]. The authors in [62] show that Alamouti coding can be
employed when it is combined with code division multiple
access (CDMA). The scheme proposed in [66] avoids the error
floor problem, by grouping consecutive FBMC/OQAM signals
and appending a CP ahead of each block. When the CP is
removed at the receive side, the channel matrix that multiplies
each block can be easily diagonalized, which paves the way to
applying the Alamouti scheme. Another technique that relies
on the CP transmission is developed in [67]. In contrast to
[66], the CP is inserted on each subcarrier at the input of
the SFB. Then, ISI can be eliminated by applying channel
diagonalization strategies on each subcarrier. To remove ICI,
adjacent subcarriers transmit complex data in different FT po-
sitions, which allows combining STBC and FBMC/OQAM in
a straightforward manner. Since the aforementioned techniques
are not based on conventional FBMC/OQAM schemes and
achieve diversity gains at the expense of higher complexity
and rate degradation, the development of MIMO techniques
that achieve diversity is not covered in this section.

A. Highly frequency selective channels

Starting from the general expression in (25), which con-
siders the model in highly frequency selective channels, the
demodulated signal in the absence of CSIT can be expressed
as

Yq [k] = 04[k]Gqq[0]dg[K] + wq[K]
+ Om[k — TIGgm[7]d [k — 7).

(m,7)EQq k

3D



Observe that symbols are not precoded, so that v,[k] =
0,4[k]d,[k]. This equation shows that the time-frequency sig-
naling in FBMC/OQAM leads to two-dimensional (2-D) in-
terference. To produce maximum likelihood (ML) sequence
estimates, it is necessary to construct a trellis that characterizes
the 2-D interference. Since the number of states of the trellis
grows exponentially with Np and the number of elements in
the subset €2, 1, one can conclude that ML sequence estima-
tion is computationally intractable. Several suboptimal trellis-
based detection algorithms are surveyed in [68]. However, the
required complexity is still too high in the context of MIMO-
FBMC/OQAM. Hence, the rest of the subsection delves into
equalization-aided receivers that perform separate detection.
The most promising techniques fall into three categories,
which are identified as parallel equalization, multi-tap equal-
ization and frequency-domain equalization.

1) Parallel equalization: As mentioned in Section II-B, the
most general multi-antenna linear transceiver for frequency
selective channels can be described as in Fig. 5. When the
signal is transmitted without precoding, one could build the
frequency selective equalizer matrix A(w) according to the
zero forcing (ZF), i.e.,

AT (WH(W) =g, (32)

or the minimum mean square error (MMSE) criteria, yielding

No

—1
o INR) H7(w). (33)

Aw) = <H(w)HH(w) +
Since these two approaches are not easily affordable from the
computational point of view, it is customary to exploit the
FBMC/OQAM signal structure in order to simplify the imple-
mentation of these frequency-selective receiving structures.

To illustrate this point, let us focus on this ideal equalizer
structure for some specific symbol stream. The ideal receiver
is described by the concatenation of the frequency selective
equalizer A(w) and the AFB. Therefore, from the structure of
the AFB in Fig. 4 we can readily see the frequency response
observed by the mth subcarrier prior to decimation is given by
the matrix (F,,(w)A(w))™, where F,,(w) is defined in (19).
The prototype pulse p[n] is typically designed to occupy a
relatively narrow bandwidth, which means that the energy of
the output of the filter F),(w) will be mostly concentrated
around w = 2”7’” As a consequence, if we consider the
concatenation of the equalizer matrix A(w) and the AFB, we
may approximate

2mm

Fr(w)A(w) ~ F(w)A < i

> = Fm(w)Am (34)

under the assumption that the entries of A(w) do not present
strong variations around the subcarrier w = 2;;—[’” In this case,
the general receive architecture shown in Fig. 5 can essentially
be implemented with the structure illustrated in Fig. 6. We will
next see that more accurate approximations can be considered,
which will effectively deal with strong channel frequency
selectivity. The idea is simply to consider a more accurate

approximation of A(w) around the intended subcarrier.

Assume that the equalizer matrix A(w) is a continuously
differentiable function of order up to Kpr (the subindex R
here emphasizing the fact that we are considering a receive
architecture) and denote by A) (w) its (th derivative. Using a
Taylor expansion, we can approximate the original equalizer
A(w) around the mth subcarrier as

Kol 2rm\*
Aw)~ > i <w—M> A (35)
=0

where Al = A (27). Now, consider again the concatena-
tion of the equalizer and the AFB. We can clearly approximate

Ka-l 1 27Tm ¢ (Z)
F(w)A(w) ~ Y i (w—M> Fr(w)AY . (36)
=0

This approximation is more accurate than the one in (34),
which can be retrieved from the above by selecting Kp =
1. Now, the right hand side of (36) can be very efficiently
implemented by using K parallel filterbank demodulators,
each one of them constructed from a different prototype pulse.
Indeed, observe that the frequency response in (36) can be
implemented as the sum of Kp parallel frequency responses,
each one obtained as the concatenation of a frequency-flat
equalizer AY and a filter with frequency response

m

2mm

Z(”‘M)ZFW):

e_j%"”D 2mTm ¢ 2mm,
=0 (W‘M) P(“"M>~ (37

The frequency response of this filter is proportional to a
frequency-translated version of w’P (w), which can approx-
imately be seen as the DTFT of the time-domain derivative of
the prototype pulse.

In order to formalize this point, we recall that according
to Section II-A, the prototype pulse p[n] can be obtained
as a discretization of a smooth analog waveform p(t)
[— (LTs) /2, (LTy) /2] — R, so that

pln] =p((n—D)T),

Let us denote by p(“)(¢) the /th derivative of the analog wave-
form p(t). Define p(“)[n] as the corresponding discretization,
ie.,

n=0,...,L—1.  (38)

pOln) = (MT)'p' ((n — D) T;) (39)
and let Py(w) denote its DTFT. Then, we can easily see that
Py(w) ~ (jwM)e P(w) for sufficiently large M. Indeed, this
relation only holds true for analog signals. However, if M is
high enough, the energy of P (w) becomes so concentrated
around the origin that frequency aliasing tends to disappear
and consequently, the DTFT and the continuous-time Fourier
transform become proportional. Hence, we may re-write the
approximation in (36) as

Kr—1

1
> Frm(w)AY
—o (M)

Fr(w)A(w) ~ (40)
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Figure 8. Proposed implementation of the frequency-selective linear receiver
(equalizer) for the specific case of Nr = 2 receive antennas and Kp = 2
parallel stages.

where Fy ,(w) = e~iFFmDp, (o.) - 2};—}”) According to this
equation, the optimum equalizer can be approximated by prop-
erly combining K parallel frequency flat equalizer matrices
A taken as the derivatives of the original A(w) at each
subcarrier m = 1,..., M. Each frequency flat equalizer matrix
A%) feeds an FBMC/OQAM modulator whose frequency
response at the mth subcarrier is given by Fj ,,(w), which
corresponds to a classical FBMC/OQAM modulator that uses
a derivative prototype p(®) [n] as given in (39) instead of the
original one p[n].

In summary, we can conclude by the above informal reason-
ing that the ideal targeted equalizer formulated in (32) and (33)
can be approximated as illustrated in Fig. 8. The suggested
implementation of the multi-stage equalizer is represented for
the specific case where K p = 2 (2 parallel stages) and N = 2
(two receive antennas). The additional stage that needs to be
superposed to the original one is represented in red dotted line.

The performance of this parallel multi-stage equalizer was
established in [69] by using the steps drawn in [70] for the
SISO case. In particular, it was shown in [69] that, under PR
pulse conditions, the distortion at the output of the equalizer
decays as O (M ~25#7) when M — oo, where Kp is the
number of parallel receive stages. Thus, by increasing K g, one
can progressively reduce the residual distortion caused by the
channel frequency selectivity. In order to establish how many
stages are needed to achieve a certain performance level, one
can evaluate an analytic expression of the asymptotic residual
error power (see [69] for further details).

2) Multi-tap equalization: The use of multi-tap equaliza-
tion in conventional FBMC/OQAM architectures raises as an
alternative to parallel equalization to face the channel fre-
quency selectivity. The effectiveness of multi-tap equalization
in SISO communication systems is corroborated by the work
in [71], [72]. In this subsection, the same idea is extended
to the spatial multiplexing case [73], [74]. In this regard, the
demodulated signal is equalized resorting to space and time
diversity, giving rise to

Svmbol stream 1

Symbol stream 2

10

k= 3 Ay, k-] 1)

T=—L,

By design, A [k] € CNr*5 is assumed different from 0
for —L, < k < L,. Since the transmitted symbols only
bear useful information in either the real or the imaginary
dimensions, we can compensate the phase term and focus on
the real part, leading to dg[k] = R (6 [k]z4[k]). To get easy-to-
handle expressions, the estimated symbols can be compactly
expressed using this formulation

~T= =T _
dq [k] = Aq qu [O}dq [ki]T_F—ll?q 77(] [k]
+ A E,, [T]d [k — 7], (42)
(m,7)EQq &
by stacking real and imaginary parts of these matrices
T
Ag= [AT[-La) - AT(L]]
nglk] = 9; (k] [Wqlk + La] - - wylk — La]]T 43)
Eb[r] = 60;[k0m[k — 7] [, [7 + L]

"'Ggm[T _ La]}T

The real-valued representation relies on the notation described
in Section I. From this point on, the derivation of the widely
linear MMSE receiver is the closed-form expression given by

-1

_ _ L T 1 _

A, = (Z Byl (Egalrl) + ESan> E, (0]

m,T (44)

The noise autocorrelation matrix is denoted by R, =
E {n¢[k]n [k]}. In order to improve the performance, the
MMSE receiver can be combined with successive interference
cancellation (SIC) structures [73]. Due to the matrix inversion,
the complexity involved in the computation of MMSE-based
techniques is high, for large Np and Ng. The number of
operations required to calculate the equalizer coefficients can
be significantly reduced if the frequency sampling approach
derived in [74] is considered. Frequency sampling-based
equalizers are designed to match a target frequency response
at a given frequency points, therefore they can be efficiently
computed resorting to the discrete Fourier transform (DFT).

3) Frequency-domain equalization: With the multi-tap ap-
proach, a processing delay is introduced to leverage on the
temporal diversity. To combat the effects of non-flat subchan-
nels without additional delays, an alternative scheme named
frequency spreading FBMC/OQAM (FS-FBMC/OQAM) is
presented in [75]. The method is based on designing the
frequency response of the prototype pulse, which is denoted
by P(w), according to the approach in [57]. Then, for an
overlapping factor K, the evaluation of P(w) at the frequency
spacing % is different from zero only in 2K — 1 points, i.e.,

2mi

P j=-K+1,-- ,K—1. (4
(KM>#0,Z 1, (45)
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Figure 9. Frequency-domain equalizer for subcarrier ¢ and antenna j.

To benefit from the fact that the pulse is only defined by
2K — 1 non-zero frequency components, the AFB can be
easily implemented in the frequency domain. Assuming that
the length of the pulse in the time domain is K M and denoting
by r;[n] the signal received by the jth antenna, the gth output
of the AFB is written as

KM-1

D

n=0

) M 2r
yilk] = & {”*kz}p[n}e—w“"—m. (46)

Leveraging on the inverse DFT of the pulse, given by

2me j 25 in
pln] = KM Z ( )@j S

the demodulated s1gna1 can be expressed as

(47)

k] = ei 5 K R, 27 (gK +1) p 2mi
Yal"l = Ty ik KM KM)’
i=—K+1 (48)
where
KM—1
: 2 M| _i2z .

n=0
It must be noted that (48) can be efficiently implemented with
a KM x KM FFT. However, the output of the FFT is not the
point-wise multiplication of the channel and the transmitted
signal frequency responses. To prove it, let us define

s (') -

where s;[n] is the signal transmitted by the ith antenna.
Neglecting the noise, the signal received by the jth antenna
takes the form r;[n] = fV:Tl si[n]*h;;[n]. Denoting the DTFT
of hj;[n] by Hj; (w), the following relation

() S () o

KM-1

M or
Z S; [n—i— k2:| e IEMmM, (50)

n=0
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Figure 10. SER against %ﬁ in highly frequency selective channels.

cannot be assumed as the true expression when the FFT is
applied. The explanation is based on realizing that the linear
convolution of the sequence s; [k%] S 8 [k‘% + KM — 1]
with the channel, results in a signal the length of which is
higher than K M. Provided that the length of the channel
was L., the FFT size should be at least KM + L., — 1 to
achieve the desired point-wise multiplication [76]. Then, the
DFT of p[n] may not be defined by 2K —1 points, significantly
increasing the complexity. Based on that, it is proposed to stick
to the configuration described in [75] and assume that (51) is
satisfied. However, further research is required to characterize
the distortion caused by taking blocks of K'M samples.

As Fig. 9 indicates, the procedure to estimate d,[k| consists
in multiplying the (¢K + i)th FFT output by aJ[i] € CN7*1,
fori = —K+1,---, K—1. Note that the size of the equalizer
in the spatial multiplexing case is Nr. After the equalization
stage, the signals are weighted with the DFT of p[n]. Finally,
the resulting 2K — 1 spectral components are added leading
to the column vector z)[k] € CV7*!. Finally, the symbols can
be estimated as

Ngr
dolk] = —R | 0;[Kle 775 S 2 [K] (52)

KM 1

Provided that the MMSE is the equalization technique used to
separate the streams, the taps are derived as follows [77]:

, , No
[al[i]...a % [i]] = (Hj{in,i + ESINT> H[,,

where H, ; € CN rXNT g the DTFT of the MIMO channel
evaluated at 257 (¢K +1).

4) Performance Validation: In order to validate the per-
formance of the multi-stage architecture and the multi-tap
processing, we simulate a FBMC/OQAM modulation with
M = 1024 subcarriers. The MIMO setup is constructed ac-
cording to the scenario 1, whose system parameters are defined
in Table II, with Ny = 2 and Np = 4. The symbols are
drawn from the 16-QAM constellation. Regarding the multi-
stage architecture, the original equalizer is designed according

(53)



to (33). The solution based on the multi-tap processing follows
the approach described in Section III-A2. In OFDM, which is
simulated as a benchmark, the channel is equalized with the
MMSE receiver.

Fig. 10 represents the symbol error rate (SER) as a function
of %ﬁ Observe that FBMC/OQAM exhibits an error floor
when the multi-stage parallel architecture sets Krp = 1, which
coincides with the conventional single-tap MMSE equalizer
employed in OFDM. When the receiver combines the process-
ing performed on two stages, which corresponds to Kp = 2,
the error floor is not observable for the range of ;E\,—i under
consideration. The alternative based on multi-tap equalization
gives practically the same performance as the multi-stage
architecture by using three taps per-subcarrier, i.e. L, = 1.
Notice that the curves obtained in OFDM and FBMC/OQAM
systems exhibit the same slope. However, there is a gap due
to the energy that is wasted transmitting the CP in OFDM.

The BER results of the multi-tap equalizer virtually coincide
with those obtained with the frequency sampling approach
and the frequency-domain equalizer, which are respectively
descried in Sections III-A2 and III-A3. For the sake of the
clarity in the presentation, the aforementioned techniques have
not been represented in Fig. 10.

B. Low frequency selective channels

Considering frequency non-selective subchannels, the vector
of the demodulated signals at a given FT position (g, k) is
expressed as

Yq (k] = 0q[k]Hedg[E] + wqlk]
=+ Z Qgm [T]enL [k - T]qum [k — T].

(m,7)€EQq,k

(54)

It has been assumed that the channel seen by all the signals
that leak through the gth subcarrier is the same and equal to
H,, which can be considered as a special case of model 2). It
will be shown that the assumption made in (54) paves the way
to applying ML detection. To this end, y, [k] has to be further
processed before being fed into the detector. In this regard,
the proposed strategies resort to equalization and interference
cancellation (IC).

1) Single-tap equalization: The key point to perform equal-
ization in low frequency selective channels stems from real-
izing that (54), after phase compensation, can be compactly
expressed as

rolk] = 05 [k]y,[k] = Hy(dg[k] + jug[k]) + 05 [k]wy[k]. (55)

The interference symbol is represented as

Z Flrjm [T]dm [k - T]a

(m,7)EQq k

Jug[k] = (56)

where I’ [7] is defined in (11). It has been assumed that the
pulses fulfill the PR property (10). Then, it can be readily
verified that the interference symbol is pure imaginary. When
considering (55), linear equalization designed on the basis
of ZF and MMSE criteria, can be straightforwardly applied
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as described in [78]. The design is drastically simplified, if
the equalization matrix A, € CNrXN7 targets the virtually
transmitted vector

cqlk] = dgy[k] + juglk], (57)

rather than d,[k]. The autocorrelation matrix of the inter-
ference symbol can be approximated by E {u,[kJuff[k]} ~
Esly,., by using the values of Table I. Then, it follows that
E {cy[k]c[k]} ~ 2EsIy, and, thus, the MMSE equalizer

becomes

N -1
H 0 H
A, = (Hqu + 2ESINR) H . (58)
The equalized symbol is
&gk = Allr [k, (59)

and its real part yields the equalized data vector

- 5 1 .

d,[k] = R(&,[K)) = 5 (Ar k] + ATE;K]) . (60)

Interestingly, it can be checked that the strategy based on
performing linear equalization and extracting the real part,
coincides with the widely linear MMSE receiver. It must
be mentioned that this statement does not hold true if
E {u,[klul[k]} # E {d,[k]a] [k]}.

Finally, taking for granted that the residual interference is
negligible after equalization, symbols can be independently
detected.

2) Full interference cancellation: An attempt to outperform
single-tap equalization is based on estimating the intrinsic
interference and then, perform interference cancellation, to
either apply ML detection [79] or exploit widely linear pro-
cessing [80] afterward. Building upon the linear equalizer
formulated in (58), two ways have been established to estimate
the intrinsic interference. According to subsection III-BI,
the MMSE equalizer provides an estimation of the virtual
transmitted symbol vector ¢4[k] = d,[k] + ju,[k]. Therefore,
an evaluation of the interference is available by taking only
the imaginary part of (59), i.e.,

Juglk] = jS (€q[k]) - (61)

Via a reconstruction process of the already detected symbols,
the intrinsic interference can be alternatively obtained as

>

(m,7)€Qq k

Jug[k] = Iy [rld) [k — 7). (62)

The tentative symbols {d([k]} are the estimates of {d[k]}
given in (60). Although the second option introduces a pro-
cessing delay, it provides more reliable estimates than the first
one. Once the interference is reconstructed, by any of the two
possible ways, the unwanted contribution from the received
vector is canceled. Then, the vector z,[k] = r,[k] — jH,0,[k]
is expressed as

2q[k] = Hy (dy[k] + jeg[K]) + O5KIwq[k],  (63)



dML k
Tentative 4 (k]

detector

JHu K]

Interference
"] estimation

& ]

Viterbi
Delay >

| detector

!
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where €,[k] = u,[k]—u,[k] is the interference estimation error.
Assuming perfect estimation, that is €,[k] = 0, the vector at
the output of the interference cancellation stage is recast as

zq[k] = Hodg k] + 0 [K]wq[K]. (64)

Now, conventional ML detection can be applied with a com-
plexity order O (MXN7), where M, is the size of the symbol
alphabet. Alternatively, a widely linear MMSE receiver can be
employed on z,[k] and z; [k]. The desired signal is accordingly
expressed as

1
d, (k] = 5 (Afz,[k] + Albz; 1)) (65)
where,
H H H T
[Aql Aq2} = [H H;]x
-1
HH! HH!
(L wiut | = 2ot
(66)

3) Partial interference cancellation: Full interference can-
cellation is effective only if the interference terms are
sufficiently small. Unfortunately, the intrinsic interference
and the desired symbol have almost the same power in
the FBMC/OQAM context. Indeed. the example consid-
ered in the previous subsection satisfies E {uy[kJul/[k]} ~
E{d, [k}dz [k]}. As a consequence, the error term in equation
(63) will be non-zero at high and moderate noise regime.
Hence, it can be stated that the error propagation is the main
inhibitor to reach the optimal performance, when ML detectors
and widely linear MMSE receivers are combined with full
interference cancellation. To improve the performance with
respect to the techniques addressed in subsection III-B1, partial
interference cancellation (PalC) is proposed in [81]. The
receiver, which is shown in Fig. 11, is composed of a ten-
tative detector that serves to partially cancel the interference,
followed by a Viterbi detector. In this scheme, the set €, j, is
split into subsets ¢,k and Q’ ! - Then, equation (55) becomes

2.

(m,T)EQ;,k

dp [k = 7ITG,[7]

d,,[k— T]F];m [T] | + 0;[k]wy K]

DY
(m,T)EQ;"k
= H, (dy[k] + jug[k] + jug[k]) + 05 [k]w,[K] )
Analogously to previous subsection, the decided tentative
estimates of (60), which are given by {dg [k]} are utilized
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to reconstruct the interference associated to the subset €2, as
follows:

Z F’;m[ ]d?n [k - T]' (68)

(m,7)eQy

Assuming that the intrinsic interference resulting from the
set Q"  has been completely removed, a Viterbi detector
is then performed to match the non-canceled interference
that comes from the remaining set Q’ . Depending on the
set €, a 2-D Viterbi detector can be required. However,
de31gn1ng a 2-D Viterbi is quite challenging and therefore,
for simplicity reasons, it is recommended to limit the size of
the set Q; i in order to perform a 1-D Viterbi detection. In
[81], the authors have determined that a satisfactory trade-off
between complexity of the Viterbi detector and effectiveness
of interference cancellation is achieved by the set

—1);(q,k + 1)} (69)

/ 1

q( k) - {(q7
In this case, the autocorrelation matrix of juj[k] is given by
0.3638 EsI v, using the values of Table I. After removing the
interference and assuming perfect interference estimation, the
vector z,[k| = ry[k] — jHqu; [k] is expressed as

= H,(dy]
+dy [k + ]

—1] Fk [—1] + d,[%]
) o iwn. 70
Finally, z,[k] is fed into the 1-D Viterbi detector.

4) Performance validation: We have compared the BER
performance of the different receivers in a 2 x 2 spatial
multiplexing system considering scenario 3 and channel model
3). The number of subcarriers is M = 1024, and the data
symbols are 4-QAM modulated. The considered receivers are
the linear MMSE, the combination of MMSE with either ML
detection or WL equalization and the PalC. The receiver is
referred to as MMSE-ML when ML estimation is applied after
removing the interference by using the estimates provided in
(61). By contrast, if the estimation of the interference relies
on (62), then, the symbols can be jointly estimated according
to the ML criterion or separately via WL filtering, once
interference is eliminated. These two techniques are identified
as IC-ML and IC-WL. The OFDM-ML receiver is given as a
reference. In Fig. 12 the BER performance of these receivers
is presented.

While the MMSE-ML receiver performs better than MMSE,
we obtain an additional 1 dB performance gain when using
both IC-ML and IC-WL. Those two receivers reach the same
BER performance but the complexity of the second stage of
the IC-WL is significantly lower than the IC-ML. However,
the performance of IC-ML and IC-WL remains far from the
one of OFDM-ML. This performance limitation is due to the
reliability level of the MMSE equalizer. On the other hand, the
PalC/Viterbi scheme outperforms the other studied schemes
and achieves almost the same performance as the OFDM-ML
except at very high %
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Figure 12. BER performance comparison of different interference cancella-
tion receivers in a 2 X 2 spatial multiplexing system

IV. MIMO-FBMC/OQAM SYSTEMS WITH CSIT

The strategies covered in the subsequent sections allow
for the joint design of the transmitter and the receiver due
to the fact that CSI knowledge is available at both sides
of the link. The possibility of using CSIT allows the trans-
mitter to simultaneously serve several users using the same
time/frequency resources, exploiting a space-division multiple
access (SDMA) capability. In this sense, MIMO precoding and
decoding matrix designs can be categorized into designs either
for single- or for multi-user communication systems. This
section also distinguishes between highly and low frequency
selective subchannels and introduces the techniques that are
more appropriate for each scenario. It is important to remark
that the techniques addressed in this section are based on either
the architecture depicted in Fig. 5 or the one in Fig. 6.

A. Single-user communication systems. Highly frequency se-
lective channels

The first attempt to jointly design the transmit and the
receive processing is limited to the study of single-user MIMO
(SU-MIMO) communication systems. To solve to the highest
possible extent the orthogonality issues when severe channel
frequency selectivity comes into play, two different alternatives
have been proposed, namely: multi-stage parallel processing
and multi-tap processing.

1) Multi-stage parallel processing: The multi-stage equal-
ization approach presented in Section III-A1l can be used in
order to synthesize an approximation of the ideal precoding
matrix B(w). Indeed, recalling that F},,(w) denotes the DTFT
of the mth filter of the SFB, we can approximate the concate-
nation of F,(w) and the precoding matrix B(w) as

Kr—1 1
Fpp(w)B(w) ~ ——— Fyp(w)BY
;) oM
for a certain K7, where B%) = B® (2”77”) and where

Fym(w) is defined in Section III-Al. We recall here that
Fy.m(w) essentially corresponds to the DTFT of the mth filter
of the SFB constructed from the /th time domain derivative
of the prototype pulse p[n].
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Figure 13. Proposed implementation of the frequecy-selective precoder for
the specific case of N = 2 transmit antennas and N7 = 2 parallel stages.

Again, the optimum frequency selective precoder B(w) can
be approximated by properly combining K parallel frequency
flat precoders B,(q?, taken as the derivatives of the original
B(w) at each subcarrier m = 0,..., M — 1. Each frequency
flat precoder matrix B%) feeds an FBMC modulator whose
frequency response at the mth subcarrier is given by Fy ,,, (w),
which corresponds to a classical FBMC modulator that uses
a derivative prototype p¥) [n] as given in (39) instead of the
original one p[n].

The asymptotic performance (for large M) of the combina-
tion of a multi-stage precoder and linear receiver was estab-
lished in [69]. Let K7 > 1 and K > 1 denote the number of
parallel stages at the transmitter and the receiver respectively,
and take Ky, = min (K7, Kr). One can show that the
distortion associated to the concatenation of such multi-stage
precoder and linear receiver decays as O (M ~2%min) when
M — oo. This means that the performance of the proposed
system is asymptotically dictated by the minimum between
the transmit and receive stages, i.e. Kyi,. Therefore, it makes
little sense to increase the number of parallel stages on one
side of the link beyond the number of parallel stages on the
other.

2) Multi-tap processing: We have seen that strong varia-
tions of the channel frequency response can be compensated
through the parallel structure described in previous section.
Following the same approach as subsection III-A2, frequency
selectivity can be faced with multi-tap equalization. This
subsection goes one step beyond and considers the use of
a precoder in order to assist the equalizers. In this case, it
is possible to draw an analogy between the partial subcarrier
overlapping and the interference between users in multi-user
communication systems. The concept is illustrated in Fig.
14. If symbols are precoded on a per-subcarrier basis, the
precoding matrix B € CNtMxSM becomes block diagonal
and consequently, FBMC/OQAM bears a resemblance with
the interference channel (IC). This similarity can be exploited
when there is a power constraint for each subcarrier, by
tailoring existing iterative methods that are used in the IC,
e.g. [82], [83]. When symbols are jointly precoded we end
up with a FBMC/OQAM scheme that is similar to a point-
to-multipoint transmission in multi-user MIMO systems. This
parallelism may allow us to benefit from the MSE-duality to
design the transmitter and the receiver through alternating op-
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Figure 14. Analogy between FBMC/OQAM and single carrier multi-user

communication systems.

timization algorithms [84]. Nonetheless, in the FBMC/OQAM
context, the MSE-duality has only been investigated in multi-
user single-input-multiple-output (SIMO) systems [85], so the
MIMO case remains as an open problem. Fig. 14 stresses
that if a global MIMO correlation matrix including all the
subcarriers is generated, then it would be possible to express
the input-output relation similarly to a narrowband MIMO
system. Then, the SVD and the QR decompositions could
be applied on the global MIMO matrix to either improve the
capacity or facilitate the ML detection. Instead of exploiting
the aforementioned analogies, which leads to complex solu-
tions, this subsection focuses on finding closed-form solutions
just for the case where B is block diagonal. Therefore, the
symbols to be spatially multiplexed on the mth subcarrier are
precoded by the real-valued matrix B,, € RN7*9 yielding
Vi |[k] = 0 [k]Bmdp[k]. At the receive side, the broadband
processing that allows to estimate the symbols can be ex-
pressed as z,[k] = Zf;f L. Aé{ [T]y,[k — 7], where generally
Aglk] € CNrXS g different from 0 for —L, < k < L,.
At this point, it is reasonable to question why precoders are
real-valued. It has been experimentally verified that complex
MIMO precoding matrices, result in much worse system
performance when the technique addressed in this subsection
is implemented. On the one hand, using real and imaginary
dimensions keeps all the degrees of freedom. On the other
hand, it becomes more challenging to suppress the interference
that comes from the real and the imaginary domains. Since
it has been experimentally observed that the impact of the
latter overweights that of the former, the taps of {B,,} are
constrained to be real-valued.

Finally, the transmitted data is estimated by extracting the
information conveyed either in the real or the imaginary parts
of the received samples, which boils down to operating as
follows: dy[k] = R (6;[k]ze[k]). By plugging the precoders
into (42), the estimated symbols can be expressed as

d k] = ALEL [0)B,d,[k] + A 7, (k]
+ AJEL [IBudylk—7]. (D

The matrices {Esm [k]} are obtained by stacking column-wise

the real and imaginary parts of the matrices {EY, [k]}, which
are defined in (43). It has been shown in [86] that the degrees
of freedom provided by {A,,B,} are insufficient to comply
with the zero-interference constraint when S = min (Np, Ng).
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Owing to its close relation with BER and capacity, the
minimization of the MSE becomes an appealing alternative.
Denoting by R,,, = E {n,[k]n? [k]} the noise autocorrelation
matrix, the MSE matrix on the gth subcarrier is given by

k
qm

o o T
MSE, = Y EsA,E.,[7]B,, (AqTEZm[T]Bm>

m,T

+A, R, A, + Esls — 2EsA, E, [0]B,.

(72)

Unfortunately, MSE, is not jointly convex in Aq and B,.
As a consequence, we cannot resort to convex optimization
theory to efficiently solve problems that depend on the MSE.
Furthermore, we cannot optimize the MSE on each subcarrier
independently, due to the partial overlapping between subcar-
riers. To alleviate the complexity, the authors in [87] propose
to reformulate the exact MSE into a new expression that is
easier to handle. In this regard, the MSE is replaced with this
matrix

UB,— X BebnATELfr] (ATEL (7))

(m,7)EQq k

+A, R, A, + Esls — 2EsA_ E,, [0]B,
LTk LTk
+EsAq By, (0B, (A, Eq,0]B, )

(73)

Given any vector a € RV7*1 it can be verified that the entries
in the diagonal of MSE, are upper bounded by the diagonal
elements of UB,, if

a7Bul; < A1 (BLBw) llal3 < b flall;.  (74)

The first inequality hinges on this well-known result tr (AB) <
tr(A) A1 (B), for symmetric matrix A and positive-semidefinite
matrix B [88]. With the aim of further simplifying the notation
the dominant eigenvalue of Blem is assumed to be upper
bounded by b,,, which leads to the second inequality. Now,
ICT and ISI terms, which correspond to the first line of UB,,
depend on the constant b,,, and not on the precoder B,,. The
bound allows us to use the theory developed in [89] to find
the MIMO precoding and decoding matrices. Bearing this in
mind, it is proposed in [87] to minimize an arbitrary function
fo ({[UB],;}), which depends on the bound of the MSE. The
optimization problem can be posed as follows:

argmin f ([{UBq}”})
{AsB,}
M-1
s.t. Z tr (BquT) < Pr
q=0
A (BIB,) <bp, 0<m<M-—1,

(75)

when there is a global power constraint given by Pr. Alterna-
tively, individual power constraints can be used. The solution
is known for several optimization problems, e.g. the sum-rate
or the sum MSE, thanks to the unified framework developed in
[89]. The additional constraints on the dominant eigenvalues
imply that \; (B],B,,,) < by, for 1 <1< S. The inequalities,
which are required to facilitate analytical manipulations, do not



affect the solvability of the problem and, thus, the structure of
the transmit-receive processing is not altered (see [89]). It is
worth mentioning that coefficients {b,, } have to be judiciously
selected, otherwise the bound may be too loose. The work in
[86] discusses how to adjust the magnitude of {b,,}.

To perform closer to the optimum, the receive matrices can
be updated, so that the exact MSE is minimized having fixed
the transmit processing that optimizes fo ({{UB,],;}). Then,
the optimized equalizers can be formulated with this closed-
form expression

-1
_ _ _ T R _
A‘Z = <Z EZm, [T]Bm« (Esm [T}Bm) + ET:) Elz;q [O}Bq
’ (76)
In multi-antenna configurations where Np > Np = S, the
technique presented in this section gives satisfactory perfor-
mance [87]. Otherwise, the good results cannot be guaranteed.
For the simplest case of transmitting one stream, i.e. S = 1, it
is worth emphasizing that one can find objective functions
other than the MSE, that govern the multi-tap processing
design. The work developed in [90] shows that the signal
to interference plus noise ratio (SINR) and the signal to
leakage plus noise ratio (SLNR) are two performance metrics
that allow FBMC/OQAM to remain competitive with OFDM,
when multi-tap processing is applied at reception and trans-
mission, respectively. Analogously to the strategy followed in
this section, the original cost functions are relaxed and are
replaced with lower bounds, which paves the way to obtaining
closed-form solutions.

Without leaving single-user communications systems, let us
now concentrate on the low-frequency selective case.

B. Single-user communication systems. Low frequency selec-
tive channels

Under the assumption that the channel frequency response is
almost flat at the subcarrier level, a new range of possibilities
can be considered for designing the transceiver. Bearing this
in mind and borrowing the notation from Section II-B, it is
assumed that the S symbols to be spatially multiplexed are
linearly mapped onto the Ny antennas as follows: v,,[k] =
O [k]B,nd,, [k]. The matrix B,,, € CM7*5 is in charge of pre-
coding the symbols on the mth subcarrier. At the receive side,
the gth output of the AFB is linearly transformed through the
matrix A, € CVr*5 resulting in z,[k] = Af ¥, [k]. Finally,
the transmitted data is estimated after compensating the phase
term and extracting the real part, i.e. dg[k] = R (6] [k]zy[k]).
If it is sought to implement the singular value decomposition
beamforming intended for OFDM, it is essential to make sure
that the model 2) in (26) accurately characterizes the system
model. Moreover, when the gth subcarrier is analyzed, it is
assumed that the channel seen by the desired signal as well
as the interfering signals is the same and equal to H,. Then,
the global communication system becomes
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dglk] =R (AFH,B, ) dylk] + R (6 (HAL w,[k]) +
Sow(r, []AHH By, dlk — 7]
(m,7)EQq k

77
Based on this formulation, the optimal solution in the MSE
sense for OFDM systems [89] is given by

A, = (H,BBYHY + R, )  H,B, (78)

wg' [k}

and B, = V,, where V, € CN7*9 has as columns the S
dominant eigenvectors of this matrix Hf R;;Hq. The equiva-

R, = E {w,[k] (79)

lent channel seen by the stream d,,,[k — 7] reads AqH H,B,, =
(I + Ay) ' AgVEV,,, where A, € RS*S denotes the diag-
onal matrix that is constituted by the real-valued eigenvalues
of HqH R;;Hq. Presuming that the channel is constant in
three consecutive subcarriers, i.e. H,_; = Hy; = Hg4q, the
equivalent channel Af H,B,, becomes a diagonal real-valued
matrix. In this situation, the decision variables are expressed
as

dylk] = (L + Ag) " Agdy[k] + R (0;[KIA] w[K]) +

D0 R(Thalr]) (L Ag) ™ Al — 7).
(m,7)EQq,k
(80)
If the pulses satisfy (10), then the orthogonality is preserved
as long as H,_; = H, = H,;;. Otherwise, the MIMO
processing tailored to OFDM cannot be directly applied to
FBMC/OQAM systems without incurring in ISI and ICI.
Assuming that H,_; # H; # Hg44, it will be shown that
the resilience against the channel frequency selectivity can
be increased. Provided that the pulses comply with (10), the
system model can be compactly formulated as it is proposed
in [91] with this matrix notation

(81)

The real-valued representation of d,[k] relies on the notation

introduced in Section I, the definition of n, = 6;w,, the
augmented channel matrices
] _ 9?(Hm) -3 (Hm)
o= | Sl e, .
H,, = 83
[ “R(H,) S (H,,) (83)

and the pure imaginary vector iy, k], namely

L92

Z I’Iq“m [7]d

T=—L,4

igm[k] = [k—71l, m#q (84

1



Lg?

igqlk] = Z Flgq[T]dq[k’ -l

T7=—Lg,

‘r;ﬁO.
The complexity burden can be reduced at the receive side
if equalizers are constrained to only have real-valued com-

ponents. Then, A, € RNVrXS and the real-valued channel
matrices become

(85)

H,=[RH, -SH,) ] (86)

H, =[ SH,) RMH,) ]. (87)

As it is anticipated in subsection II-D, the consequence of
representing the system model with real variables is that real
and imaginary parts are independently processed, which means
that B, and Aq perform a WL processing at transmission
and reception, respectively [56]. Building upon the real-
valued system model, two designs are derived to enhance
the robustness against the modulation-induced interference,
when compared to the strategy of implementing the linear
processing described in [89], as it is proposed in [41], [92].
Unlike the technique proposed in Section IV-A2, the strategy
followed in low-frequency selective channels consists in using
real- and complex-valued coefficients to build equalizers and
precoders, respectively. With this configuration, it will be
demonstrated that the number of streams supported by the
system is S < min (Np, NR).

1) Zero forcing method: Adopting the notation of (81), the
authors in [93] realized that ISI and ICI terms are canceled
if precoders are designed to satisfy flqﬁq = 0. Following
the same philosophy as [94], the ZF approach relies on
projecting the MIMO precoding matrices onto the null space
of the interference matrix, i.e. ﬁq. Nevertheless, this strategy
only makes sense when equalizers are real-valued. It can be
checked that in the most general case where the coefficients
of ]_Sq and Aq are complex-valued, the matrices (82) and (83)
span the same subspace. As a consequence, there are not
enough degrees of freedom to remove the interference without
eliminating the desired signal. Conversely, matrices (86) and
(87) span different subspaces. Hence, if & (A,) = 0, it is
possible to find a matrix V, € R2VNT*2N7=Nr that complies
with H,V, = 0 and H,V,, # 0. Interference cancellation can
be achieved by selecting the vectors that span the null space
of H, as the columns of V,. Without loss of generality the
MIMO precoding matrix can be factorized as the product of
the inner precoder B; and the outer precoder EZ as follows:

B = B;}_}Z. Using V, as the inner precoder, the interference
that leaks from the subcarriers {¢ — 1,¢,q + 1} is removed,
yielding

dylk] = A HGVBid,[k] + Agalk].  (88)

With the ZF solution we end up with a N x2Np—Np MIMO
communication system that is free of interference. Therefore,
it is possible to benefit from the theory developed in the
OFDM context just realizing that the channel, which is given
by H,V,, has embedded the inner precoder. Depending on the
performance metric to be optimized, the rest of the degrees
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Figure 15. Comparison of the BER performances of different schemes in a
single-user MIMO system where Ny =4, Np =2, S = 2.

of freedom, i.e. the matrix pairs {Aq,ﬁg}, can be jointly
designed as the authors propose in [89]. Due to the processing
carried out by the inner precoder, the spatial channel gains are
less spread out with respect to the case where no projection
is needed [93]. As a result, satisfactory performance is not
guaranteed unless all the modes are active, i.e. S = Ng < Np.

2) Coordinated beamforming: An iterative scheme has
been proposed in [95] to design beamformers when S <
Npr < Ng and S < 2Np are simultaneously satisfied. This
technique alleviates the dimensionality constraint on the ZF
method, i.e., its performance is only satisfactory when the
constraints S = Ngr < Nr hold. The enhancement lies in
establishing a dependency between precoders and equalizers.
When it comes to designing precoders, this translates into
coupling the channel to the decoding matrix, so that the
equivalent channel matrices in (81) read AqTﬂq and AqTI:Iq.
To illustrate how the receive processing impacts the precoding
design and vice versa, let us focus on the pth iteration, where
the MIMO decoding and precoding matrices are denoted by
Afzp) € RVrxS and ng JCNTXS | respectively. After executing
the (p — 1)th iteration, the desired signal becomes

< (-7 = &(p— -7 _
dolk] = A HBA ] - AT K
q+
= > AV HLBETUS Gl

m=q—1

(89)

At the pth iteration, first, the ZF method is appTlied on

(p) ~(p—-1)T 4

e, = Ag H, ¢
Sx2Np S R DR Sx2N7

R and Heq =A, H, ¢ R . Consequently,

the precoding matrix in the pth iteration is factorized as

B? — B )I_Bg(p ). The inner precoder is obtained such that

the equivalent channel matrices H

I:Iiz)ﬁfl(p ) = 0. Since the equivalent channel embraces the
receive processing, the number of columns of I_B;(p ) is 2Np—S.
Then, the outer precoder has as columns the S right singular
vectors of I:Iiz)ﬁz(p ) € RS*2N7=5 which are associated to
the dominant singular values. Finally, considering a certain
criterion for the receive processing at the receiver, e.g., MMSE,

or ZF, Agp ) is computed based on the equivalent channel that
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Figure 16. Comparison of the BER performances of different schemes in a
single-user MIMO system where Np = 6, Ng =6, S = 5.

takes the form H,BY” = R (H B()) € RN#xS,

The perform_ance of the ZF method depends on the eigen-
values of I:IqBZ. The beauty of the coordinated beamforming
is that the performance is determined by the eigenvalues of
I:Ig)ﬁz(p ), which mainly depend on the channel and the receive

processing. Hence, it can be understood that the iterative

procedure seeks for the equivalent channels H(p) and H( )

which maximize the performance achieved by the ZF method

3) Performance validation: We consider these two MIMO
systems: Np =4, Np =2,5 =2and Ny = Np =6, 5 =5.
The number of subcarriers is M = 1024 and the symbols
belong to the 16-QAM constellation. The system parameters
correspond to the scenario 2, which is detailed in Table II.
Equal power allocation is assumed on all data streams and
subcarriers. In Fig. 15 and Fig. 16, the BER performances of
three schemes for FBMC/OQAM systems are presented and
compared to that of an OFDM system. The beamformers in
OFDM are designed to achieve a diagonal structure on each
subcarrier [89].

The transmission scheme detailed at the beginning of
Section IV-B is a straightforward extension of the OFDM
case and relies on the assumption that the channel frequency
responses remain the same across adjacent subcarriers. As
the EVA channel exhibits frequency selectivity and such an
assumption is therefore violated, the performance of this
scheme degrades severely especially in the low noise regime.
Eliminating the interference via ZF precoding, the error floor
is completely removed. The degradation suffered when ZF is
applied is non-existing in Fig. 15. Nonetheless, as anticipated
in Section IV-B2 if S = Nir < Ny is not satisfied, then
the ZF performs poorly. In those multi-antenna configurations
where the ZF does not achieve satisfactory performance, the
coordinated beamforming (CBF) appears as a good candidate
to improve the performance. Note that for the CBF technique
[95] the complete elimination of the interference requires that
Aq =A,, (m =q—1,q+ 1) [96]. Since the EVA channel
is used, this condition is not fulfilled. Consequently, there
still exists residual intrinsic interference, and in the low noise
regime the performance of the CBF scheme is slightly worse
compared to the case of OFDM systems.
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C. Multi-user communication systems for broadcast channels

The amount of publications devoted to combining
FBMC/OQAM with SDMA in a multi-user context is quite
limited. The communication system that is studied in this
section consists in a transmitter serving Ny; decentralized users
in the same time/frequency resources. In highly frequency
selective channels, the transmit processing is based on per-
forming multi-tap filtering to separate users [97]-[99]. Then,
the equalizer can be separately designed from the precoder
to remove the residual interference. The adoption of this sub-
optimal strategy highlights the fact that the literature address-
ing multi-user communication systems for highly frequency
selective channels is not very extensive. In consequence, the
rest of the section will be devoted to studying the solutions
intended for low frequency selective channels, which are more
mature.

Along this section these definitions will be used: Np =
> Ng, and S = >, S;. The variables Np, and S; denote
the number of receive antennas and streams, respectively,
associated to the Ith user. Let dj,[k] € R%*! denote the
data intended to the /th user, which is transmitted on the
gth subcarrier and the kth time instant. The noise vector that
contaminates the reception of the I/th user at the output of the
AFB is denoted by w;,[k] € CNVr.x1,

In low frequency selective channels, the overall transceiver
equation is written as

dig K] =§f%(A5§HZunq)d o]+ R (0, (KA T wig[1])

+§f > 5}%(1“’; [rATH,,,, B um) dum[k — 7],

u=1(m,7)€Qq (90)

for 1 < ! < Ny. The triplet {A;;, H;,,B;,} accounts for
the equalizer, the channel and the precoder associated to the
gth subcarrier and the /th user. Bearing in mind the global
communication system written in (90), two approaches are
presented in the following to achieve SDMA in FBMC/OQAM
systems, namely the block diagonalization (BD) concept and
the spatial Tomlinson-Harashima precoder (STHP).

1) Block diagonalization: SDMA via BD was first pro-
posed in [94]. The idea is to achieve interference-free data
multiplexing so that multiple users are served in the downlink,
while ensuring that the signal intended for a given user
does not interfere the reception of the unintended users. This
subsection shows that the technique presented in [94] can be
implemented on a per-subcarrier basis in the FBMC/OQAM
context [100]. The first step consists in removing inter-user
interference (IUI). To this end, the interference matrix I:Ilq
is defined for 1 < [ < Ny, which is obtained by stacking
column-wise the channel matrices of all users except that of
the /th one, that is

qu = [H{ Hl 1qu+1q

HNUq] 91

Based on t~his definition, it is guaranteed that leakage is
removed if H;¢B;, = 0. To this end, precoders are decomposed
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Figure 17. Block diagram of the STHP adapted to the FBMC/OQAM
modulation scheme.

as B, = Uqulﬂ, where Uy, € CNTXNT =32, 4 Nry spans the
null space of H,,. It is important to recall that the effect of
IUI is completely removed, as long as Zu# Npg, < Np, V.
Then, (90) can be recast as

diglk] = R (AfTHLGUIFiy ) dig k] + R (0 KA wiglK])

+ Z 8? (F’;m [T]A{;HlmUlmFlm) dlm[l{ — T].

(m,7)EQq k

92)
Now one can deal with ISI and ICI by designing A;, €
RNm %St and By, € CNT=2uxt NruXSi according to the
derivation steps detailed in either subsection IV-B1 or sub-
section IV-B2. Therefore, when selecting the number of trans-
mittable streams, we should reckon with the dimensionality
constraints. The conclusion is that BD and ZF can be suc-
cessfully combined if the number of streams and antennas
are chosen in accordance with this expression S; = Np, <
Np—>., 21 Npg,. By contrast, the successful application of
CBF in conjunction with BD, which is referred to as intrinsic
interference mitigating coordinate beamforming (IIM-CBF)
[96], requires the fulfillment of S; < Np—3%" 41 Nr, < Np,
and Sl S 2NT — Zu#l 2NRu-

It is worth noting that in case Ny < Npg, the null space
of (91) is empty. Thus, the BD technique [94] cannot be
employed. An iterative solution to such scenarios was provided
in [96], called IIM-CBF 2.

2) Spatial Tomlinson-Harashima Precoder: As an alterna-
tive to the BD technique, the spatial Tomlinson Harashima pre-
coder (STHP) can be applied to achieve SDMA [101], [102].
Concentrating on the FBMC/OQAM modulation scheme, it
can be proven that the STHP is not able to cope with the
modulation-induced interference unless the channel frequency
response is flat in three consecutive subcarriers [103], ren-
dering the original solution impractical. The degradation is
aggravated if the fact that the symbol alphabet is constituted
by real-valued elements is ignored. To remedy this problem
and provide a higher degree of robustness against the chan-
nel frequency selectivity, the symbols are pre-processed as
Fig. 17 shows [103], [104]. The proposed nonlinear process-
ing is conceived similarly to the classical STHP. However,
due to the characteristics of FBMC/OQAM, some modifica-
tions have been introduced. The main novelty comes from
the concatenation of precoders V, € CNTX2N7=Nr gpd
Q, € R*Nt=Nrx5_ Building upon the work carried out
in subsection IV-B1, the target of the inner precoder is to
project the desired and the unwanted signals onto orthogonal
subspaces to facilitate the removal of the interference at the
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Figure 18. Comparison of the BER performances of different schemes in

a multi-user MIMO downlink system where Ny = 3, N7 = 8, Np = 6,
S = 6, and the EVA channel model is considered.

receive side. To this end, it is necessary to define the 