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#### Abstract

Digital lossless transfer matrices and vectors (power-complementary vectors) have recently found applications in digital filter bank systems, both single rate and multirate. In this paper, two new structures for the implementation of rational lossless systems are presented. The first structure represents a characterization of single-input, multioutput lossless systems in terms of complex planar rotations, whereas the second structure offers a representation of $M$-input, $M$-output lossless systems in terms of unit-norm vectors. This property makes the second structure desirable in applications that involve optimization of the parameters. Modifications of the second structure for implementing single-input, multioutput, and LBR systems are also included. The main importance of the structures is that they are completely general, i.e., they span the entire set of $M \times 1$ and $M \times M$ lossless systems. This is demonstrated in the paper by showing that any such system can be synthesized using these structures. The structures are also minimal in the sense that they use the smallest number of scalar delays and parameters to implement a lossless system of given degree and dimensions. A design example to demonstrate the main results is included.


## I. Introduction

DIGITAL filter banks [1]-[3], [7] find a variety of applications, as in subband coding systems [1], voiceprivacy systems [4], and spectral estimation systems [5]. A filter bank is basically a collection of $M$ filters which either splits a signal $x(n)$ into $M$ subband signals $x_{k}(n)$ (analysis bank, Fig. 1(a)) or combined $M$ signals $y_{k}(n)$ into one signal $y(n)$ (synthesis bank, Fig. 1(b)).

An analysis bank is said to be power complementary (PC) if the filters are such that

$$
\begin{equation*}
\sum_{k=0}^{M-1}\left|H_{k}\left(e^{i \omega}\right)\right|^{2}=c \quad \forall \omega \tag{1}
\end{equation*}
$$

where $c$ is a nonzero constant. An analysis bank is characterized by an $M \times 1$ transfer matrix $\boldsymbol{h}(z)=\left(H_{0}(z)\right.$ $\left.H_{1}(z) \cdots H_{M-1}(z)\right)^{T}$ and a synthesis bank by a $1 \times M$ transfer matrix $\boldsymbol{f}^{T}(z)=\left(F_{0}(z) F_{1}(z) \cdots F_{M-1}(z)\right)$. The PC property (1) of the analysis bank is equivalent to

$$
\begin{equation*}
\boldsymbol{h}^{\dagger}\left(e^{i \omega}\right) \boldsymbol{h}\left(e^{i \omega}\right)=c \quad \forall \omega \tag{2}
\end{equation*}
$$

where the superscript dagger stands for transpose conjugation. This property has been called the "losslessness" property [6] in a number of past publications. If $\boldsymbol{h}(z)$ sat-
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Fig. 1. (a) The analysis bank. (b) The synthesis bank.
isfies (2) we shall say that it is a lossless vector. The advantage of imposing this property has been discussed in [7], [8]. In certain applications, such as in multirate filter bank systems (called quadrature mirror filters or QMF), a more general type of losslessness property is often imposed. This is the losslessness of an $M \times M$ transfer matrix called the polyphase matrix, which has been elaborated in [7], [9].
Because of the importance of lossless vectors and matrices in filter bank systems, it is of interest to find general structures and realization procedures for such systems. Some partial results which deal with special cases have indeed been reported in the past. For example, [10] considers the synthesis of $M \times 1$ FIR lossless systems with real coefficients. On the other hand, [11], [12] deal with a special type of $2 \times 1$ IIR lossless system with real coefficients, where each of the IIR filters $H_{0}(z)$ and $H_{1}(z)$ is a linear combination of two all-pass functions. A recent tutorial on losslessness can be found in [27]. In [22], the problem of factorizing scattering matrices into degree-one factors is considered. Finally, [9] deals with a state-space approach for the realization of $M \times M$ real-coefficient FIR transfer matrices.
The purpose of this paper is to obtain a complete generalization of lossless systems, so that the results in [10][12] are special cases. Even though discrete-time lossless systems have been found to be of tremendous importance in the above-mentioned recent signal-processing applications, it has not been possible in the past to obtain a self-
contained and unified documentation of discrete-time FIR and IIR lossless systems including $M \times M$ and $M \times 1$ systems. An excellent reference in continuous-time lossless systems is the text by Belevitch [15]. In this paper, we have chosen not to translate the results of [15] by use of bilinear transforms, for two reasons. First, a direct dis-crete-time approach leads to a self-contained presentation, opening up wider readership. And second, such a direct derivation is often simpler and leads to newer implementations. Some portions of the results of this paper have appeared in a recent conference proceedings [26].
This paper is organized as follows: In Section II, some interesting properties of lossless matrices are reviewed. In Section III, a general lattice structure for PC IIR vectors is derived and its synthesis procedure is described. A design example is also presented to demonstrate the results. In Section IV, a new characterization for degreeone IIR lossless matrices is introduced, and used to obtain structural representations for $M \times M$ lossless IIR matrices and $M \times 1$ PC IIR vectors of arbitrary degree. The $M \times$ $M$ structures derived in Section IV-B are generalized IIR versions of the FIR structures used earlier in [13] for QMF design, where it was necessary to optimize the coefficients of a lossless FIR real-coefficient polyphase matrix in order to obtain good analysis-bank filters which satisfy the perfect reconstruction requirement. The $M \times 1$ IIR structures derived in Section IV-C are again generalizations of an FIR version used in [14], once again for the QMF design problem. The $M \times 1$ synthesis procedure is useful in the process of initializing an analysis filter in [14], prior to the optimization process. Some interesting properties of these structures such as orthogonality and minimality are discussed in Section V. Finally, some concluding remarks are given in Section VI.
The following notations are used in the paper: Superscript $T$ stands for matrix (or vector) transposition, whereas the superscript dagger ( $\dagger$ ) stands for transposition followed by complex conjugation. Boldface letters indicate matrices and vectors. The superscript asterisk (*) stands for complex conjugation, while the subscript asterisk denotes conjugation of coefficients of a function or a matrix. The tilde on a matrix $\boldsymbol{F}(z)$ is defined such that $\tilde{\boldsymbol{F}}(z)=\boldsymbol{F}_{*}^{T}\left(z^{-1}\right)$, and for matrices with real coefficients $\tilde{\boldsymbol{F}}(z)=\boldsymbol{F}^{T}\left(z^{-1}\right)$. Thus on the unit circle, $\tilde{\boldsymbol{F}}(z)=\boldsymbol{F}^{\dagger}(z)$. The hat accent on a polynomial $P(z)=\Sigma_{i=0}^{M-1} p_{i} z^{-i}$ is defined such that $\hat{P}(z)=z^{-(M-1)} P_{*}\left(z^{-1}\right)$. The notation $a(z) \mid b(z)$ will be read as $a(z)$ divides $b(z)$. Finally, the Euclidean norm of a vector $x$ is designated by the symbol $\|\boldsymbol{x}\|$, so that $\|\boldsymbol{x}\|=\sqrt{\boldsymbol{x}^{\dagger} \boldsymbol{x}}$.
II. Multi-Input, Multioutput Lossless Systems: Some Definitions and Properties
In this section, we will give the definitions and the mathematical background for multi-input multioutput (MIMO) lossless systems that will be required in the coming sections, as well as some properties of MIMO lossless systems that will not be put into use in this paper, but still are of considerable interest by themselves.

## A. Some Useful Definitions About MIMO Systems

1) Matrix Fraction Descriptions for MIMO Systems: An $M$-input, $P$-output system characterized by a $P$ $\times M$ transfer matrix $\boldsymbol{H}(z)$ with rational entries can often be given a matrix fraction description (MFD) [17]. This description is an extension of the rational function representation for the scalar case. In the following, we will use the form

$$
\begin{equation*}
H(z)=\boldsymbol{Q}^{-1}(z) \boldsymbol{P}(z) \tag{3}
\end{equation*}
$$

known as a left MFD, where $\boldsymbol{Q}(z)$ and $\boldsymbol{P}(z)$, respectively, are the $P \times P$ denominator and $P \times M$ numerator matrices. The polynomial matrices $\boldsymbol{P}(z)$ and $\boldsymbol{Q}(z)$ can be expressed as

$$
\begin{align*}
& \boldsymbol{P}(z)=\sum_{n=0}^{N} \boldsymbol{p}(n) z^{N-n} \\
& \boldsymbol{Q}(z)=\sum_{n=0}^{N} \boldsymbol{q}(n) z^{N-n} \tag{4}
\end{align*}
$$

where $\boldsymbol{q}(n)$ are $P \times P$ and $\boldsymbol{p}(n)$ are $P \times M$. Notice that only positive powers of $z$ appear in (4). This is not a loss of generality since we can multiply the matrices $\boldsymbol{Q}(z)$ and $\boldsymbol{P}(z)$ with the scalar $z^{-N}$ to obtain equivalent representations for $\boldsymbol{H}(z)$ in $z^{-1}$

Given $\boldsymbol{P}(z)$ and $\boldsymbol{Q}(z)$, suppose that we can write

$$
\begin{equation*}
Q(z)=L(z) Q_{1}(z), \quad \boldsymbol{P}(z)=L(z) P_{1}(z) \tag{5}
\end{equation*}
$$

where $L(z)$ is a $P \times P$ polynomial matrix. Then $L(z)$ is said to be a left common divisor (LCD) of $\boldsymbol{Q}(z)$ and $\boldsymbol{P}(z)$. Note that $\boldsymbol{Q}_{1}^{-1}(z) \boldsymbol{P}_{1}(z)$ is also a valid MFD for $\boldsymbol{H}(z)$. An $\operatorname{LCD} L(z)$ of $\boldsymbol{Q}(z)$ and $\boldsymbol{P}(z)$ is said to be a greatest LCD (GLCD) of $\boldsymbol{Q}(z)$ and $\boldsymbol{P}(z)$ if every other LCD $L_{1}(z)$ of $\boldsymbol{Q}(z)$ and $\boldsymbol{P}(z)$ is a left-factor of $\boldsymbol{L}(z)$, i.e.,

$$
\begin{equation*}
L(z)=L_{1}(z) W(z) \tag{6}
\end{equation*}
$$

for some polynomial matrix $\boldsymbol{W}(z)$. Given an MFD $\boldsymbol{Q}^{-1}(z)$ $\boldsymbol{P}(z)$ for $\boldsymbol{H}(z)$, if we can identify and cancel off a GLCD, the resulting MFD for $\boldsymbol{H}(z)$ is said to be irreducible. Note that irreducible MFD's are not unique, since given an irreducible MFD $\boldsymbol{Q}^{-1}(z) \boldsymbol{P}(z)$, we can generate infinitely many others of the form $Q^{-1}(z) \boldsymbol{P}(z)$ simply by writing

$$
\begin{equation*}
\boldsymbol{Q}_{1}(z)=\boldsymbol{W}(z) \boldsymbol{Q}(z), \quad \boldsymbol{P}_{1}(z)=\boldsymbol{W}(z) \boldsymbol{P}(z) \tag{7}
\end{equation*}
$$

where $\boldsymbol{W}(z)$ is any $P \times P$ unimodular matrix. The matrices $\boldsymbol{Q}(z)$ and $\boldsymbol{P}(z)$ describing an irreducible MFD are said to be left coprime.
2) Poles and Zeros of a MIMO System: The transfer matrix $\boldsymbol{H}(z)$ is said to have a pole at $z_{p}$ if any of its entries has a pole at $z_{p}$. If an irreducible MFD $\boldsymbol{Q}^{-1}(z) \boldsymbol{P}(z)$ for $\boldsymbol{H}(z)$ is assumed, $z_{p}$ is a pole of $\boldsymbol{H}(z)$ if and only if it is a zero of the polynomial $\operatorname{det} \boldsymbol{Q}(z)$.

The normal rank $r_{n}$ of $\boldsymbol{P}(z)$ is defined to be max - [ rank $\boldsymbol{P}(z)$ ]. We define $z_{0}$ to be zero of $\boldsymbol{H}(z)$, if rank $\boldsymbol{P}\left(z_{0}\right)<$

[^1]$r_{n}$. For a system with $P=M=r_{n}$, the zeros $\boldsymbol{H}(z)$ coincide with the zeros of $\operatorname{det} \boldsymbol{P}(z)$.
3) The Degree of a MIMO System: As in the scalar case, the smallest number of scalar delay elements $z^{-1}$ required to implement $\boldsymbol{H}(z)$ is called the degree (or McMillan degree) of $\boldsymbol{H}(z)$. To determine the degree of $\boldsymbol{H}(z)$, we start with an irreducible MFD $\boldsymbol{Q}^{-1}(z) \boldsymbol{P}(z)$ for $\boldsymbol{H}(z)$. It can be proved [17] that with such an MFD
\[

$$
\begin{equation*}
\operatorname{deg} \boldsymbol{H}(z)=\operatorname{deg} \operatorname{det} \boldsymbol{Q}(z) \tag{8}
\end{equation*}
$$

\]

It is meaningful to consider an irreducible MFD in order to define the degree, since if the MFD is reducible, one can cancel off LCD's to obtain other MDF's which have lower order denominator determinants. This process can be continued until an irreducible MFD for $\boldsymbol{H}(z)$ is reached.

It is in general not possible to determine the degree of a given matrix $\boldsymbol{H}(z)$ by inspection. However, in the special case of an $M \times 1$ vector

$$
\boldsymbol{H}(z)=\left(\begin{array}{ll}
P_{0}(z) & P_{1}(z) \tag{9}
\end{array} \cdots P_{M-1}(z)\right)^{T} / d(z)
$$

where the polynomials $P_{i}(z), 0 \leq i \leq M-1$ and $d(z)$ do not have any factors common to all of them, the degree is given by the maximum degree over all rational functions $P_{i}(z) / d(z)$.

## B. MIMO Lossless Systems

A $P \times M$ transfer matrix $H(z)$ with rational entries is lossless if all its entries are stable, and if it is unitary on the unit circle, i.e., it satisfies

$$
\begin{equation*}
\boldsymbol{H}^{\dagger}\left(e^{i \omega}\right) \boldsymbol{H}\left(e^{i \omega}\right)=c \boldsymbol{I}_{M} \quad \forall \omega \tag{10}
\end{equation*}
$$

for some positive scalar $c$. Equation (10) can also be written as

$$
\begin{equation*}
\tilde{\boldsymbol{H}}(z) \boldsymbol{H}(z)=c \boldsymbol{I}_{M} \quad \text { for } z=e^{i \omega} . \tag{11}
\end{equation*}
$$

Since (11) holds for every point on the unit circle, and $\boldsymbol{H}(z)$ and $\tilde{\boldsymbol{H}}(z)$ are analytic except for an isolated set of points in the $z$ plane, we conclude by analytical continuation [15] that it holds for all values of $z$. Hence we can also identify a matrix $\boldsymbol{H}(z)$ as lossless if it is stable and satisfies

$$
\begin{equation*}
\tilde{\boldsymbol{H}}(z) \boldsymbol{H}(z) \doteq c \boldsymbol{I} \quad \forall z \tag{12}
\end{equation*}
$$

A special case of lossless matrices are stable PC vectors. An $M \times 1$ vector $\boldsymbol{H}(z)=\left(H_{0}(z) H_{1}(z) \cdots\right.$ $\left.H_{M-1}(z)\right)^{T}$ is said to be PC if (1) holds. Another special case of lossless matrices are lossless bounded real (LBR) matrices. A lossless matrix $\boldsymbol{H}(z)$ is LBR if $\boldsymbol{H}(z)$ is real for real $z$.

A matrix $\boldsymbol{H}(z)$ which satisfies (11) for all $z$ is said to be paraunitary. Thus a lossless system is stable and paraunitary. The paraunitary property of a lossless $\boldsymbol{H}(z)$ induces several other secondary properties on $\boldsymbol{H}(z)$. In the following, we will state some of these properties without proof (the proofs can be found in [27]). Some of these properties will be crucially employed in the coming sections.

Property 1: The determinant of a lossless square matrix $\boldsymbol{H}(z)$ is a stable all-pass function. In the special case where $\boldsymbol{H}(z)$ is FIR, the determinant is a pure delay.
Property 2: Given a square lossless matrix $\boldsymbol{H}(z), \alpha$ is a pole if and only if $1 / \alpha^{*}$ is a zero.
Property 3: For a square lossless matrix $\boldsymbol{H}(z)$, deg $\boldsymbol{H}(z)=\operatorname{deg} \operatorname{det} \boldsymbol{H}(z)$.
Property 3 is a very important characteristic of lossless matrices which will be used several times in the coming sections.

## C. The Smith-McMillan Form of an $M \times M$ Lossless Matrix

In the following, we will focus on the Smith-McMillan form [15], [17] of an $M \times M$ lossless matrix $\boldsymbol{H}(z)$. This result is a discrete-time version of the one to be found in the classical text on network theory by Belevitch [15].
Let us first consider an $M \times M$ matrix $\boldsymbol{G}(z)$ with rational entries in $z$ that are in reduced form. $\boldsymbol{G}(z)$ can be written as

$$
\begin{equation*}
G(z)=\frac{N(z)}{d(z)} \tag{13}
\end{equation*}
$$

where $N(z)$ is an $M \times M$ polynomial matrix and $d(z)$ is the monic least common multiple of the denominators of the entries of $\boldsymbol{G}(z)$. It can be shown [23] that $\boldsymbol{N}(z)$ can be expressed as

$$
\begin{equation*}
\boldsymbol{N}(z)=\boldsymbol{U}(z) \boldsymbol{\Lambda}(z) \boldsymbol{V}(z) \tag{14a}
\end{equation*}
$$

where $U(z)$ and $V(z)$ are $M \times M$ unimodular matrices and $\boldsymbol{\Lambda}(z)$ is the Smith form [17] of $\boldsymbol{N}(z)$, given by

$$
\begin{align*}
& \mathbf{\Lambda}(z)=\begin{array}{l}
r \\
M-r
\end{array}\left(\begin{array}{cc}
\operatorname{diag}\left[\lambda_{i}(z)\right] & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right), \\
& r \text { : normal rank of } N(z) \tag{14b}
\end{align*}
$$

with the polynomials $\lambda_{i}(z)$ satisfying the divisibility property

$$
\begin{equation*}
\lambda_{i}(z) \mid \lambda_{i+1}(z), \quad 0 \leq i \leq r-2 \tag{14c}
\end{equation*}
$$

Let us now consider

$$
\begin{equation*}
U^{-1}(z) G(z) V^{-1}(z)=\frac{\mathbf{\Lambda}(z)}{d(z)} \tag{15a}
\end{equation*}
$$

and reduce the entries of $\Lambda(z) / d(z)$ to the lowest terms, i.e., write

$$
\begin{equation*}
\frac{\lambda_{i}(z)}{d(z)}=\frac{\epsilon_{i}(z)}{\phi_{i}(z)}, \quad 0 \leq i \leq r-1 \tag{15b}
\end{equation*}
$$

such that $\epsilon_{i}(z)$ and $\phi_{i}(z)$ are relatively prime. With this, $\boldsymbol{G}(z)$ can be expressed as

$$
\begin{equation*}
\boldsymbol{G}(z)=U(z) \mathbf{\Lambda}(z) \boldsymbol{V}(z) \tag{16a}
\end{equation*}
$$

where the matrix $\boldsymbol{\Lambda}(z)$ given by

$$
\boldsymbol{\Lambda}(z)=\begin{align*}
& r  \tag{16b}\\
& M-r
\end{align*}\left(\begin{array}{c|c}
\operatorname{diag} \left\lvert\, \frac{\epsilon_{i}(z)}{\phi_{i}(z)}\right. & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right)
$$

is known as the Smith-McMillan form [24] of $\boldsymbol{G}(z)$ and the polynomials $\epsilon_{i}(z), \phi_{i}(z)$ satisfy the obvious divisibility properties

$$
\begin{align*}
& \epsilon_{i}(z) \mid \epsilon_{i+1}(z)  \tag{16c}\\
& \phi_{i+1}(z) \mid \phi_{i}(z) \tag{16d}
\end{align*}
$$

for $0 \leq i \leq r-2$. The poles and zeros of $\boldsymbol{G}(z)$ can alternatively be defined as the roots of the denominator polynomials $\phi_{i}(z)$ and the numerator polynomials $\epsilon_{i}(z)$, respectively, of the Smith-McMillan form $\boldsymbol{\Lambda}(z)$. The polynomial matrices $U(z)$ and $V(z)$ in (16a) are highly nonunique [23], whereas the Smith-McMillan form $\boldsymbol{\Lambda}(z)$ of $\boldsymbol{G}(z)$ is unique except for ordering of entries and scale factors. This uniqueness property of the Smith-McMillan form will be evident later when we consider the concept of valuations [25].

Let us now consider the Smith-McMillan form of an $M$ $\times M$ FIR lossless matrix $\boldsymbol{H}(z)$. Since $\boldsymbol{H}(z)$ is FIR, it follows from Property 2 of Section II-B that

$$
\begin{equation*}
\operatorname{det} \boldsymbol{H}(z)=c_{1} z^{-(K-1)} \tag{17}
\end{equation*}
$$

where $c_{1}$ is a nonzero complex constant, and $K-1$ is the McMillan degree of $\boldsymbol{H}(z)$. On the other hand, since $\boldsymbol{H}(z)$ $=\boldsymbol{U}(z) \boldsymbol{\Lambda}(z) \boldsymbol{V}(z)$

$$
\begin{equation*}
\operatorname{det} \boldsymbol{H}(z)=c_{2} \operatorname{det} \boldsymbol{\Lambda}(z) \tag{18}
\end{equation*}
$$

where $c_{2}=\operatorname{det} \boldsymbol{U}(z) \operatorname{det} \boldsymbol{V}(z)$ is a complex constant. It follows from the diagonal nature of the Smith-McMillan form $\boldsymbol{\Lambda}(z)$, and a comparison of (17) and (18) that

$$
\begin{equation*}
\boldsymbol{\Lambda}(z)=\operatorname{diag}\left[z^{-n_{i}}\right] \tag{19}
\end{equation*}
$$

where $n_{i}$ are integers such that $0 \leq n_{0} \leq n_{1} \leq \cdots \leq$ $n_{M-1}$ and $\Sigma_{k=0}^{M-1} n_{k}=K-1$.

The next thing to consider is the case of an $M \times M$ lossless matrix with rational entries in $z$. Before we do so, however, we will look into the concept of valuations [17], [25] which will be useful later in obtaining the SmithMcMillan form of such a matrix. Suppose that we write a rational function $g(z)$ as $g(z)=(p(z) / q(z))(z-$ $\alpha)^{r_{\alpha}}$ where $p(z)$ and $q(z)$ are relatively prime and not divisible by $(z-\alpha)$, and $\alpha$ is a finite pole or zero of $g(z)$. The integer $v_{\alpha}$ is called the valuation of $g(z)$ at $\alpha$. This definition can be generalized for rational matrices in the following way [25]. Given a matrix $G(z)$ with rational entries, the $i$ th valuation of $\boldsymbol{G}(z)$ at $\alpha$ is defined as

$$
\begin{equation*}
v_{\alpha}^{(i)}(\boldsymbol{G}) \triangleq \min \left[v_{\alpha}\left(|\boldsymbol{G}|^{(i)}\right)\right] \tag{20}
\end{equation*}
$$

where $\alpha$ ranges over the set of all finite poles and zeros of $\boldsymbol{G}(z)$ and the minimum is taken over all $i \times i$ minors $|\boldsymbol{G}|^{(i)}$ of $\boldsymbol{G}(z)$.

Now suppose that we write the nontrivial part of the Smith-McMillan form of $\boldsymbol{G}(z)$ as

$$
\begin{equation*}
\boldsymbol{\Lambda}(z)=\prod_{\alpha} \boldsymbol{\Lambda}_{\alpha}(z) \tag{21a}
\end{equation*}
$$

where $\alpha$ ranges over the set of poles and zeros of $\boldsymbol{G}(z)$, and $\boldsymbol{\Lambda}_{\alpha}(z)$ has the form

$$
\boldsymbol{\Lambda}_{\alpha}(z)=\begin{align*}
& r  \tag{21b}\\
& M-r
\end{align*}\left(\begin{array}{cc}
\operatorname{diag}\left[(z-\alpha)^{\sigma_{i}(\alpha)}\right] & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right)
$$

In (21b), the integers $\sigma_{i}(\alpha)$ have positive sign if $\alpha$ appears as a zero on the $i$ th diagonal entry of $\boldsymbol{\Lambda}(z)$ and negative sign if it appears as a pole. As a consequence of the divisibility properties stated in (16c), (16d), $\sigma_{i}(\alpha)$ satisfy $\sigma_{0}(\alpha) \leq \sigma_{1}(\alpha) \leq \cdots \leq \sigma_{r-1}(\alpha)$. Due to the special form of $\boldsymbol{\Lambda}_{\alpha}(z)$, it follows that

$$
\begin{align*}
\sigma_{0}(\alpha) & =v_{\alpha}^{(1)}\left(\boldsymbol{\Lambda}_{\alpha}\right) \\
\sigma_{1} & =v_{\alpha}^{(2)}\left(\mathbf{\Lambda}_{\alpha}\right)-v_{\alpha}^{(1)}\left(\mathbf{\Lambda}_{\alpha}\right) \\
& \vdots  \tag{22}\\
\sigma_{r-1}(\alpha) & =v_{\alpha}^{(r)}\left(\boldsymbol{\Lambda}_{\alpha}\right)-v_{\alpha}^{(r-1)}\left(\boldsymbol{\Lambda}_{\alpha}\right)
\end{align*}
$$

where $\alpha$ is a finite pole or zero of $\boldsymbol{G}(z)$. However, it can be shown [17] using (16a), unimodularity of the matrices $\boldsymbol{U}(z), \boldsymbol{V}(z)$ and the Cauchy-Binet theorem [17], [19] that

$$
\begin{equation*}
v_{\alpha}^{(i)}\left(\mathbf{\Lambda}_{\alpha}\right)=v_{\alpha}^{(i)}(\mathbf{\Lambda})=v_{\alpha}^{(i)}(\boldsymbol{G}) . \tag{23}
\end{equation*}
$$

This gives us a direct way of constructing the SmithMcMillan form $\boldsymbol{\Lambda}(z)$ of $\boldsymbol{G}(z)$ based entirely on the valuations of $\boldsymbol{G}(z)$. The method also demonstrates the uniqueness of the Smith-McMillan form.

Let us now consider an $M \times M$ lossless matrix $\boldsymbol{H}(z)$ with rational entries in $z$ and write

$$
\begin{equation*}
\boldsymbol{H}(z)=\boldsymbol{U}_{1}(z) \boldsymbol{\Lambda}_{1}(z) \boldsymbol{V}_{1}(z) \tag{24}
\end{equation*}
$$

where $\boldsymbol{U}_{1}(z)$ and $\boldsymbol{V}_{1}(z)$ are unimodular matrices and $\boldsymbol{\Lambda}_{1}(z)$ $=\operatorname{diag}\left[\epsilon_{i}(z) / \phi_{i}(z)\right]$ is the Smith-McMillan form of $\boldsymbol{H}(z)$. In (24), all the matrices have entries that are functions of $z$. Let us now rewrite $\boldsymbol{H}(z)$ as a function of $z^{-1}$ rather than $z$. This results in a new rational matrix $\boldsymbol{G}\left(z^{-1}\right)$ such that

$$
\begin{equation*}
\boldsymbol{H}(z)=\boldsymbol{G}\left(z^{-1}\right) \tag{25}
\end{equation*}
$$

The matrix $\boldsymbol{G}\left(z^{-1}\right)$ can be written as

$$
\begin{equation*}
\boldsymbol{G}\left(z^{-1}\right)=\boldsymbol{U}_{2}\left(z^{-1}\right) \boldsymbol{\Lambda}_{2}\left(z^{-1}\right) \boldsymbol{V}_{2}\left(z^{-1}\right) \tag{26}
\end{equation*}
$$

where the $U_{2}\left(z^{-1}\right)$ and $V_{2}\left(z^{-1}\right)$ are unimodular matrices in $z^{-1}$ and $\boldsymbol{\Lambda}_{2}\left(z^{-1}\right)=\operatorname{diag}\left[\psi_{i}\left(z^{-1}\right) / \eta_{i}\left(z^{-1}\right)\right]$. We should note here, however, that since $\boldsymbol{G}\left(z^{-1}\right)$ has entries in $z^{-1}$ rather than in $z$, the matrix $\boldsymbol{\Lambda}_{2}\left(z^{-1}\right)$ does not necessarily reflect the behavior of $\boldsymbol{G}\left(z^{-1}\right)$ at $z=0$. Furthermore, $\mathbf{\Lambda}_{2}\left(z^{-1}\right)$ is not a regular Smith-McMillan form in the sense that the sum of the degrees of the denominator polynomials $\eta_{i}\left(z^{-1}\right)$ does not necessarily equal the degree of $\boldsymbol{G}\left(z^{-1}\right)$. It follows from (25) and the constructability of $\boldsymbol{\Lambda}_{1}(z)$ and $\boldsymbol{\Lambda}_{2}\left(z^{-1}\right)$ from the valuations of $\boldsymbol{H}(z)$ and $\boldsymbol{G}\left(z^{-1}\right)$, respectively, that

$$
\begin{equation*}
\frac{\epsilon_{i}(z)}{\phi_{i}(z)}=c_{j_{i}} z^{d_{i}} \frac{\psi_{j_{i}}\left(z^{-1}\right)}{\eta_{j_{i}}\left(z^{-1}\right)}, \quad 0 \leq i \leq M-1 \tag{27}
\end{equation*}
$$

where $c_{j,}$ is a complex constant, $d_{j i}$ is an integer and $j_{0}$, $\cdots, j_{M-1}$ represents a permutation of the integers 0 , $\cdots, M-1$. On the other hand, since $\boldsymbol{H}(z)$ is lossless

$$
\begin{equation*}
\boldsymbol{H}(z)=\left[\tilde{\boldsymbol{G}}\left(z^{-1}\right)\right]^{-1} \tag{28}
\end{equation*}
$$

If we substitute (24) and (26) for $\boldsymbol{H}(z)$ and $\boldsymbol{G}\left(z^{-1}\right)$ in (28), we obtain

$$
\begin{equation*}
\boldsymbol{U}_{1}(z) \boldsymbol{\Lambda}_{1}(z) \boldsymbol{V}_{1}(z)=\boldsymbol{U}_{2, *}^{-r}(z) \boldsymbol{\Lambda}_{2, *}^{-1}(z) \boldsymbol{V}_{2, *}^{-T}(z) \tag{29}
\end{equation*}
$$

Since $\boldsymbol{U}_{1}(z), \boldsymbol{U}_{2}(z), \boldsymbol{U}_{2 . *}^{-T}(z)$, and $\boldsymbol{V}_{2}^{-T}(z)$ are all unimodular matrices in $z, \boldsymbol{\Lambda}_{1}(z)$ and $\mathbf{\Lambda}_{2 . *}^{--}(z)$ must both be Smith-McMillan forms for the same matrix $\boldsymbol{H}(z)$. It follows from the uniqueness of the Smith-McMillan form that $\boldsymbol{\Lambda}_{1}(z)$ and $\boldsymbol{\Lambda}_{2, *}^{-1}(z)$ are the same except for scale factors, delays, and a possible relabeling of entries, i.e.,

$$
\begin{equation*}
\frac{\epsilon_{j}(z)}{\phi_{j}(z)}=c_{k_{j}} z^{d_{k},} \frac{\eta_{k_{j, *}}(z)}{\psi_{k_{j, t}}(z)} . \tag{30}
\end{equation*}
$$

If we substitute for $\eta_{k_{j, *}}(z) / \psi_{k_{j, *}}(z)$ in (30) using (27), we obtain

$$
\begin{equation*}
\frac{\epsilon_{j}(z)}{\phi_{j}(z)}=c_{l_{j}} z^{d_{l}} \frac{\hat{\phi}_{l_{j}}(z)}{\hat{\epsilon}_{l_{j}}(z)} \tag{31}
\end{equation*}
$$

where $c_{l,}$ is a complex constant, $d_{l j}$ is an integer and $l_{0}$, $\cdots, l_{M-1}$ is a permutation of the integers $0, \cdots M$ 1. Since $\epsilon_{j}(z)$ and $\phi_{j}(z)$ are relatively prime, (31) implies that

$$
\begin{equation*}
\epsilon_{j}(z)=a_{l_{j}} z^{b_{l}} \hat{\phi}_{l_{j}}(z) \tag{32}
\end{equation*}
$$

where $b_{l j}$ is an integer and $a_{i j}$ is complex. It is intuitively clear (and is proved in the Appendix) that (32) together with the divisibility properties stated in (16c), (16d) fix the permutation $l_{0}, \cdots, l_{M-1}$ as $l_{j}=M-1-j$, for 0 $\leq j \leq M-1$. With this, (32) becomes

$$
\begin{equation*}
\epsilon_{j}(z)=a_{M-1-j} z^{d M-1-1} \hat{\phi}_{M-1-j}(z) \tag{33a}
\end{equation*}
$$

and $\boldsymbol{\Lambda}_{1}(z)$ has the form

$$
\begin{equation*}
\mathbf{\Lambda}_{\mathrm{l}}(z)=\operatorname{diag}\left[a_{M-1-j} z^{b_{M-1},} \frac{\hat{\phi}_{M-1-j}(z)}{\phi_{j}(z)}\right] . \tag{33b}
\end{equation*}
$$

Note that some properties of lossless matrices stated in Section II-B such as the all-pass nature of the determinant and the existence of a pole at $1 / \alpha^{*}$ for every zero at $\alpha$ (and vice versa), follow as corrollaries of this result.

## III. A General Structure for PC IIR Vectors

In this section, we will introduce a completely general structure for implementing PC IIR vectors. This structure is a generalization of the structure described in [10] for real-coefficient PC FIR vectors. In the following, we will consider the 2 -component case first and then generalize the results to $M$ components.

## A. A Lattice Structure for Two-Component PC IIR Vectors

Consider a PC IIR vector of degree $K-1$ which can be written as

$$
\begin{equation*}
\boldsymbol{H}_{K-1}(z)=\frac{\binom{P_{K-1}(z)}{Q_{K-1}(z)}}{d_{K-1}(z)} \tag{34a}
\end{equation*}
$$

where

$$
\begin{align*}
& P_{K-1}(z)=\sum_{i=0}^{K-1} p_{K-1, i} z^{-i} \\
& Q_{K-1}(z)=\sum_{i=0}^{K-1} q_{K-1, i} z^{-i} \\
& d_{K-1}(z)=\prod_{i=1}^{K-1}\left(1-z_{i} z^{-1}\right), \quad\left|z_{i}\right|<1 \tag{34b}
\end{align*}
$$

The scalars $p_{K-1 . i}, q_{K-1, i}$, and $z_{i}$ are in general complex. We assume without loss of generality that $P_{K-1}(z)$, $Q_{K-1}(z)$, and $d_{K-1}(z)$ do not have a factor common to all of them, as such a factor can be determined and cancelled. Losslessness of $\boldsymbol{H}_{K-1}(z)$ implies that

$$
\begin{gather*}
\tilde{P}_{K-1}(z) P_{K-1}(z)+\tilde{Q}_{K-1}(z) Q_{K-1}(z) \\
\quad=\tilde{d}_{K-1}(z) d_{K-1}(z) \quad \forall z \tag{35a}
\end{gather*}
$$

or, equivalently, taking the complex conjugate of both sides of (35a)

$$
\begin{align*}
& P_{K-1}\left(\frac{1}{z^{*}}\right) P_{K-1}^{*}(z)+Q_{K-1}\left(\frac{1}{z^{*}}\right) Q_{K-1}^{*}(z) \\
& \quad=d_{K-1}\left(\frac{1}{z^{*}}\right) d_{K-1}^{*}(z) \quad \forall z \tag{35b}
\end{align*}
$$

We shall use this property in the synthesis procedure.
Given $\boldsymbol{H}_{K-1}(z)$ as in (34a), we would like to generate a lower order system

$$
\begin{equation*}
\boldsymbol{H}_{K-2}(z)=\frac{\binom{P_{K-2}(z)}{Q_{K-2}(z)}}{d_{K-2}(z)} \tag{36}
\end{equation*}
$$

such that it is lossless (i.e., PC and stable) and of degree $K-2$. Repeated application of this process then results in a structural realization for $\boldsymbol{H}_{K-1}(z)$. Each element of $\boldsymbol{H}_{K-2}(z)$ should be generated by a linear combination of the elements $\boldsymbol{H}_{K-1}(z)$. Consider the simplest possible linear combination $\left[\alpha P_{K-1}(z)+\beta Q_{K-1}(z)\right] / d_{K-1}(z)$. This has a lower degree if $\alpha$ and $\beta$ are chosen such that $\alpha P_{K-1}(z)+\beta Q_{K-1}(z)$ has a factor $\left(1-z_{1} z^{-1}\right)$ which can be cancelled with the denominator $d_{K-1}(z)$. An obvious choice for this is to let $\alpha=0, \beta=1$ if $Q_{K-1}\left(z_{1}\right)$ $=0$, and $\alpha=1, \beta=-\left(P_{K-1}\left(z_{1}\right) / Q_{K-1}\left(z_{1}\right)\right)$ otherwise. Thus we have generated one component of $\boldsymbol{H}_{K-2}(z)$, viz $\left(P_{K-2}(z) / d_{K-2}(z)\right.$ where $P_{K-2}(z)$ and
$d_{K-2}(z)$ are polynomials of degree less than $K-1$ given by

$$
\begin{gather*}
P_{K-2}(z)=\frac{\alpha P_{K-1}(z)+\beta Q_{K-1}(z)}{1-z_{1} z^{-1}} \\
d_{K-2}(z)=\frac{d_{K-1}(z)}{1-z_{1} z^{-1}} \tag{37}
\end{gather*}
$$

We now need to find the other linear combination which would generate the second component $Q_{K-2}(z) / d_{K-2}(z)$ of $\boldsymbol{H}_{K-2}(z)$. The complete reduction can be expressed as

$$
\frac{\binom{P_{K-2}(z)}{Q_{K-2}(z)}}{d_{K-2}(z)}=\frac{\left(\begin{array}{ll}
\alpha & \beta  \tag{38}\\
a(z) & b(z)
\end{array}\right)\binom{P_{K-1}(z)}{Q_{K-1}(z)}}{d_{K-1}(z)}
$$

It remains to choose $a(z)$ and $b(z)$ such that $a(z)$ $P_{K-1}(z)+b(z) Q_{K-1}(z)$ has the factor $\left(1-z_{1} z^{-1}\right)$. In addition, we require the $2 \times 2$ matrix in (38) to be paraunitary so that the left-hand side in (38), which is $\boldsymbol{H}_{K-2}(z)$, is PC. One obvious choice of $a(z), b(z)$ which makes the $2 \times 2$ matrix paraunitary is

$$
\begin{equation*}
a(z)=-\beta^{*}, \quad b(z)=\alpha^{*} \tag{39}
\end{equation*}
$$

With this,

$$
\begin{gather*}
a(z) P_{K-1}(z)+b(z) Q_{K-1}(z) \\
=-\beta^{*} P_{K-1}(z)+\alpha^{*} Q_{K-1}(z)
\end{gather*} \text { becomes -P} \begin{aligned}
& K-1  \tag{40a}\\
& (z) \text { if } Q_{K-1}\left(z_{1}\right)=0, \text { and }
\end{aligned}
$$

$$
\begin{equation*}
\frac{P_{K-1}^{*}\left(z_{1}\right) P_{K-1}(z)+Q_{K-1}^{*}\left(z_{1}\right) Q_{K-1}(z)}{Q_{K-1}^{*}\left(z_{1}\right)} \tag{40~b}
\end{equation*}
$$

otherwise. In either case, in view of (35b) and the fact that $d_{K-1}\left(z_{1}\right)=0$, the linear combination (40a) becomes zero at $1 / z_{1}^{*}$ rather than at $z_{1}$. We shall therefore define

$$
\begin{align*}
& a(z)=-\beta^{*} \frac{1-z_{1} z^{-1}}{-z_{1}^{*}+z^{-1}} \\
& b(z)=\alpha^{*} \frac{1-z_{1} z^{-1}}{-z_{1}^{*}+z^{-1}} \tag{41}
\end{align*}
$$

so that

$$
\begin{equation*}
\frac{a(z) P_{K-1}(z)+b(z) Q_{K-1}(z)}{d_{K-1}(z)}=\frac{Q_{K-2}(z)}{d_{K-2}(z)} \tag{42}
\end{equation*}
$$

where $d_{K-2}(z)$ is the $K-2$ degree polynomial defined in (37) and $Q_{K-2}(z)$ is the $K-2$ (or lower) degree polynomial

$$
\begin{equation*}
Q_{K-2}(z)=\frac{-\beta^{*} P_{K-1}(z)+\alpha^{*} Q_{K-1}(z)}{-z_{1}^{*}+z^{-1}} \tag{43}
\end{equation*}
$$

With the choice of (41), we can write

$$
\begin{equation*}
\boldsymbol{H}_{K-2}(z)=\boldsymbol{T}_{1}(z) \boldsymbol{H}_{K-1}(z) \tag{44a}
\end{equation*}
$$

where

$$
\boldsymbol{T}_{1}(z)=\left(\begin{array}{cc}
1 & 0  \tag{44b}\\
0 & \frac{1-z_{1} z^{-1}}{-z_{1}^{*}+z^{-1}}
\end{array}\right)\left(\begin{array}{cc}
\alpha & \beta \\
-\beta^{*} & \alpha^{*}
\end{array}\right)
$$

is paraunitary. This ensures that $\boldsymbol{H}_{K-2}(z)$ is PC. Since the poles of $\boldsymbol{H}_{K-2}(z)$ are a subset of the poles of $\boldsymbol{H}_{K-1}(z)$, stability of $\boldsymbol{H}_{K-2}(z)$ is guaranteed so that $\boldsymbol{H}_{K-2}(z)$ is a 2 $\times 1$ lossless system of reduced degree.
It is convenient to obtain a normalized matrix $S_{1}(z)$ by scaling $\boldsymbol{T}_{1}(z)$, by multiplying with the scalar $c_{1}=$ $1 / \sqrt{|\alpha|^{2}+|\beta|^{2}}$ so that $\tilde{S}_{1}(z) S_{1}(z)=I$ for all $z$. We would then have
$S_{1}(z)=\left(\begin{array}{cc}1 & 0 \\ 0 & \frac{1-z_{1} z^{-1}}{-z_{1}^{*}+z^{-1}}\end{array}\right)\left(\begin{array}{cl}c_{1} & s_{1} e^{-i \theta_{1}} \\ -s_{1} e^{i \theta_{1}} & c_{1}\end{array}\right)$
where $s_{1}$ and $c_{1}$ are real numbers such that $c_{1}^{2}+s_{1}^{2}=1$ and $\theta_{1}$ is a real quantity. After such normalization, we finally arrive at

$$
\begin{equation*}
\boldsymbol{H}_{K-1}(z)=\boldsymbol{W}_{1}(z) \boldsymbol{H}_{K-2}(z) \tag{46a}
\end{equation*}
$$

where $\boldsymbol{W}_{\mathbf{1}}(z)=\boldsymbol{S}_{1}^{-1}(z)$ so that

$$
\boldsymbol{W}_{1}(z)=\left(\begin{array}{lc}
c_{1} & -s_{1} e^{-i \theta_{1}}  \tag{46b}\\
s_{1} e^{i \theta_{1}} & c_{i}
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{-z_{1}^{*}+z^{-1}}{1-z_{1} z^{-1}}
\end{array}\right)
$$

Since $\boldsymbol{W}_{1}(z)$ is paraunitary and stable (because $\left|z_{1}\right|<1$, $z_{1}$ being a pole of $\boldsymbol{H}_{K-1}(z)$ ), we note that $\boldsymbol{W}_{1}(z)$ is lossless. This gives us a realization for the lossless system $\boldsymbol{H}_{K-1}(z)$ in terms of the lower degree lossless system $\boldsymbol{H}_{K-2}(z)$ and the $2 \times 2$ degree-one lossless system $\boldsymbol{W}_{1}(z)$, as illustrated in Fig. 2.
We thus have established degree reduction by extracting the pole at $z_{1}$. Clearly, this step can be repeated to extract the poles at $z_{j}, 2 \leq j \leq K-1$, resulting in a reduced degree PC vector each time, until finally a zerodegree PC (i.e., unit-norm) vector is reached. This can be expressed by the recursion

$$
\begin{equation*}
\boldsymbol{H}_{K-1-j}(z)=\boldsymbol{S}_{j}(z) \boldsymbol{H}_{K-j}, 1 \leq j \leq K-1 \tag{47a}
\end{equation*}
$$

where $S_{j}(z)$ has the form
$S_{j}(z)=\left(\begin{array}{cc}1 & 0 \\ 0 & \frac{1-z_{j} z^{-1}}{-z_{j}^{*}+z^{-1}}\end{array}\right)\left(\begin{array}{cc}c_{j} & s_{j} e^{-i \theta_{j}} \\ -s_{j} e^{i \theta_{j}} & c_{j}\end{array}\right)$
and $\boldsymbol{H}_{0}(z)=\boldsymbol{H}_{0}$ is a unit-norm constant vector. The complete synthesis procedure can be expressed as

$$
\begin{equation*}
\boldsymbol{H}_{0}=\boldsymbol{S}_{K-1}(z) \cdots \boldsymbol{S}_{2}(z) \boldsymbol{S}_{1}(z) \boldsymbol{H}_{K-1}(z) \tag{48}
\end{equation*}
$$



Fig. 2. Pertaining to the synthesis procedure of Section III-A.

## Defining

$$
\begin{align*}
\boldsymbol{W}_{j}(z)= & \boldsymbol{S}_{j}^{-1}(z)=\left(\begin{array}{ll}
c_{j} & -s_{j} e^{-i \theta_{j}} \\
s_{j} e^{i \theta_{j}} & c_{j}
\end{array}\right) \\
& \cdot\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{-z_{j}^{*}+z^{-1}}{1-z_{j} z^{-1}}
\end{array}\right), \quad 1 \leq j \leq K-1 \tag{49a}
\end{align*}
$$

we can write $\boldsymbol{H}_{K-1}(z)$ as

$$
\begin{equation*}
\boldsymbol{H}_{K-1}(z)=\boldsymbol{W}_{1}(z) \cdots \boldsymbol{W}_{K-2}(z) \boldsymbol{W}_{K-1}(z) \boldsymbol{H}_{0} . \tag{49b}
\end{equation*}
$$

Fig. 3 shows the implementation of this realization of $\boldsymbol{H}_{K-1}(z)$. The internal details of $\boldsymbol{W}_{k}(z)$ are as shown in Fig. 2 with 1 replaced by $k$. This gives us a procedure for synthesizing an arbitrary two-component PC IIR vector of degree $K-1$ as a cascade of $K-1$ lossless systems of degree one, terminated on the left by a constant $2 \times 1$ vector $\boldsymbol{H}_{0}$.

## B. Extension of the Synthesis Procedure to $M$-Component PC IIR Vectors

The synthesis procedure described in Section III-A can be generalized to $M$-component PC IIR vectors of the form

$$
\begin{align*}
& \boldsymbol{H}_{K-1}(z)=\left(P_{K-1}^{(0)}(z)\right. \\
& \left.\quad P_{K-1}^{(1)}(z) \cdots P_{K-1}^{(M-1)}(z)\right)^{T} / d_{K-1}(z) \tag{50a}
\end{align*}
$$

where

$$
\begin{align*}
P_{K-1}^{(k)}(z) & =\sum_{i=0}^{K-1} p_{K-1 . i}^{(k)} z^{-i}, \quad 0 \leq k \leq M-1 \\
d_{K-1}(z) & =\prod_{i=1}^{K-1}\left(1-z_{i} z^{-1}\right) \tag{50b}
\end{align*}
$$

Again, without loss of generality, it will be assumed that $P_{K-1}^{(k)}(z), 0 \leq k \leq M-1$ and $d_{K-1}(z)$ do not have any common factors. At a zero $z_{l}$ of $d_{K-1}(z)$, the polynomials $P_{K-1}^{(k)}(z)$ satisfy the generalized form of property (35b) of Section III-A which is

$$
\begin{equation*}
\sum_{k=0}^{M-1} P_{K-1}^{(k)}\left(\frac{1}{z_{l}^{*}}\right)\left[P_{K-1}^{(k)}\left(z_{l}\right)\right]^{*}=0 . \tag{51}
\end{equation*}
$$



Fig. 3. The lattice structure implementation of a two-component PC IIR lossless vector $\boldsymbol{H}_{K-1}(z)$.

Before we give the generalized synthesis procedure, let us recall from Section III-A that given two polynomials $A_{0}(z)$ and $A_{1}(z)$, we can generate two new polynomials $B_{0}(z)$ and $B_{1}(z)$ such that $B_{0}(z)$ is zero at some point $z_{k}$, simply by writing

$$
\binom{B_{0}(z)}{B_{1}(z)}=\left(\begin{array}{cc}
c & s e^{-i \theta}  \tag{52a}\\
-s e^{i \theta} & c
\end{array}\right)\binom{A_{0}(z)}{A_{1}(z)}
$$

where

$$
\begin{align*}
c & =\frac{\left|A_{1}\left(z_{k}\right)\right|}{\sqrt{\left|A_{0}\left(z_{k}\right)\right|^{2}+\left|A_{1}\left(z_{k}\right)\right|^{2}}} \\
s e^{-i \epsilon} & =\frac{-A_{0}\left(z_{k}\right) e^{-\operatorname{iarg} \mid A_{|(z)|}}}{\sqrt{\left|A_{0}\left(z_{k}\right)\right|^{2}+\left|A_{1}\left(z_{k}\right)\right|^{2}}} \tag{52b}
\end{align*}
$$

provided that $A_{0}(z)$ and $A_{1}(z)$ are not both zero at $z_{k}$. If that is the case, we can just let $c=1$ and $s=0$ in (52a).
Let us now consider two sets of polynomials $P_{K-1}^{(j)}(z)$ and $Q_{K-1}^{(j)}(z), 0 \leq j \leq M-1$, related by

$$
\begin{align*}
& \left(Q_{K-1}^{(0)}(z) \cdots Q_{K-1}^{(M-1)}(z)\right)^{T} \\
& \quad=U_{M-2, M-1} \cdots U_{1,2} U_{0,1}\left(P_{K-1}^{(0)}(z) \cdots\right. \\
& \left.\quad P_{K-1}^{(M-1)}(z)\right)^{T} \tag{53a}
\end{align*}
$$

where the $M \times M$ matrix $\boldsymbol{U}_{k . k+1}$ has the form

$$
\begin{gather*}
\boldsymbol{U}_{k, k+1}=\begin{array}{l}
k \\
k+1 \\
k+1 \\
\left.\begin{array}{llll}
\boldsymbol{I}_{k} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\mathbf{0} & c_{k} & s_{k} e^{-i \theta_{k}} & \mathbf{0} \\
\mathbf{0} & -s_{k} e^{i \theta_{k}} & c_{k} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0} & \boldsymbol{I}_{M-k-2}
\end{array}\right) \\
0 \leq k \leq M-2 .
\end{array}
\end{gather*}
$$

It is evident from (53b) that the $k$ th and ( $k+1$ )th outputs of $\boldsymbol{U}_{k, k+1}$ are linear combinations of the respective input polynomials, and the other outputs are directly passed from the input in the order they originally appear. In (53a), let $\boldsymbol{U}_{k, k+1}$ be determined such that its $k$ th output polynomial has a zero at $z_{1}$. Clearly, $Q_{K-1}^{(k)}(z), 0 \leq k \leq M-$ 2 , can be made equal to zero at $z_{1}$ by determining $U_{k . k+1}$ as described, for $0 \leq k \leq M-2$. Since $\boldsymbol{U}_{k, k+1}$ are unitary matrices and $\boldsymbol{H}_{K-1}(z)$ is PC, the vector $\left(Q_{K-1}^{(0)}(z)\right.$ $\left.\cdots Q_{K-1}^{(M-1)}(z)\right)^{T} / d_{K-1}(z)$ is also PC. Therefore, at $z_{1}$,
the polynomials $Q_{K-1}^{(k)}(z)$ satisfy

$$
\begin{equation*}
\sum_{k=0}^{M-1} Q_{K-1}^{(k)}\left(\frac{1}{z_{1}^{*}}\right)\left[Q_{K-1}^{(k)}\left(z_{1}\right)\right]^{*}=0 \tag{54}
\end{equation*}
$$

If we substitute $Q_{K-1}^{(k)}\left(z_{1}\right)=0$ for $0 \leq k \leq M-2$ in (54), we obtain

$$
\begin{equation*}
Q_{K-1}^{(M-1)}\left(\frac{1}{z_{1}^{*}}\right)\left[Q_{K-1}^{(M-1)}\left(z_{1}\right)\right]^{*}=0 \tag{55}
\end{equation*}
$$

which means that the $\left(M-1\right.$ )th polynomial $Q_{K-1}^{(M-1)}(z)$ has a zero either at $z_{1}$ or at $1 / z_{1}^{*}$. Suppose that $Q_{K-1}^{(M-1)}\left(z_{1}\right)$ $=0$. Then all $Q_{K-1}^{(k)}(z)$, and therefore, all $P_{K-1}^{(k)}(z)$ have a zero at $z_{1}$. This, however, cannot be true since $P_{K-1}^{(k)}(z)$ and $d_{K-1}(z)$ do not have a factor common to all, by assumption. Therefore, (55) can only imply $Q_{K-1}^{(M-1)}\left(1 / z_{1}^{*}\right)=0$ so that we can write

$$
\begin{align*}
\boldsymbol{H}_{K-2}(z)= & \left(\begin{array}{lc}
\boldsymbol{I}_{M-1} & 0 \\
0 & \frac{1-z_{1} z^{-1}}{-z_{1}^{*}+z^{-1}}
\end{array}\right) \\
& \cdot \boldsymbol{U}_{M-2 . M-1} \cdots \boldsymbol{U}_{1.2} \boldsymbol{U}_{0.1} \boldsymbol{H}_{K-1}(z) \tag{56a}
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{H}_{K-2}(z)=\left(P_{K-2}^{(0)}(z) \cdots P_{K-2}^{(M-1)}(z)\right)^{T} / d_{K-2}(z) \tag{56b}
\end{equation*}
$$

and

$$
\begin{align*}
P_{K-2}^{(j)}(z) & =\frac{Q_{K-1}^{(j)}(z)}{1-z_{1} z^{-1}}, \quad 0 \leq j \leq M-2 \\
P_{K-2}^{(M-1)}(z) & =\frac{Q_{K-1}^{(M-1)}(z)}{-z_{1}^{*}+z^{-1}} \\
d_{K-2}(z) & =\frac{d_{K-1}(z)}{1-z_{1} z^{-1}} . \tag{56c}
\end{align*}
$$

We have thus obtained an IIR PC vector $\boldsymbol{H}_{K-2}(z)$ of degree $K-2$ from $\boldsymbol{H}_{K-1}(z)$ by extracting its pole at $z_{1}$. Clearly we can repeat the described step to extract the other poles. If we define

$$
\begin{align*}
\boldsymbol{S}_{j}(z)= & \left(\begin{array}{lc}
\boldsymbol{I}_{M-1} & \mathbf{0} \\
\mathbf{0} & \frac{1-z_{j} z^{-1}}{-z_{j}^{*}+z^{-1}}
\end{array}\right) \\
& \cdot \boldsymbol{U}_{M-2 . M-1}^{(j)} \cdots \boldsymbol{U}_{1.2}^{(j)} \boldsymbol{U}_{0.1}^{(j)} \tag{57}
\end{align*}
$$

(where the superscript $j$ is a reminder that we are working with the $j$ th pole $z_{j}$ ), we can describe this process by the recursion

$$
\begin{equation*}
\boldsymbol{H}_{K-1-j}(z)=\boldsymbol{S}_{j}(z) \boldsymbol{H}_{K-j}(z), \quad 1 \leq j \leq K-1 \tag{58}
\end{equation*}
$$

where the degree of the resultant IIR PC vector reduces by one at each step until finally a zero-degree unit-norm
vector $\boldsymbol{H}_{0}$ is reached. Thus we can express $\boldsymbol{H}_{K-1}(z)$ as

$$
\begin{equation*}
\boldsymbol{H}_{K-1}(z)=\boldsymbol{W}_{1}(z) \boldsymbol{W}_{2}(z) \cdots \boldsymbol{W}_{K-1}(z) \boldsymbol{H}_{0} \tag{59a}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{W}_{j}(z)= & \boldsymbol{S}_{j}^{-1}(z)=\left[\boldsymbol{U}_{0.1}^{(j)}\right]^{\dagger}\left[\boldsymbol{U}_{1.2}^{(j)}\right]^{\dagger} \\
& \cdots\left[\boldsymbol{U}_{M-2, M-1}^{(j)}\right]^{\dagger}\left(\begin{array}{cc}
\boldsymbol{I}_{M-1} & \mathbf{0} \\
\mathbf{0} & \frac{-z_{j}^{*}+z^{-1}}{1-z_{j} z^{-1}}
\end{array}\right) . \tag{59b}
\end{align*}
$$

This expression results in the complete lattice structure implementation for $\boldsymbol{H}_{K-1}(z)$ shown in Fig. 4.

Before we conclude this section, we will briefly describe an exercise that we carried out to demonstrate that the synthesis procedure of this section really works. Two fifth-order elliptic filters $H_{0}(z)=N_{0}(z) / D_{0}(z)$ and $H_{2}(z)$ $=N_{2}(z) / D_{2}(z)$ were designed independently and then scaled such that $\left|H_{0}\left(e^{i \omega}\right)\right|^{2}+\left|H_{2}\left(e^{i \omega}\right)\right|^{2} \leq 1, \forall \omega$. A third filter $H_{1}(z)=N_{1}(z) / D_{1}(z)$ was designed with $D_{1}(z)$ $=D_{0}(z) D_{2}(z)$ and

$$
\begin{aligned}
\tilde{N}_{1}(z) N_{1}(z)= & \tilde{D}_{0}(z) D_{0}(z) \tilde{D}_{2}(z) D_{2}(z) \\
& -\tilde{N}_{0}(z) N_{0}(z) \tilde{D}_{2}(z) D_{2}(z) \\
& -\tilde{N}_{2}(z) N_{2}(z) \tilde{D}_{0}(z) D_{0}(z)
\end{aligned}
$$

so that the vector $H(z)=\left(H_{0}(z) H_{1}(z) H_{2}(z)\right)^{T}$ is PC. $\boldsymbol{H}(z)$ was then synthesized using the procedure described above. The lattice coefficients obtained as a result of the synthesis process were used to reconstruct the three filters. The magnitude response plots of the reconstructed filters are shown in Fig. 5 and agree completely with the responses of the original filters. This example confirms that the synthesis procedure of this section can be used to synthesize a given PC IIR vector as the cascaded lattice structure shown in Fig. 4.

## C. The Minimality of the Structure

The structure of Fig. 4 uses $K-1$ scalar delay elements to implement a PC IIR vector of degree $K-1$, hence it is minimal. In the following, we will show that it is also minimal in the sense that it uses the smallest possible number of parameters required to implement a completely general PC IIR vector of given degree and dimension.

Consider an $M \times 1$ PC IIR vector $\boldsymbol{H}_{K-1}(z)$ as given by (50). We will calculate the degrees of freedom that $\boldsymbol{H}_{K-1}(z)$ has. Note that $\boldsymbol{H}_{K-1}(z)$ satisfies the paraunitary condition

$$
\begin{equation*}
\sum_{j=0}^{M-1} \tilde{P}_{K-1}^{(j)}(z) P_{K-1}^{(j)}(z)=\tilde{d}_{K-1}(z) d_{K-1}(z) \tag{60}
\end{equation*}
$$

Both sides of (60) are polynomials of order $2(K-1)$ displaying complex conjugate coefficient symmetry. If the coefficients of like terms on both sides are equated, we obtain $K$ non-redundant equalities, $K-1$ of which are


Fig. 4. (a) The lattice structure implementation of an $M$-component IIR lossless vector $\boldsymbol{H}_{\kappa-1}(z)$. (b) Internal details of $\boldsymbol{W}_{i}(z)$. (c) Internal details of the $k$ th crisscross in $W_{j}(z)$.


Fig. 5. Magnitude response plots of $\boldsymbol{H}_{0}(z), \boldsymbol{H}_{1}(z)$, and $\boldsymbol{H}_{2}(z)$.
complex, i.e., equivalent to two equations. Therefore, the total number of constraints is $2 K-1$. On the other hand, $\boldsymbol{H}_{K-1}(z)$ has $2 M K+2(K-1)$ unknewns which are the (complex) coefficients and poles. Subtracting the number of constraints from the number of unknowns, we find that $\boldsymbol{H}_{K-1}(z)$ has a total if $2 M K-1$ degrees of freedom.

Let us now suppose that we implement $\boldsymbol{H}_{K-1}(z)$ using the structure of Section III-B. It can easily be shown that this implementation has exactly $2 M K-1$ parameters.

Hence the structure of Section III-B represents a general $M \times 1$ PC IIR vector of degree $K-1$, using as many parameters as the number of degrees of freedom that such a vector has. Therefore the structure of Section III-B is minimal in the number of parameters it uses.

## IV. Structures for $M \times M$ IIR Lossless Systems

In this section, we consider some structural representations for $M \times M$ and $M \times 1$ lossless systems based on an algebraic form for general, degree-one IIR lossless matrices.

## A. A General Form for $M \times M$ Degree-One IIR Lossless Matrices

Let us consider an $M \times M$ degree-one lossless transfer matrix $\boldsymbol{H}_{1}(z)$ with FIR entries. Using the fact that $\boldsymbol{H}_{1}(z)$ is unitary at all frequencies $\omega_{0}$ on the unit circle, we can express $\boldsymbol{H}_{1}(z)$ as

$$
\begin{equation*}
\boldsymbol{H}_{1}(z)=\left(1-e^{i \omega\rangle} z^{-1}\right) \boldsymbol{S}+\boldsymbol{R} \tag{61}
\end{equation*}
$$

where $S$ is $M \times M$, and $\boldsymbol{R}$ is $M \times M$ unitary. It is worthwhile noting here that for a given FIR transfer matrix $\boldsymbol{G}(z)=g_{0}+z^{-1} g_{1}$, where $\boldsymbol{g}_{1} \neq 0$, $\operatorname{deg} \boldsymbol{G}(z) \geq 1$. It can furthermore be proved that $\operatorname{deg} \boldsymbol{G}(z)=1$ if and only if rank $\boldsymbol{g}_{1}=1$. Thus the form (61) in general represents matrices with degree equal to at least unity, the condition for equality being that $S$ is of unit rank.
Applying the paraunitary condition to (61), and working out the details (which can be found in [27]), we obtain the following result:

Theorem: An $M \times M$ matrix is lossless of degree-one if and only if it can be expressed as

$$
\begin{equation*}
\left[\boldsymbol{I}-\boldsymbol{v} \boldsymbol{v}^{\dagger}+z^{-1} e^{i \omega \boldsymbol{\omega}} \boldsymbol{v} \boldsymbol{v}^{\dagger}\right] \boldsymbol{R} \tag{62}
\end{equation*}
$$

where $\boldsymbol{v}$ is an $M \times 1$ constant unit-norm vector, $\boldsymbol{R}$ is an $M \times M$ constant unitary matrix, and $e^{i \omega()}$ is a real number.
Let us now consider an $M \times M$ lossless matrix of de-gree-one with rational entries. Such a matrix can be represented by the general form

$$
\begin{equation*}
\boldsymbol{H}_{1}(z)=\frac{\boldsymbol{h}_{0}+z^{-1} \boldsymbol{h}_{1}}{1-a z^{-1}} \tag{63}
\end{equation*}
$$

where $\boldsymbol{h}_{0}$ and $\boldsymbol{h}_{1}$ are $M \times M$ constant matrices with com-plex-valued entries, and $a$ is a complex scalar that represents the pole of the system. Since $\boldsymbol{H}_{1}(z)$ is stable, $|a|$ $<1$.
It can easily be verified that $H_{1}(z)$ can also be represented as

$$
\begin{equation*}
\boldsymbol{H}_{1}(z)=\frac{-a^{*}+z^{-1}}{1-a z^{-1}} e^{i \omega j} \boldsymbol{U}+\boldsymbol{V} \tag{64}
\end{equation*}
$$

where $\boldsymbol{U}$ and $\boldsymbol{V}$ are $M \times M$ constant matrices with complex entries. If we apply the paraunitary condition to (64), we obtain (after simplifications and collecting of like
powers of $z$ ), the following conditions:

$$
\begin{align*}
& \left(1+|a|^{2}\right) \boldsymbol{V} \boldsymbol{V}^{\dagger}-2 a^{*} e^{i \omega_{0}} \boldsymbol{U} \boldsymbol{V}^{\dagger}+\left(1+|a|^{2}\right) \boldsymbol{U} \boldsymbol{U}^{2} \\
& \quad=\left(1+|a|^{2}\right) \boldsymbol{I}  \tag{65a}\\
& -a \boldsymbol{V} \boldsymbol{V}^{\dagger}+a^{2} e^{-i \omega_{0}} \boldsymbol{V} \boldsymbol{U}^{\dagger}+e^{i \omega\rangle} \boldsymbol{U} \boldsymbol{V}^{\dagger}-a \boldsymbol{U} \boldsymbol{U}^{\dagger}=-a \boldsymbol{I}  \tag{65b}\\
& -a^{*} \boldsymbol{V} \boldsymbol{V}^{\dagger}+e^{-i \omega_{0}} \boldsymbol{V} \boldsymbol{U}^{\dagger}+a^{* 2} e^{i \omega_{0}} \boldsymbol{U} \boldsymbol{V}^{\dagger}-a^{*} \boldsymbol{U} \boldsymbol{U}^{\dagger} \\
& \quad=-a^{*} \boldsymbol{I} . \tag{65c}
\end{align*}
$$

Note that if we take the $\dagger$ of both sides of ( 65 c ), we obtain (65b). Therefore, we will consider only (65a) and (65b) as necessary conditions. Now if we scale (65a) by $1 /\left(1+|a|^{2}\right)$, and (65b) by $-(1 / a)$, we obtain

$$
\begin{equation*}
\boldsymbol{V} \boldsymbol{V}^{\dagger}-\frac{2 a e^{-i \omega_{0}} \boldsymbol{V} \boldsymbol{U}^{\dagger}+2 a^{*} e^{i \omega \boldsymbol{\omega}} \boldsymbol{U} \boldsymbol{V}^{\dagger}}{1+|a|^{2}}+\boldsymbol{U} \boldsymbol{U}^{\dagger}=\boldsymbol{I} \tag{66a}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{V} \boldsymbol{V}^{\dagger}-a e^{-i \omega_{0}} \boldsymbol{V} \boldsymbol{U}^{\dagger}-\frac{1}{a} e^{i \omega_{0}} \boldsymbol{U} \boldsymbol{V}^{\dagger}+\boldsymbol{U} \boldsymbol{U}^{\dagger}=\boldsymbol{I} \tag{66b}
\end{equation*}
$$

Subtracting (66b) from (66a), and simplifying yield

$$
\begin{equation*}
\frac{1-|a|^{2}}{1+|a|^{2}}\left(-a e^{-i \omega_{0}} \boldsymbol{V} \boldsymbol{U}^{\dagger}+\frac{1}{a} e^{i \omega_{0}} \boldsymbol{U} \boldsymbol{V}^{\dagger}\right)=\mathbf{0} \tag{67}
\end{equation*}
$$

Since $|a| \neq 1$, the term inside the parenthesis in (67) must be $\mathbf{0}$, i.e., we must have

$$
\begin{equation*}
\boldsymbol{V} \boldsymbol{U}^{\dagger}=\frac{1}{a^{2}} e^{i 2 \omega_{0}} \boldsymbol{U} \boldsymbol{V}^{\dagger} \tag{68}
\end{equation*}
$$

If we take the $\dagger$ of both sides of (68), and substitute the expression thus found for $\boldsymbol{U} \boldsymbol{V}^{\dagger}$ back into (68), we obtain

$$
\begin{equation*}
\boldsymbol{V} \boldsymbol{U}^{\dagger}=\frac{1}{|a|^{4}} \boldsymbol{V} \boldsymbol{U}^{\dagger} \tag{69}
\end{equation*}
$$

which can only be satisfied if $|a|^{4}=1$ or $\boldsymbol{V} \boldsymbol{U}^{\dagger}=\mathbf{0}$. Since $|a|<1$ for stability reasons, (69) implies that $V U^{\dagger}=$ $\boldsymbol{U} \boldsymbol{V}^{\dagger}=\mathbf{0}$. Now this result can be substituted in (66a) and (66b) to get a simpler set of necessary conditions which is

$$
\begin{align*}
\boldsymbol{V} \boldsymbol{V}^{\dagger}+\boldsymbol{U} \boldsymbol{U}^{\dagger} & =\boldsymbol{I}_{M} \\
\boldsymbol{V} \boldsymbol{U}^{\dagger} & =\mathbf{0} . \tag{70}
\end{align*}
$$

But (70) is exactly the set of conditions that we would obtain if we imposed paraunitariness on the FIR form $V$ $+z^{-1} e^{i \omega 0} \boldsymbol{U}$ where $\boldsymbol{V}$ and $\boldsymbol{U}$ are constant $M \times M$ matrices. This result enables us to obtain a general form for degreeone IIR lossless matrices simply by substituting $\left(-a^{*}+\right.$ $\left.z^{-1}\right) /\left(1-a z^{-1}\right)$ for $z^{-1}$ in the general form for degreeone FIR lossless matrices given by (62). Thus an $M \times M$ IIR lossless matrix $\boldsymbol{H}_{1}(z)$ of degree-one can always be
written as

$$
\begin{equation*}
\boldsymbol{H}_{1}(z)=\left[\boldsymbol{I}-\boldsymbol{v} \boldsymbol{v}^{\dagger}+e^{i \omega_{0}} \frac{-a^{*}+z^{-1}}{1-a z^{-1}} \boldsymbol{v} \boldsymbol{v}^{\dagger}\right] \boldsymbol{R} \tag{71}
\end{equation*}
$$

where $\boldsymbol{v}$ is an $M \times 1$ unit-norm, complex-valued vector, $\boldsymbol{R}$ is an $M \times M$ unitary matrix, $0 \leq \omega_{0}<2 \pi$ and $|a|<$ 1. The converse statement that (71) indeed represents a lossless matrix follows since it was obtained by a lossless transformation from the lossless FIR form (62) [18].
B. A General Form for $M \times$ M IIR Lossless Matrices with Arbitrary Degree

Consider the product

$$
\begin{equation*}
\boldsymbol{V}_{1}(z) \boldsymbol{V}_{2}(z) \cdots \boldsymbol{V}_{K-1}(z) \tag{72a}
\end{equation*}
$$

where

$$
\begin{gather*}
\boldsymbol{V}_{i}(z)=\boldsymbol{I}-\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\dagger}+\frac{-a_{i}^{*}+z^{-1}}{1-a_{i} z^{-1}} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\dagger} \\
1 \leq i \leq K-1 \tag{72b}
\end{gather*}
$$

(Note that (72b) is simply (71) with $\boldsymbol{R}=\boldsymbol{I}$ and $\omega_{0}=0$.) Clearly, such a matrix is lossless. Furthermore, its determinant has the form $c \Pi_{i=1}^{K-1}\left(-a_{i}^{*}+z^{-1}\right) /\left(1-a_{i} z^{-1}\right)$, (with $|c|=1$ ) showing that its degree is $K-1$. In this way, nontrivial examples of lossless IIR systems of degree $K-1$ can be obtained. However, it is not clear if such a representation is sufficiently general. In this section, we will show that any IIR lossless matrix of degree $K-1$ can be expressed as a product of the form (72a) and a unitary matrix.
Let us first formally define the problem: Given an $M \times$ $M$, degree $K-1$ IIR lossless matrix $H_{K-1}(z)$ with poles $z_{i}, 1 \leq i \leq K-1$, we wish to write

$$
\begin{equation*}
\boldsymbol{H}_{K-1}(z)=\boldsymbol{V}_{1}(z) \boldsymbol{H}_{K-2}(z) \tag{73}
\end{equation*}
$$

where $\boldsymbol{V}_{1}(z)$ is as in (72b) and $\boldsymbol{H}_{K-2}(z)$ is an $M \times M$ IIR lossless matrix of degree $K-2$. We also require the set of poles of $\boldsymbol{H}_{K-2}(z)$ to be contained in that of $\boldsymbol{H}_{K-1}(z)$. Once accomplished, this will constitute the basic step of the synthesis procedure which can be repeated a sufficient number of times until a factorization of $\boldsymbol{H}_{K-1}(z)$ in terms of degree-one IIR sections is obtained.
Our task now is to give an assignment rule for $\boldsymbol{v}_{1}$ and $a_{1}$ such that $\boldsymbol{H}_{K-2}(z)$ is indeed lossless and of degree $K$ - 2. Before we do so, recall that $\operatorname{det} \boldsymbol{H}_{K-1}(z)$ has the form

$$
\begin{equation*}
\operatorname{det} \boldsymbol{H}_{K-1}(z)=e^{i \theta} \prod_{i=1}^{K-1} \frac{-z_{i}^{*}+z^{-1}}{1-z_{i} z^{-1}} \tag{74}
\end{equation*}
$$

Note that $1 / z_{i}^{*}, 1 \leq i \leq K-1$ are the determinantal zeros of $\boldsymbol{H}_{K-1}(z)$ [27]. Therefore there exist unit-norm vectors $\boldsymbol{u}_{i}$ such that

$$
\begin{equation*}
\boldsymbol{u}_{i}^{\dagger} \boldsymbol{H}_{K-1}\left(\frac{1}{z_{i}^{*}}\right)=\mathbf{0}, \quad 1 \leq i \leq K-1 . \tag{75}
\end{equation*}
$$

This observation will be of use later in the synthesis procedure.

We now propose the following assignment: Let $a_{1}=z_{1}$ and choose $\boldsymbol{v}_{1}$ such that

$$
\begin{equation*}
\boldsymbol{v}_{i}^{\dagger} \boldsymbol{H}_{K-1}\left(\frac{1}{z_{i}^{*}}\right)=\mathbf{0} \tag{76}
\end{equation*}
$$

With these, $\boldsymbol{H}_{K-2}(z)$ becomes

$$
\begin{align*}
\boldsymbol{H}_{K-2}(z) & =\tilde{\boldsymbol{V}}_{\mathbf{1}}(z) \boldsymbol{H}_{K-1}(z) \\
& =\left[\boldsymbol{I}-\boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dagger}+\frac{-z_{1}+z}{1-z_{1}^{*} z} \boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dagger}\right] \boldsymbol{H}_{K-1}(z) \tag{77}
\end{align*}
$$

Observe that since both $\boldsymbol{H}_{K-1}(z)$ and $\boldsymbol{V}_{1}(z)$ are paraunitary, $\boldsymbol{H}_{K-2}(z)$ is guaranteed to be paraunitary by construction.
We will address the stability issue next. $\boldsymbol{H}_{K-2}(z)$, given by (77) seems to have a pole at $1 / z_{1}^{*}$. Since $\left|1 / z_{1}^{*}\right|>$ 1, such a pole would cause $\boldsymbol{H}_{K-2}(z)$ to be unstable. We claim that this apparent pole is automatically cancelled by the above choice of $\boldsymbol{v}_{1}$. To see this, observe that since $\boldsymbol{H}_{K-1}(z)$ is analytic outside the unit circle, it can be expanded into a Taylor series around $z=1 / z_{1}^{*}$, i.e., it can be written as

$$
\begin{align*}
\boldsymbol{H}_{K-1}(z)= & \boldsymbol{P}+\left(z-\frac{1}{z_{1}^{*}}\right) \boldsymbol{Q} \\
& +\frac{1}{2}\left(z-\frac{1}{z_{1}^{*}}\right)^{2} \boldsymbol{R}+\cdots \tag{78}
\end{align*}
$$

where

$$
\boldsymbol{P}=\boldsymbol{H}_{K-1}\left(\frac{1}{z_{1}^{*}}\right), \quad \boldsymbol{Q}=\left.\left(\frac{\partial}{\partial z}\right) \boldsymbol{H}_{K-1}(z)\right|_{\Sigma=1 / z_{1}^{*}}
$$

and

$$
\boldsymbol{R}=\left.\left(\frac{\partial^{2}}{\partial z^{2}}\right) \boldsymbol{H}_{K-1}(z)\right|_{i=1 /: 1_{1}^{*}}
$$

If we substitute (78) in (77), we obtain

$$
\begin{align*}
\boldsymbol{H}_{K-2}(z)= & {\left[\boldsymbol{I}-\left(1-\frac{-z_{1}+z}{1-z_{1}^{*} z}\right) \boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dot{+}}\right] } \\
& \cdot\left[\boldsymbol{P}+\left(z-\frac{1}{z_{1}^{*}}\right)\right. \\
& \left.\cdot \boldsymbol{Q}+\frac{1}{2}\left(z-\frac{1}{z_{1}^{*}}\right)^{2} \boldsymbol{R}+\cdots\right] \tag{79}
\end{align*}
$$

or, after some arrangement

$$
\begin{align*}
\boldsymbol{H}_{K-2}(z)= & \boldsymbol{H}_{K-1}(z)+\alpha\left(z, z_{1}\right) \\
& \cdot \boldsymbol{v}_{1}\left[\boldsymbol{v}_{1}^{\dagger} \boldsymbol{P}+\left(z-\frac{1}{z_{1}^{*}}\right) \boldsymbol{v}_{1}^{\dagger} \boldsymbol{Q}\right. \\
& \left.+\frac{1}{2}\left(z-\frac{1}{z_{1}^{*}}\right)^{2} \boldsymbol{v}_{1}^{\dagger} \boldsymbol{R}+\cdots\right] \tag{80}
\end{align*}
$$

where $\alpha\left(z, z_{1}\right)=\left(1 / z_{1}^{*}\right)\left(\left(1+z_{1}\right)-z\left(1+z_{1}^{*}\right)\right) /$ ( $\left.z-\left(1 / z_{1}^{*}\right)\right)$. It is clear from (80) that the only problem causing term is $\alpha\left(z, z_{1}\right) \boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dagger} \boldsymbol{P}$. Recall, however that $\boldsymbol{P}$ $=\boldsymbol{H}_{K-1}\left(1 / z_{1}^{*}\right)$ and that $\boldsymbol{v}_{1}$ was chosen to satisfy (76). With these, (80) simplifies to

$$
\begin{align*}
\boldsymbol{H}_{K-2}(z)= & \boldsymbol{H}_{K-1}(z)+\alpha\left(z, z_{1}\right)\left(z-\frac{1}{z_{1}^{*}}\right) \\
& \cdot\left[\boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dagger} \boldsymbol{Q}+\frac{1}{2}\left(z-\frac{1}{z_{1}^{*}}\right) \boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dagger} \boldsymbol{R}+\cdots\right] \tag{81}
\end{align*}
$$

which is analytic at $z=1 / z_{1}^{*}$.
Having thus established stability of $\boldsymbol{H}_{K-2}(z)$, we next address the issue of degree reduction. If we take the determinant of both sides of (73), we obtain

$$
\begin{equation*}
\operatorname{det} \boldsymbol{H}_{K-1}(z)=\frac{-z_{1}^{*}+z^{-1}}{1-z_{1} z^{-1}} \operatorname{det} \boldsymbol{H}_{K-2}(z) \tag{82}
\end{equation*}
$$

Since there are no cancellations on the right-hand side of (82), we can write

$$
\begin{equation*}
\operatorname{deg} \operatorname{det} \boldsymbol{H}_{K-1}(z)=1+\operatorname{deg} \operatorname{det} \boldsymbol{H}_{K-2}(z) \tag{83}
\end{equation*}
$$

$\boldsymbol{H}_{K-1}(z)$ and $\boldsymbol{H}_{K-2}(z)$ are both lossless, therefore invoking Property 3 of Section II-B, we can rewrite (83) as

$$
\begin{equation*}
\operatorname{deg} \boldsymbol{H}_{K-1}(z)=1+\operatorname{deg} \boldsymbol{H}_{K-2}(z) \tag{84}
\end{equation*}
$$

It follows then that, since $\boldsymbol{H}_{K-1}(z)$ has degree $K-1$, $\boldsymbol{H}_{K-2}(z)$ must have degree $K-2$ as claimed.

Summarizing, given any $M \times M$ IIR lossless matrix $\boldsymbol{H}_{K-1}(z)$ of degree $K-1$ with poles $z_{i}, 1 \leq i \leq K-1$, we can factorize $\boldsymbol{H}_{K-1}(z)$ as in (73), where $\boldsymbol{H}_{K-2}(z)$ is another $M \times M$ IIR lossless matrix of degree $K-2$, by choosing a unit-norm vector $\boldsymbol{v}_{1}$ that satisfies (76). Repeated application of this result gives us a way of expressing a general lossless matrix of degree $K-1$ as a product of degree-one lossless matrices, i.e., enables us to write

$$
\begin{equation*}
\boldsymbol{H}_{K-1}(z)=\boldsymbol{V}_{1}(z) \boldsymbol{V}_{2}(z) \cdots \boldsymbol{V}_{K-1}(z) \boldsymbol{H}_{0} \tag{85}
\end{equation*}
$$

where $\boldsymbol{H}_{0}$ is a unitary matrix and $V_{i}(z)$ are given by (72b). In (72b), $\boldsymbol{v}_{i}$ are unit-norm vectors chosen such that $\boldsymbol{v}_{i}^{\dagger} \boldsymbol{H}_{K-1-i}\left(1 / z_{i}^{*}\right)=0$. The corresponding structural implementation is shown in Fig. 6.

## C. A Second Synthesis Procedure for Power Complementary IIR Vectors

Clearly a product of matrices of the form (72a) postmultiplied by a constant unit-norm vector represents a PC IIR vector. To demonstrate that this is a general form for such vectors, we need to show that any (stable) PC IIR vector can be synthesized as such a cascade. The synthesis procedure described in Section IV-B can easily be modified for PC IIR vectors. Consider an $M \times 1$ PC IIR vector $\boldsymbol{H}_{K-1}(z)$ of degree $K-1$ given by ( 50 ). Assume as before the polynomials $P_{K-1}^{(j)}(z), 0 \leq j \leq M-1$ and $d_{K-1}(z)$ do not have any common factors.


Fig. 6. (a) The structural implementation of Section IV-B. (b) Internal details of $V_{i}(z)$.

Now suppose that we want to synthesize $\boldsymbol{H}_{K-1}(z)$ as a cascade of matrices of the form (72b) terminated by a unitnorm constant vector. An an initial step, we want to write

$$
\begin{equation*}
\boldsymbol{H}_{K-1}(z)=\boldsymbol{V}_{1}(z) \boldsymbol{H}_{K-2}(z) \tag{86a}
\end{equation*}
$$

where $\boldsymbol{H}_{K-2}(z)$ has the form

$$
\begin{align*}
\boldsymbol{H}_{K-2}(z)= & \left(P_{K-2}^{(0)}(z) \quad P_{K-2}^{(1)}(z) \cdots\right. \\
& \left.P_{K-2}^{(M-1)}(z)\right)^{T} / d_{K-2}(z) \\
P_{K-2}^{(i)}(z)= & \sum_{i=0}^{K-2} p_{K-2 . i}^{(j)} z^{-i}, \quad 0 \leq j \leq M-1 \\
d_{K-2}(z)= & \frac{d_{K-1}(z)}{1-z_{1} z^{-1}} \tag{86b}
\end{align*}
$$

and $V_{1}(z)$ is as in (72b). For this, we define the FIR vector $N_{K-1}(z) \triangleq d_{K-1}(z) \boldsymbol{H}_{K-1}(z)$, and propose to let $a_{1}$ $=z_{1}$ and to choose $\boldsymbol{v}_{1}$ such that

$$
\begin{equation*}
\boldsymbol{v}_{1}^{\dagger} \boldsymbol{N}_{K-1}\left(\frac{1}{z_{1}^{*}}\right)=0 \tag{87}
\end{equation*}
$$

Recall that we made a similar choice for $\boldsymbol{v}_{1}$ in the lossless matrix case. In this case, however, we can be more specific and give a closed-form expression for $\boldsymbol{v}_{1}$. Furthermore, it can be shown that this choise is unique. We see from (86a) that, $\boldsymbol{H}_{K-2}(z)$ can be written as

$$
\begin{align*}
\boldsymbol{H}_{K-2}(z)= & \tilde{\boldsymbol{V}}_{1}(z) \boldsymbol{H}_{K-1}(z)  \tag{88a}\\
= & {\left[\boldsymbol{I}-\boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dagger}\right] \boldsymbol{H}_{K-1}(z) } \\
& +\frac{-z_{1}+z}{1-z_{1}^{*} z} \boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dagger} \boldsymbol{H}_{K-1}(z) . \tag{88b}
\end{align*}
$$

Let us consider the second term on the right-hand side of (88b) first. It follows from (87) that $\boldsymbol{v}_{1}^{\dagger} \boldsymbol{N}_{K-1}(z)=(1-$ $\left.z_{1}^{*} z\right) \lambda(z)$ where the order of $\lambda(z)$ is strictly less than that of the higher order polynomial in $N_{K-1}(z)$. With this, the second term of (88b) can be written as

$$
\begin{equation*}
\frac{-z_{1}+z}{1-z_{1}^{*} z} \boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dagger} \boldsymbol{H}_{K-1}(z)=\frac{\lambda(z) \boldsymbol{v}_{1}}{d_{K-2}(z)} \tag{89}
\end{equation*}
$$

which is analytic at $z=1 / z_{1}^{*}$. Note that in (89), the order of the denominator polynomial and the maximum order of the numerator polynomials are both reduced.
Let us now consider the first term of (88b). In order to cancel the pole at $z_{1}$, we must have

$$
\begin{equation*}
\left[\boldsymbol{I}-\boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dagger}\right] \boldsymbol{N}_{K-1}\left(z_{1}\right)=\mathbf{0} . \tag{90}
\end{equation*}
$$

Note that $\left[\boldsymbol{I}-\boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dagger}\right]$ has rank $M-1$. Therefore there is a unique vector $\boldsymbol{u}$ (except for a scale factor) such that [ $\boldsymbol{I}$ $\left.-\boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dagger}\right] \boldsymbol{u}=\mathbf{0}$. By inspection, $\boldsymbol{u}=\boldsymbol{v}_{1}$ works. In view of this, (90) implies that the unique choice for $\boldsymbol{v}_{1}$ is

$$
\begin{equation*}
\boldsymbol{v}_{1} \triangleq \frac{\boldsymbol{N}_{K-1}\left(z_{1}\right)}{\left|\boldsymbol{N}_{K-1}\left(z_{1}\right)\right|} . \tag{91}
\end{equation*}
$$

Note that (91) agrees with (87) since

$$
\begin{equation*}
\boldsymbol{N}_{K-1}^{\dagger}\left(z_{1}\right) \boldsymbol{N}_{K-1}\left(\frac{1}{z_{1}^{*}}\right)=0 \tag{92}
\end{equation*}
$$

due to the paraunitary property of $\boldsymbol{H}_{K-1}(z)$. With this choice of $\boldsymbol{v}_{1}$, the first term on the right-hand side of (88b) becomes

$$
\begin{align*}
{\left[\boldsymbol{I}-\boldsymbol{v}_{1} \boldsymbol{v}_{1}^{\dagger}\right] \frac{\boldsymbol{N}_{K-1}(z)}{d_{K-1}(z)} } & =\frac{\left(1-z_{1} z^{-1}\right) \boldsymbol{a}(z)}{d_{K-1}(z)} \\
& =\frac{\boldsymbol{a}(z)}{d_{K-2}(z)} \tag{93}
\end{align*}
$$

where again the order of the denominator polynomial and the maximum order of the numerator polynomials are both reduced.

Putting these results together, we conclude that $\boldsymbol{H}_{K-1}(z)=\boldsymbol{N}_{K-1}(z) / d_{K-1}(z)$ can indeed be factorized as in (86) into a lossless matrix $V_{1}(z)$ and a reduced degree PC IIR vector $\boldsymbol{H}_{K-2}(z)$ by appropriately choosing $\boldsymbol{v}_{1}$. The vector $\boldsymbol{H}_{K-2}(z)$ can in turn be expressed as $\boldsymbol{H}_{K-2}(z)=\boldsymbol{N}_{K-2}(z) / d_{K-2}(z)$. Repeatedly applying the described step, we can synthesize $\boldsymbol{H}_{K-1}(z)$ as the cascade

$$
\begin{equation*}
\boldsymbol{H}_{K-1}(z)=\boldsymbol{V}_{1}(z) \boldsymbol{V}_{2}(z) \cdots \boldsymbol{V}_{K-1}(z) \boldsymbol{H}_{0} \tag{94a}
\end{equation*}
$$

where $\boldsymbol{H}_{0}$ is a unit-norm vector, $\boldsymbol{V}_{i}(z)$ are as described by (72b) with

$$
\begin{equation*}
\boldsymbol{v}_{i}=\frac{\boldsymbol{N}_{K-1-i}\left(z_{i}\right)}{\left|\boldsymbol{N}_{K-1-i}\left(z_{i}\right)\right|}, \quad 1 \leq i \leq K-1 \tag{94b}
\end{equation*}
$$

and $z_{i}$ is the $i$ th pole of $\boldsymbol{H}_{K-1}(z)$.
D. A Synthesis Procedure for $M \times$ M IIR LBR Matrices

If the matrix $\boldsymbol{H}_{K-1}(z)$ is LBR, then the poles are either real, or occur in complex conjugate pairs, which can be characterized by two real numbers. This suggests the possiblity of obtaining a synthesis procedure (hence, a representation) for IIR LBR matrices in terms of degree-one and degree-two lossless matrices with real coefficients corresponding to real and complex conjugate pole pairs, respectively. Such a synthesis procedure will be outlined in this section for IIR LBR matrices. The procedure can
be straightforwardly extended to the synthesis of IIR LBR vectors.

Let us first consider the real pole case. Let $\boldsymbol{H}_{K-1}(z)$ be an IIR LBR matrix with a real pole $\alpha$. It follows from Section IV-B that $v$ must be chosen such that $\boldsymbol{v}^{\dagger} \boldsymbol{H}_{K-1}(1 / \alpha)=\mathbf{0}$. Since $\boldsymbol{H}_{K-1}(1 / \alpha)$ is a real matrix, $v$ turns out to be real and therefore the extracted degreeone factor

$$
\begin{equation*}
\boldsymbol{G}(z)=\boldsymbol{I}-\boldsymbol{v} \boldsymbol{v}^{T}+\frac{-\alpha+z^{-1}}{1-\alpha z^{-1}} \boldsymbol{v} \boldsymbol{v}^{T} \tag{95}
\end{equation*}
$$

is also real for real $z$.
Let us now consider the complex conjugate poles case. For this case, for our later convenience, we will adopt a slightly more general building block which is

$$
\begin{equation*}
\boldsymbol{G}_{i}(z)=\boldsymbol{I}-\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\dagger}-\frac{1+a_{i}}{1+a_{i}^{*}} \frac{-a_{i}^{*}+z^{-1}}{1-a_{i} z^{-1}} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\dagger} \tag{96}
\end{equation*}
$$

The added factor $-\left(1+a_{i}\right) /\left(1+a_{i}^{*}\right)$ will be used to make the overall degree-two matrix real for real $z$. Note that (96) fits the most general form described by (71) with $e^{i \omega_{0}}=-\left(1+a_{i}\right) /\left(1+a_{i}^{*}\right)$. It can easily be verified that this does not change the choice of $\boldsymbol{v}_{i}$ and $a_{i}$ used in the synthesis procedure described in Section IV-B.

Consider an IIR LBR matrix $\boldsymbol{H}_{K-1}(z)$ with the complex conjugate pole pair $\left(z_{i}, z_{i}^{*}\right)$. (The following development is analogous to the one repoted in [15, ch. 11] for the case of continuous-time real-coefficient systems.) As before, let $a_{i}=z_{i}$ and choose the corresponding unit-norm vector $\boldsymbol{v}_{i}$ such that

$$
\begin{equation*}
\boldsymbol{v}_{i}^{\dagger} \boldsymbol{H}_{K-1}\left(\frac{1}{z_{i}^{*}}\right)=\mathbf{0} . \tag{97}
\end{equation*}
$$

The first degree-one matrix, then, is
$\boldsymbol{G}_{\mathbf{1}}(z)=\boldsymbol{I}-\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\dagger}+\frac{1+z_{i}}{1+z_{i}^{*}}+\frac{-z_{i}^{*}+z^{-1}}{1-z_{i} z^{-1}} \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\dagger}$
and the reduced degree matrix that results is given by

$$
\begin{equation*}
\boldsymbol{H}_{K-2}(z)=\tilde{\boldsymbol{G}}_{1}(z) \boldsymbol{H}_{K-1}(z) \tag{99}
\end{equation*}
$$

Now, to extract the pole at $z=z_{i}^{*}$, we have to choose another unit-norm vector $u_{i}$ such that

$$
\begin{equation*}
\boldsymbol{u}_{i}^{\dagger} \boldsymbol{H}_{K-2}\left(\frac{1}{z_{i}}\right)=\mathbf{0} . \tag{100}
\end{equation*}
$$

Using (97), (99), (100) in conjunction with the LBR nature of $\boldsymbol{H}_{K-1}(z)$, it can be shown that the choice

$$
\begin{equation*}
\boldsymbol{u}_{i}=\frac{\boldsymbol{G}_{1}^{\dagger}\left(\frac{1}{z_{i}}\right) \boldsymbol{v}_{i}^{*}}{\left|\boldsymbol{G}_{1}^{+}\left(\frac{1}{z_{i}}\right) \boldsymbol{v}_{i}^{*}\right|} \tag{101}
\end{equation*}
$$

works. Note that $\boldsymbol{u}_{i} \neq \mathbf{0}$ since that would imply that $\boldsymbol{v}_{i}=$ 0. Let us now consider $\boldsymbol{G}_{1}^{\dagger}\left(1 / z_{i}\right) \boldsymbol{v}_{i}^{*}$. Substituting for
$\boldsymbol{G}_{1}^{\dagger}\left(1 / z_{i}\right)$, using the unit-norm nature of $\boldsymbol{v}_{i}$ and simplifying, we find that $\boldsymbol{u}_{i}$ can be written as

$$
\begin{equation*}
\boldsymbol{u}_{i}=\frac{\boldsymbol{v}_{i}^{*}-\eta^{*} \boldsymbol{v}_{i}}{\sqrt{1-|\eta|^{2}}} \tag{102a}
\end{equation*}
$$

where $\eta$ is given by

$$
\begin{equation*}
\frac{1-\left|z_{i}\right|^{2}}{\left(1-\left|z_{i}\right|^{2}\right)-i 2 \operatorname{Im}\left[z_{i}\right]} \boldsymbol{v}_{i}^{T} \boldsymbol{v}_{i} \tag{102b}
\end{equation*}
$$

The degree-one matrix associated with $z_{i}^{*}$ is now fully specified as

$$
\begin{equation*}
\boldsymbol{G}_{2}(z)=\boldsymbol{I}-\boldsymbol{u}_{i} \boldsymbol{u}_{i}^{\dagger}-\frac{1+z_{i}^{*}}{1+z_{i}} \frac{-z_{i}+z^{-1}}{1-z_{i}^{*} z^{-1}} \boldsymbol{u}_{i} \boldsymbol{u}_{i}^{*} \tag{103}
\end{equation*}
$$

We now consider the product $G_{1}(z) \mathrm{G}_{2}(z)$. After equating denominators, multiplying out and suitably combining terms, we obtain

$$
\begin{align*}
\boldsymbol{G}_{c}(z)= & \boldsymbol{G}_{2}(z) \boldsymbol{G}_{1}(z) \\
= & \boldsymbol{I}+\frac{2\left(1-z_{i}\right)\left(1-z_{i}^{*}\right)}{\left(1-\left|z_{i}\right|^{2}\right)\left[1-\left|\boldsymbol{v}^{T} \boldsymbol{v}\right|^{2}+\frac{4 \operatorname{Im}\left[z_{i}\right]^{2}}{\left(1-\left|z_{i}\right|^{2}\right)^{2}}\right]} \\
& \cdot \frac{\operatorname{Re}\left[\boldsymbol{b}_{i}\right]+z^{-1} \operatorname{Re}\left[-z_{i}^{*} \boldsymbol{b}_{i}\right]}{1-z^{-1} 2 \operatorname{Re}\left[z_{i}\right]+z^{-2}\left|z_{i}\right|^{2}} \tag{104a}
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{b}_{i}=\left(1+z_{i}\right) \boldsymbol{v}_{i}^{*} \boldsymbol{u}_{i}^{\dagger} \tag{104b}
\end{equation*}
$$

The term in brackets in the denominator of (104a) cannot be zero since it can easily be shown that it would lead to $\left\|\boldsymbol{u}_{i}\right\|^{2}=1-|\eta|^{2}=0$ which is a contradiction. Hence (104) is well defined, and all the coefficients are real as claimed. Details in the derivation of (104) are omitted, as they can easily be carried out.

## E. The Link to Another General Representation

In [9], some parametrizations of FIR LBR matrices in terms of planar rotations were derived. These parametrizations were shown to lead to general lattice structures for FIR LBR matrices. The approach used in [9] to parametrize FIR LBR matrices can be generalized for IIR lossless matrices. If the details are carried out, it can be shown that an $M \times M$ IIR lossless matrix $\boldsymbol{H}_{K-1}(z)$ of degree $K-1$ can be implemented by the structure shown in Fig. 7. Each crisscross in Fig. 7(b) has the internal details shown in Fig. 4(c). The characteristics of lossless matrices by these structures is in terms of planar rotations which involve angles, as opposed to the characterization of the structure of Section IV-B which is basically in terms of unit-norm vectors. The presence of angles makes it necessary to compute several cosines and sines especially in applications which require optimization of parameters.

(c)

Fig. 7. (a) Another general lossless IIR structure. (b) Internal details of T1. (c) Internal details of T2.

On most general-purpose computers, the computation of a cosine (sine) is about 20 times slower than a multiplication operation. This makes the structure of Section IV-B more desirable in applications that involve optimization of the parameters. Still, it is of interest to know how the general structure of Fig. 7 is related to the one described in Section IV-B. This will be considered next.
Let us consider the building block $V_{i}(z)$ described by (72b). Given $\boldsymbol{v}_{i}$, we can use Gram-Schmidt orthogonalization procedure [17] to generate the set of vectors $\boldsymbol{v}_{i}, \boldsymbol{u}_{1}$, $u_{2}, \cdots, u_{M-1}$ satisfying

$$
\begin{align*}
& \boldsymbol{u}_{k}^{\dagger} \boldsymbol{u}_{j}= \begin{cases}1 & k=j \\
0 & \text { otherwise }\end{cases} \\
& \boldsymbol{v}_{i}^{\dagger} \boldsymbol{u}_{j}=0, \quad 1 \leq k, j \leq M-1 . \tag{105}
\end{align*}
$$

Note that

$$
\begin{equation*}
\boldsymbol{V}_{i}(z) \boldsymbol{v}_{i}=\frac{-a_{i}^{*}+z^{-1}}{1-a_{i} z^{-1}} \boldsymbol{v}_{i} \tag{106a}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{V}_{i}(z) \boldsymbol{u}_{j}=\boldsymbol{u}_{j} \quad 1 \leq j \leq M-1 . \tag{106b}
\end{equation*}
$$

Hence $\boldsymbol{V}_{i}(z)$ can be expressed as

$$
\begin{equation*}
\boldsymbol{V}_{i}(z)=\boldsymbol{U}_{i} \boldsymbol{\Lambda}_{i}(z) \boldsymbol{U}_{i}^{\dagger} \tag{107a}
\end{equation*}
$$

where $\boldsymbol{U}_{i}=\left(\boldsymbol{v}_{i} \boldsymbol{v}_{1} \cdots \boldsymbol{u}_{M-1}\right)$ is a unitary matrix and $\boldsymbol{\Lambda}_{i}(z)$ is given by

$$
\boldsymbol{\Lambda}_{i}(z)=\left(\begin{array}{ll}
\frac{-a_{i}^{*}+z^{-1}}{1-a_{i} z^{-1}} & \mathbf{0}  \tag{107b}\\
\mathbf{0} & \boldsymbol{I}_{M-1}
\end{array}\right)
$$

If we substitute (107a) in (85) for $1 \leq i \leq K-1$ and simplify, we obtain

$$
\begin{equation*}
\boldsymbol{H}_{K-1}(z)=\boldsymbol{L}_{1} \boldsymbol{\Lambda}_{1}(z) \boldsymbol{L}_{2} \cdots \boldsymbol{L}_{K-1} \boldsymbol{\Lambda}_{K-1}(z) \boldsymbol{L}_{K} \tag{108}
\end{equation*}
$$

where $\boldsymbol{L}_{i}$ are unitary matrices. It is possible to represent an $M \times M$ general unitary matrix in terms of $\binom{M}{2}$ complex planar rotations and $M$ complex multipliers [18] as shown in Fig. 7(c) (each crisscross in Fig. 7(c) represents a complex planar rotation). Hence, (108) can be depicted as in Fig. 7(a) with each stage having the internal details of Fig. 7(c). Note that the $M$ complex multipliers of $L_{1}$ can be moved to the right of $\boldsymbol{A}_{1}(z)$ without altering the inputoutput relationship. Also, since the all-pass block $\boldsymbol{A}_{1}(z)$ affects only the topmost line, the $\left({ }_{2}{ }_{2}^{1}\right)$ complex crisscrosses of $L_{1}$ that do not touch this line can be moved to the right and coalesced with $L_{2}$ to form a new unitary matrix. Having done so, we are left with $M-1$ complex planar rotations (crosscrosses) in the first stage. The newly formed unitary matrix of the second stage can be redecomposed as shown in Fig. 7(c). We can then once again move the $M$ multipliers and $\binom{M-1}{2}$ crisscrosses to the right and merge them with $L_{3}$. If this process is repeated, then the first $\boldsymbol{K}-1$ stages have $M-1$ complex planar rotations and the last stage remains a general unitary matrix with ( $\left.\begin{array}{c}M \\ 2\end{array}\right)$ complex planar rotations and $M$ complex multipliers. With these, the representation for $M \times M$ IIR lossless matrices described in Section IV-B becomes equivalent to the one depicted in Fig. 7.

## V. Some Properties of the Representation of Section IV

The representation introduced in Section IV-A for IIR lossless matrices has some interesting properties. One of these is that the resulting structural implementations are minimal, i.e., they use the least number of scalar delays possible to implement a given IIR lossless matrix. A second one which is less obvious is that these structures are orthogonal implementations, i.e., the state-space descriptions $(\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C}, \boldsymbol{D})$ of the structures are such that the matrix $R=\binom{A B}{C D}$ is unitary. The structures proposed in Section IV therefore have all the advantages of orthogonal implementations, elaborated in [21] and [22]. Finally, the representation of Section IV-A is also minimal in the number of parameters used. In this section, we will look at these properties closely.

## A. Orthogonality of the Implementation

We will show that the matrix $\boldsymbol{R}=\left(\begin{array}{c}A B \\ C \\ D\end{array}\right)$ corresponding to the state-space description $(\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{C}, \boldsymbol{D})$ of the struc-
ture described in Section IV-B is unitary, using an energy balance argument.

Let us first consider the building block $V_{i}(z)$ shown in Fig. 8(b), where the state variable is denoted by $x_{i}(n)$. If we denote the input and output matrices corresponding to this block by $\boldsymbol{u}_{i}(n)$ and $\boldsymbol{y}_{i}(n)$, respectively, and the statespace matrix by $\boldsymbol{R}_{i}$, we can write

$$
\begin{equation*}
\left(x_{i}(n+1) \boldsymbol{y}_{i}(n)\right)^{T}=\boldsymbol{R}_{i}\left(x_{i}(n) \boldsymbol{u}_{i}(n)\right)^{T} \tag{109}
\end{equation*}
$$

The state-space equations for this block are

$$
\begin{align*}
x_{i}(n+1)= & a_{i} x_{i}(n)+\sqrt{1-\left|a_{i}\right|^{2}} \boldsymbol{v}_{i}^{\dagger} \boldsymbol{u}_{i}(n) \\
\boldsymbol{y}_{i}(n)= & \sqrt{1-\left|a_{i}\right|^{2}} \boldsymbol{v}_{i} x_{i}(n) \\
& +\left[\boldsymbol{I}-\left(1+a_{i}^{*}\right) \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\dagger}\right] \boldsymbol{u}_{i}(n) \tag{110}
\end{align*}
$$

Therefore, $\boldsymbol{R}_{i}$ is given by

$$
\boldsymbol{R}_{i}=\left(\begin{array}{lc}
a_{i} & \sqrt{1-\left|a_{i}\right|^{2}} \boldsymbol{v}_{i}^{\dagger}  \tag{111}\\
\sqrt{1-\left|a_{i}\right|^{2}} \boldsymbol{v}_{i} & {\left[\boldsymbol{I}-\left(1+a_{i}^{*}\right) \boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\dagger}\right]}
\end{array}\right)
$$

and can easily be verified to be unitary using the fact that $\boldsymbol{v}_{i}$ is unit norm. It follows from the unitariness of $\boldsymbol{R}_{i}$ and (109) that

$$
\begin{equation*}
\left|x_{i}(n+1)\right|^{2}+\left\|y_{i}(n)\right\|^{2}=\left|x_{i}(n)\right|^{2}+\left\|u_{i}(n)\right\|^{2} \tag{112}
\end{equation*}
$$

for $V_{i}(z)$.
Let us now consider the structure of Fig. 8(a), with internal details as in Fig. 8(b). Using (112), we can write

$$
\begin{align*}
\left|x_{1}(n+1)\right|^{2}+\left\|\boldsymbol{y}_{1}(n)\right\|^{2}= & \left|x_{1}(n)\right|^{2} \\
& +\left\|\boldsymbol{H}_{0} \boldsymbol{u}(n)\right\|^{2} \\
\left|x_{2}(n+1)\right|^{2}+\left\|\boldsymbol{y}_{2}(n)\right\|^{2}= & \left|x_{2}(n)\right|^{2} \\
& +\left\|\boldsymbol{y}_{1}(n)\right\|^{2} \\
\vdots & \\
\left|x_{K-1}(n+1)\right|^{2}+\left\|\boldsymbol{y}_{K-1}(n)\right\|^{2}= & \left|x_{K-1}(n)\right|^{2}  \tag{113}\\
& +\left\|\boldsymbol{y}_{K-2}(n)\right\|^{2}
\end{align*}
$$

If we add both sides of the equalities in (113) and make the necessary cancellations, we obtain

$$
\begin{align*}
\sum_{i=1}^{K-1} & \left|x_{i}(n+1)\right|^{2}+\left\|\boldsymbol{y}_{i}(n)\right\|^{2} \\
& =\sum_{i=1}^{K-1}\left|x_{i}(n)\right|^{2}+\|\boldsymbol{u}(n)\|^{2} \tag{114}
\end{align*}
$$

where we have made use of the facts that $\left\|y_{K-1}(n)\right\|^{2}=$ $\|\boldsymbol{y}(n)\|^{2}$, and $\left\|\boldsymbol{H}_{0} \boldsymbol{u}(n)\right\|^{2}=\|\boldsymbol{u}(n)\|^{2}$. Therefore, if we


Fig. 8. (a) The IIR lossless structure. (b) Internal details of $\boldsymbol{V}_{i}(z)$.
let $\boldsymbol{a}=(x(n) \boldsymbol{u}(n))^{T}$, we can rewrite (114) as

$$
\begin{equation*}
a^{\dagger} \boldsymbol{R}^{\dagger} R a=a^{\dagger} a \quad \forall a . \tag{115}
\end{equation*}
$$

It can easily be shown that (115) implies that $\boldsymbol{R}=\boldsymbol{I}$, thus proving that the general IIR lossless structure of Section IV-B (also shown in Fig. 8) is an orthogonal implementation.

Note that the same proof holds for the case when $\boldsymbol{H}_{0}$ is a unit-norm vector instead of a unitary matrix. Hence the structure of Section IV-C for IIR lossless vectors is also orthogonal. A similar energy balance argument can be used to show that the structures of Section III are also orthogonal implementations.

## B. Minimality of the Number of Parameters

In this section, we will calculate the number of degrees of freedom involved in the representation of Section IV, and show this number to be minimum.

Let us first consider the number of degrees of freedom that a matrix has of the form (72b). The unit-norm vector $\boldsymbol{v}_{i}$ has $2 M-1$ degrees of freedom. Suppose that we factor out a common phase term from $\boldsymbol{v}_{i}$ such that one of its entries becomes real. Clearly, this phase term will not appear in the product $\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\dagger}$, hence it cannot be counted as a freedom. Therefore, $\boldsymbol{v}_{i} \boldsymbol{v}_{i}^{\dagger}$ has $2(M-1)$ degrees of freedom. Also, the complex pole $a_{i}$ (which is subject only to the inequality constraint $\left|a_{i}\right|<1$ ), contributes 2 degrees of freedom. Thus ( 72 b ) has a total of $2 M$ degrees of freedom. On the other hand, the $M \times M$ unitary matrix $\boldsymbol{R}$ can be shown [20] to have $\boldsymbol{M}^{2}$ degrees of freedom. Combining these, we conclude that any $M \times M$ lossless matrix $\boldsymbol{H}(z)$ of degree $K-1$ can be represented as in (72b) by

$$
\begin{equation*}
N_{m}=2 M(K-1)+M^{2} \tag{116}
\end{equation*}
$$

## parameters.

Let $N_{s}$ denote the smallest possible number of parameters required to represent such a matrix. Clearly, $N_{s} \leq$ $N_{m}$. To show the equality, all we need to do is to construct an example of an $M \times M$ IIR lossless matrix of degree $K$ -1 which does have $N_{p}$ degrees of freedom. The construction we will give is an IIR and complex generalization of the one in Section IV of [9].

Recall from Section III-C that an $M \times 1$ PC IIR vector $\boldsymbol{h}_{0}(z)$ of degree $K-1$ has $2 M K-1$ degrees of freedom. Such a vector can be implemented by the lattice structure of Section III-B. Therefore we can write

$$
\begin{equation*}
\boldsymbol{h}_{0}(z)=\boldsymbol{S}(z) \boldsymbol{v}_{0} \tag{117}
\end{equation*}
$$

where $\boldsymbol{S}(z)=\boldsymbol{W}_{1}(z) \boldsymbol{W}_{2}(z) \cdots \boldsymbol{W}_{K-1}(z)$ is an $M \times M$ IIR lossless matrix and $\boldsymbol{v}_{0}$ is a unit-norm vector. Now consider an $M \times M$ unitary matrix $V$ given by

$$
\boldsymbol{V}=\left(\begin{array}{lll}
\boldsymbol{v}_{0} & \boldsymbol{v}_{1} & \cdots  \tag{118}\\
\boldsymbol{v}_{M-1}
\end{array}\right)
$$

If we define

$$
\begin{equation*}
\boldsymbol{H}(z) \triangleq \boldsymbol{S}(z) \boldsymbol{V} \tag{119}
\end{equation*}
$$

then clearly $\boldsymbol{H}(z)$ has $\boldsymbol{h}_{0}(z)$ as its first column. Also $\boldsymbol{H}(z)$ is lossless by construction and has degree $K-1$ by Property 3 of Section II-B. Let us now count the degrees of freedom that we could exercise in the construction of such a matrix. Since an arbitrary $M \times M$ unitary matrix has $M^{2}$ degrees of freedom and $\boldsymbol{V}$ has its first column $\boldsymbol{v}_{0}$ already fixed, it has $M^{2}-(2 M-1)$ degrees of freedom left. The total number of degrees of freedom that we could exercise in the construction of $\boldsymbol{H}(z)$ is therefore the sum of the number of degrees of freedom of $\boldsymbol{h}_{0}(z)$ and $\boldsymbol{v}_{1}, \boldsymbol{v}_{2}$, $\cdots, \boldsymbol{v}_{M-1}$. This number is $(2 M K-1)+\left(M^{2}-2 M\right.$ +1 ) which can easily be simplified to $N_{m}$ in (116). This concludes the proof.

Since we have established the existence of an $M \times M$ IIR lossless matrix of degree $K-1$ with $N_{m}$ degrees of freedom, we can write $N_{s}=N_{m}$, which shows the minimality of the structure of Section IV-B in terms of the number of parameters used.

Note also that the structure of Section IV-C for IIR lossless vectors uses $2 M(K-1)+2 M-1$ parameters to implement a general PC IIR vector of degree $K-1$. This number simplifies to $2 \mathrm{MK}-1$ which is the number of degrees of freedom such a vector has. Therefore, the structure of Section IV-C is also minimal.

## VI. Concluding Remarks

The main purpose of this paper has been to obtain general structural representations for IIR PC vectors and lossless square matrices. The generality of these matrices can make them desirable in applications that involve optimization of some parameters. Since the structures cover every PC vector or lossless square matrix, they enable the search for an optimum to be automatically conducted over the set of all such vectors or matrices. It should be stressed, however, that there are computationally more efficient implementation methods (as far as the number of operations are concerned) if the generality of the implementation is not the main concern. Examples of such less general and more efficient implementations can be found in [11] and [12].

## Appendix

While investigating the Smith-McMillan form of a lossless matrix $\boldsymbol{H}(z)$ in Section II-C, we saw that the ma-
trices $\boldsymbol{\Lambda}_{1}(z)$ and $\boldsymbol{\Lambda}_{2 .}^{-1}(z)$ must coincide except for a possible relabeling of entries. We will now show exactly how this relabeling takes place. From (32), we can write

$$
\begin{equation*}
\epsilon_{0}(z)=a_{l / z} z^{b_{1}} \hat{\phi}_{l 0}(z) \tag{A1}
\end{equation*}
$$

By (16d)

$$
\begin{equation*}
\hat{\phi}_{l_{0}}(z)=\hat{\phi}_{M-1}(z) \gamma_{0}(z) \cdots \gamma_{M-2-l_{0}}(z) \tag{A2}
\end{equation*}
$$

If we define $\alpha_{0}(z) \triangleq \gamma_{0}(z) \cdots \gamma_{M-2-l_{0}}(z), \epsilon_{0}(z)$ becomes

$$
\begin{equation*}
\epsilon_{0}(z)=a_{l_{0}} z^{b_{1}} \hat{\phi}_{M-1}(z) \alpha_{0}(z) . \tag{A3}
\end{equation*}
$$

By the same reasoning, we can write

$$
\begin{equation*}
\epsilon_{1}(z)=a_{1} z^{b_{1}} \hat{\phi}_{M-1}(z) \alpha_{1}(z) \tag{A4}
\end{equation*}
$$

where $\alpha_{1}(z)=\gamma_{0}(z) \cdots \gamma_{M-2-l_{1}}(z)$. On the other hand, by (16c)

$$
\begin{equation*}
\epsilon_{1}(z)=\beta(z) \epsilon_{0}(z) . \tag{A5}
\end{equation*}
$$

If we substitute (A3) and (A4) in (A5), cancel common terms from both sides and rewrite, we obtain

$$
\begin{equation*}
\beta(z)=c z^{d} \frac{\alpha_{1}(z)}{\alpha_{0}(z)} \tag{A6}
\end{equation*}
$$

where $d$ is an integer and $c$ is a complex constant. Since $\beta(z)$ is a polynomial, the nontrivial polynomial $\alpha_{0}(z)$ must divide $\alpha_{1}(z)$, i.e., we must have $l_{0} \geq l_{1}$. This argument can be used repeatedly in conjunction with the polynomials $\epsilon_{i}(z)$ and $\epsilon_{i+1}(z)$ to show that $l_{i} \geq l_{i+1}$. As a result, we find that $l_{i}$ are related by $l_{0} \geq l_{1} \geq \cdots \geq$ $l_{M-1}$. Since $l_{0} \cdots, l_{M-1}$ represents a permutation of the integers $0, \cdots, M-1$, the only possibility is to have $l_{j}$ $=M-1-j$.
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[^1]:    ${ }^{t}$ A square matrix $\boldsymbol{W}(z)$ which has det $\boldsymbol{W}(z)=c$, where $c$ is a constant independent of $z$ is said to be unimodular.

