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ABSTRACT
Network wide broadcasting is a fundamental operation in ad
hoc networks. In broadcasting, a source node sends a mes-
sage to all the other nodes in the network. In this paper,
we consider the problem of collision-free broadcasting in ad
hoc wireless networks. Our objective is to minimize the la-
tency and the number of retransmissions in the broadcast.
We show that minimum latency broadcasting is NP-hard for
ad hoc wireless networks. We also present a simple and dis-
tributed collision-free broadcasting algorithm for broadcast-
ing a message. For networks with bounded node transmis-
sion ranges, our algorithm simultaneously guarantees that
the latency and the number of retransmissions are within
O(1) times their respective optimal values. Our algorithm
and analysis extends to the case when multiple messages are
broadcast from multiple sources. Experimental studies in-
dicate that our algorithms perform much better in practice
than the analytical guarantees provided for the worst case.

Categories and Subject Descriptors
C.2.2 [Computer-Communication Networks]: Network
Protocols; F.2.2 [Analysis of Algorithms and Problem
Complexity]: [Nonnumerical Algorithms and Problems]

General Terms
Algorithms, Performance, Theory

Keywords
Ad Hoc Networks, Broadcasting, Approximation Algorithms,
NP-Hardness

∗Research supported by NSF Award CCR-9820965.
†Research supported by NSF Award CCR-0208005.
‡Research supported by a NIST grant.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
MobiHoc’03, June 1–3, 2003, Annapolis, Maryland, USA.
Copyright 2003 ACM 1-58113-684-6/03/0006 ...$5.00.

1. INTRODUCTION
Ad hoc networks are a set of wireless mobile nodes which

communicate with one another. Nodes in these networks do
not rely on any pre-existing routing infrastructure for com-
munication, but instead communicate either directly or with
the help of other intermediate nodes in the network. The
distributed, wireless and self-configuring nature of ad hoc
networks make them suitable for a wide variety of applica-
tions. At the same time, these characteristics also introduce
several challenging and interesting research issues in the de-
sign of communication protocols for these networks.
Network wide broadcasting is a fundamental operation in

ad hoc networks. Its goal is to transmit a message from a
source to all the other nodes in the network. Several ad hoc
network protocols assume the availability of an underlying
broadcast service. Applications which make use of broad-
casting include LAN Emulation, host paging, sending an
alarm, and establishing unicast routes [21]. Broadcasting
is also a common operation in many distributed computing
applications and can be used for service or resource discov-
ery in unstructured environments. In the absence of other
mechanisms, broadcast also serves as a last resort for other
group communication operations such as multicast.
Any communication protocol for ad hoc networks should

contend with the issue of interference in the wireless medium.
When two or more nodes transmit a message to a common
neighbor at the same time, the common node will not receive
any of these messages. In such a case, we say that a colli-
sion has occurred at the common node. In multi-hop ad hoc
networks where all the nodes may not be within the trans-
mission range of the source, intermediate nodes may need to
assist in the broadcast operation by retransmitting the mes-
sage to other remote nodes in the network. Retransmissions
use up valuable resources in the network such as power and
bandwidth. Hence, it is important to choose the intermedi-
ate nodes carefully so as to avoid redundancy in retransmis-
sions. Another metric of interest in broadcast protocols is
the end-to-end broadcast latency which is the time taken by
the message to reach all the nodes in the network.
One of the earliest broadcast mechanisms proposed in the

literature is flooding [15, 17], where every node in the net-
work retransmits a message to its neighbors after receiving
it. Although flooding is extremely simple and easy to imple-
ment, it was shown in [21] that flooding can be very costly
and can lead to serious redundancy, bandwidth contention
and collision: a situation known as broadcast storm. Since
then, a lot of research has been directed towards designing
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broadcast protocols which are collision-free and which reduce
redundancy by reducing the number of retransmissions.
Recently, there has been a tremendous interest for sup-

porting real-time multimedia traffic over ad hoc networks.
Ad hoc sensor networks are also expected to play a big role
in military communications, disaster relief and rescue oper-
ations. These applications impose stringent end-to-end la-
tency requirements on the underlying protocols. In lieu of
these real-time applications, it is necessary to have broad-
cast protocols which can meet the combined requirements of
collision-free delivery, low end-to-end latency and low redun-
dancy. To the best of our knowledge, none of the existing
broadcast protocols address all these issues together.
In this paper, we study collision-free broadcasting in ad

hoc networks. We provide algorithms which guarantee that
all nodes in the network receive the broadcast messages with-
out collision. Our algorithms simultaneously guarantee low
broadcast latency and low number of retransmissions. The
following is a summary of our contributions in this paper.

1.1 Our Contributions

• We show that the problem of minimum latency broad-
casting in ad hoc networks is NP-hard. This implies
that there are no efficient broadcast algorithms which
can minimize the latency of broadcast in ad hoc net-
works, unless P=NP.

• For networks with bounded node transmission ranges,
we present a collision-free broadcast algorithm which
simultaneously produces provably good solutions in terms
of latency and the number of retransmissions. In par-
ticular, both the latency and the number of retrans-
missions of our algorithm are within O(1) times their
respective optimal values.

• We extend our algorithm and analysis to the case when
multiple messages are broadcast from multiple sources,
in networks with uniform node transmission ranges.

• We study the performance of our algorithms under var-
ious network conditions through simulations.

Our algorithms and analysis make use of certain simple
but powerful geometric properties of wireless networks. All
our approximation factors are independent of network char-
acteristics. In particular, they are independent of the num-
ber of network nodes and the maximum degree of nodes
in the network. Our algorithms are simple and have easy
distributed implementations. Experimental studies indicate
that their performance is much better in practice on typi-
cal inputs than the analytical guarantees we provide for the
worst case.
The remainder of this paper is organized as follows: We

review related work in the next section. In Section 3, we
present the details of our model and the formal problem
statement. In Section 4, we show that minimum latency
broadcasting in ad hoc networks is NP-hard. In Section 5,
we present and analyze our broadcast algorithms and extend
it to the case when multiple messages are broadcast from
multiple sources. In Section 6, we discuss the distributed
implementation of our algorithm. In Section 7, we evaluate
the performance of our algorithms experimentally through
simulations. Section 8 contains conclusions and directions
for future work.

2. RELATED WORK
As noted earlier, flooding is one of the earliest protocols for

multicasting and broadcasting in ad hoc networks [15, 17].
In flooding, every node in the network retransmits the mes-
sage to its neighbors after receiving it. Ni et al.[21] study the
flooding protocol analytically and experimentally and show
that it can lead to severe contention, collision and redundant
retransmissions: a situation referred to as broadcast storm.
They also propose neighbor-knowledge and coverage based
heuristics to determine which nodes should retransmit the
message. Several other heuristics have been proposed where
nodes make use of their neighborhood information to deter-
mine if they need to retransmit a message [19, 24, 25, 23, 27,
22]. Although the goal of all the above protocols is to mini-
mize the number of retransmissions, none of them guarantee
any bounds for their solution with respect to the optimal
number of retransmissions.
In a series of papers [26, 12, 11], it was proposed that a

connected dominating set (CDS) can be used as a virtual
backbone for routing in ad hoc networks. A dominating set
in a graph G = (V,E) is defined as a set of vertices V ′ ⊆ V ,
such that every node in V − V ′ is adjacent to some node
in V ′. A connected dominating set (CDS) is a dominating
set whose induced subgraph is connected. An MCDS is a
CDS of minimum size. The notion of CDS occurs naturally
in broadcast protocols since the set of retransmitting nodes
in any broadcast protocol forms a CDS. Minimizing the
number of retransmissions directly translates to finding an
MCDS in a graph.
Guha and Khuller [14] studied MCDS in general graphs

and showed that computing MCDS is NP-hard. They also
gave two greedy approximation algorithms for this problem.
In [10], it was shown that computing MCDS is NP-hard
even for unit disk graphs (UDGs). UDGs model ad hoc
networks where all the node transmission ranges are uni-
form. Several researchers have addressed the issue of effi-
cient approximation algorithms for MCDS for UDGs [28,
5, 20]. Although these results lead to efficient broadcast al-
gorithms in terms of the number of retransmissions, it does
not directly lead to low broadcast latency.
There has been relatively less research directed towards

low latency broadcasting in ad hoc networks. However, some
results exist in radio network literature whose models are
essentially the same as ours. In particular, Chlamtac and
Kutten [7] study the complexity of minimum latency broad-
cast scheduling with interference and show that the problem
is NP-hard for general graphs. Recently, Elkin and Kortsarz
[13] showed a logarithmic hardness of approximation for the
same problem. However, these results do not directly ex-
tend to ad hoc networks since ad hoc networks are modeled
by a very restricted class of geometric graphs called disk
graphs. In [8], Chlamtac and Kutten gave an algorithm for
constructing a broadcast tree and for collision-free schedul-
ing of a message along this broadcast tree. They proved that
for arbitrary graphs, the broadcast latency of their schedule
is within O(ln(N/r)2) times the optimal, where N is the
number of network nodes and r is the graph theoretic radius
of the network. For ad hoc networks with bounded node
transmission ranges, we improve upon these results in this
paper, by showing the NP-hardness for disk graphs and by
presenting algorithms with broadcast latency and number of
retransmissions which are within O(1) times their optimal
values.
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Basagni et al.[3] present a mobility transparent broad-
cast scheme for mobile multi-hop radio networks. In their
scheme, nodes compute their transmit times once and for all
in the beginning. They provide two schemes with bounded
latency. These schemes have approximation factors which
are linear and polylogarithmic in the number of network
nodes. In effect, they assume that the topology of the net-
work is completely unknown. Although, their schemes are
extremely attractive for highly mobile environments, their
approximation factors are far from what is achievable in
static and relatively less mobile environments where the broad-
cast tree and broadcast schedule can be computed efficiently.
In addition, they do not bound the number of retransmis-
sions in their schemes. Other results which deal with broad-
casting in unknown topologies include [6, 9].
Hung et al.[16] provide centralized and distributed de-

terministic algorithms for broadcasting and experimentally
study the efficiency of their algorithms with respect to collision-
free delivery, number of retransmissions and broadcast la-
tency. While their centralized algorithm is guaranteed to be
collision-free, their distributed algorithm is not. They also
do not provide any guarantees with respect to the number of
retransmissions and latency of the broadcast schedule. For
an excellent survey of many of the above mentioned pro-
tocols, the reader is referred to the survey by Williams and
Camp [29]. This survey provides a neat characterization and
experimental evaluation of many of these protocols under a
wide range of network conditions.
Finally, we mention another area of research which is re-

lated to that of broadcast scheduling: broadcast time in ra-
dio networks. This area investigates the actual amount of
time required by a broadcast message to reach all the net-
work nodes under the same interference model as that of
ours. However, the computation of a broadcast schedule
before a message originates is disallowed. The reader is re-
ferred to [2, 1, 4, 18] for more details. To the best of our
knowledge, these results model the network as an arbitrary
graph which is not an accurate model for ad hoc networks.
These results may not be applicable for scenarios where it
is possible to schedule the broadcasting of a message in ad-
vance and where the cost of broadcast schedule computation
can be amortized over multiple messages.

3. PRELIMINARIES

3.1 Network Model
We model an ad hoc network using a directed graph G =

(V,E). The nodes in V are embedded in the plane. Each
node u ∈ V has a transmission range, range(u) ∈ [rmin, rmax].
Let d(u, v) denote the Euclidean distance between u and v.
An arc (u, v) ∈ E iff v is in the transmission range of u, i.e.,
d(u, v) ≤ range(u). Such graphs are called Disk Graphs.
When the node transmission ranges are uniform, G is called
a Unit Disk Graph (UDG). We say that an edge (u, v) is
uni-directional if (u, v) ∈ E and (v, u) 	∈ E. We say that an
edge (u, v) is bi-directional if both (u, v) ∈ E and (v, u) ∈ E.
A UDG can be treated as an undirected graph since all its
edges are bi-directional.
We assume that time is discrete. Since the medium of

transmission is wireless; whenever a node transmits a mes-
sage, all its out-neighbors hear the message. We say that
there is a collision at node w, if w hears a message from two
transmitters at the same time. In such a case, we also say

that the two transmissions interfere. A node w receives a
message collision-free iff w hears the message without any
collision.

3.2 Problem Statement
We are given a disk graphG = (V,E) and a set of messages

M = {1, 2, . . . ,m}. We are also given a set of sources for
these messages: sources = {sj |sj is the source of message j}.
A node can transmit message j only after it receives mes-
sage j collision-free. A broadcast schedule specifies, for each
message j and each node i, the time at which node i receives
message j collision-free and the time at which it transmits
message j. If a node does not transmit a message then its
transmit time for that message is 0. The latency of the
broadcast schedule is the first time at which every node re-
ceives all messages. The number of retransmissions is the
total number of times every node transmits any message.
Our goal is to compute a broadcast schedule in which the
latency and the number of retransmissions are minimized.

3.3 Background: Approximation Algorithms
Many interesting optimization problems are NP-hard. Com-

puting optimal solutions to such problems in polynomial
time is not possible unless P = NP . A common approach to
NP-hard problems is to develop approximation algorithms,
which have polynomial running times and which produce
provably good solutions with costs close to the optimal.

Definition. An α-approximation algorithm for a minimiza-
tion problem Π is an algorithm that runs in polynomial time
and for every instance I of Π it produces a solution of cost
at most αOPT(I), α > 1, where OPT(I) refers to cost of an
optimal solution for instance I . In this case, we also say that
the approximation algorithm has an approximation factor of
α.
Notice that in the definition, we compare the cost of our

solution with the cost of an optimal solution. But finding
the cost of an optimal solution is NP-hard. In order to estab-
lish the approximation guarantee, we must find in polyno-
mial time, a lower bound on the cost of an optimal solution.
Lower bounds closer to the optimal cost yield better approx-
imation guarantee. A standard way to prove that a problem
is NP-hard is by reducing a known NP-hard problem to the
problem at hand. Intuitively, this reduction implies that the
problem at hand is at least as “hard” as the original NP-hard
problem.

4. NP-HARDNESS
We prove that minimum latency broadcast in ad hoc net-

works is NP-hard via a reduction from 3-SAT. This reduction
is similar to the reduction from 3-SAT for general graphs.
However, the ad hoc network reduction is complicated by
the fact that its nodes are to be embedded on the plane and
that its arcs be consistent with the transmission ranges of
the nodes. Due to lack of space, we do not give the reduction
here but state the following theorem without proof.

Theorem 4.1. Minimum latency broadcast problem in ad
hoc networks is NP-hard.
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BroadcastTree(G = (V,E), s)
1 P ← ∅ /* P is the set of primary nodes. */
2 Temp← V
3 while Temp 	= ∅ do
4 w ← any node in Temp
5 P ← P ∪ {w}
6 Temp← Temp \ (No(w) ∪ {w})
7 TBF S ← BFS tree in G with root s
8 l← depth of TBF S

9 for i← 1 to l do
10 Li ← set of all nodes at level i in TBF S

11 Pi ← P ∩ Li

12 Si ← Li \ Pi

13 for each w ∈ Pi do
14 parent(w)← any node in Li−1 ∩Ni(w)
15 for each w ∈ Si do
16 parent(w)← any node in (Pi−1 ∪ Pi) ∩Ni(w)
17 for each u ∈ V do
18 Children(u)← {w|parent(w) = u}
19 Vbroadcast ← V
20 Ebroadcast ← {(u, w)|u = parent(w)}
21 return Tbroadcast = (Vbroadcast, Ebroadcast)

Figure 1: Algorithm for constructing the broadcast tree

ScheduleBroadcasts(Tbroadcast, s)
1 for each node u ∈ Tbroadcast do
2 transmitT ime(u)← 0
3 Transmitters← {s}
4 while (Transmitters 	= ∅) do
5 u← any node in Transmitters
6 I1(u)← {t|∃w ∈ Children(u) that hears a message at time t}
7 I2(u)← {t|∃w ∈ No(u) that receives a message collision-free at time t}
8 I(u)← I1(u) ∪ I2(u)
9 transmitT ime(u)← min{t|t > receiveT ime(u) and t /∈ I(u)}
10 for each w ∈ Children(u) do
11 receiveT ime(w)← transmitT ime(u)
12 Transmitters← Transmitters \ {u}
13 Transmitters← Transmitters∪ {w|w ∈ Children(u) and Children(w) 	= ∅}
14 return transmitT ime

Figure 2: Algorithm for scheduling the broadcasts

BroadcastMessage(G = (V,E), s)
1 Tbroadcast ← BroadcastTree(G, s)
2 ScheduleBroadcasts(Tbroadcast, s)

Figure 3: Algorithm for broadcasting a single message from source s
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5. BROADCAST ALGORITHMS
We first present an algorithm for computing the broadcast

schedule for a single message. We then extend the algorithm
for scheduling multiple messages from the same source. Fi-
nally we present the algorithms for scheduling multiple mes-
sages from multiple sources.

5.1 Scheduling Broadcasts for a Single Mes-
sage

The algorithm in Figure 3 takes as input a directed graph
G = (V,E) and a source node s. Let Ni(u) and No(u)
denote the set of in-neighbors and out-neighbors of a node
u ∈ V . The algorithm consists of two parts – (i) constructing
a broadcast tree, Tbroadcast, rooted at s in which if a node
u ∈ V is a parent of a node w ∈ V then u is responsible
for transmitting the message to w without any collision at w
(pseudo-code in Figure 1), (ii) scheduling the transmit times
for all nodes in V such that every node receives the message
collision-free (pseudo-code in Figure 2).
The broadcast tree Tbroadcast, is constructed as follows.

The set of nodes V , is partitioned into a set of primary
nodes, P , and a set of secondary nodes S. The set of pri-
mary nodes P forms a dominating set in G, i.e., each node
in S is in the transmission range of some node in P . If G is
undirected, P is any maximal independent set in G. How-
ever, if G is directed, a maximal independent set need not
be a dominating set. Hence, P is constructed as follows. Ini-
tially, P is empty. A node w ∈ V is added to P if and only
if P constructed so far does not dominate w. For each node
u ∈ V , its parent, parent(u), in Tbroadcast, is determined
as follows. Let Li, i = 0, 1, 2, . . . , l, be the set of nodes at
level i in the BFS tree rooted at source s. Let Pi = P ∩ Li

and Si = S ∩ Li be the set of primary nodes and secondary
nodes respectively at level i in the BFS tree. If u ∈ Pi then
parent(u) is any one of its in-neighbors in Li−1. If u ∈ Si

then parent(u) is any one of it’s in-neighbors in Pi−1 ∪ Pi.
All nodes whose parent is u constitute the set Children(u).
The transmissions are scheduled following a greedy strat-

egy. Note that the nodes that retransmit the message are the
internal (non-leaf) nodes in Tbroadcast. Any retransmitting
node, u, retransmits at the minimum time t that satisfies the
following three constraints – (i) u has received the message
collision-free before time t, (ii) no node in Children(u) is
hearing any transmissions at time t, (iii) no node in No(u) \
Children(u) is receiving the message collision-free at time t,
where No(u) is the set of out-neighbors of u.

5.2 Analysis
Lemmas 5.1, 5.2, and 5.3 represent some useful properties

of our algorithm.

Lemma 5.1. For any two primary nodes u and w in P ,
d(u,w) > rmin.

Proof. Without loss of generality, assume that u was
chosen in P before w. If d(u,w) ≤ rmin then w would be
dominated by u and would not have been chosen in P by
our algorithm.

Lemma 5.2. If (u,w) ∈ Ebroadcast then both u and w can
not be secondary nodes, i.e. {u,w} ∩ P ≥ 1.

Proof. Without loss of generality, let u = parent(w). If
w ∈ P then the claim is true. If w is a secondary node then
w chooses a primary node as it’s parent in line 16 of the

pseudo-code BroadcastTree in Figure 1. Hence, u must
be a primary node.

Lemma 5.3. In our algorithm every node retransmits at
most once.

Proof. Consider any node v ∈ V . If v is a leaf in
Tbroadcast then Children(v) = ∅ and v is never included in
the list Transmitters (line 13 in Figure 2). Hence, v never
retransmits. If v is an internal node in Tbroadcast then it re-
transmits exactly once at transmitT ime(v). Node v is then
removed from Transmitters (line 12 in Figure 2).

Lemma 5.4. Consider a disk D, of radius r ≥ rmin. If
Primaries(r) represent the set of primary nodes within D
then |Primaries(r)| ≤ k1r

2/r2
min, where k1 is a constant.

Proof. Let c be the center of the disk D. For each
primary node u ∈ Primaries(r), consider a disk of radius
rmin/2 centered at u. Let H denote the set of all such disks.
Thus, |Primaries(r)| = |H |. By Lemma 5.1, no two pri-
mary nodes are within distance rmin from each other. Thus,
H is a set of non-intersecting disks. Each primary node in
D is at most a distance of r from c. Any point on a disk in
H is at a distance of at most r + (rmin/2) from c. The size
of H is upper-bounded by the number of non-intersecting
disks of radius rmin/2 whose areas are completely contained
within a disk of radius r + (rmin/2). Hence we have

|H | ≤ π(r + rmin
2
)2

π( rmin
2
)2

=

�
2r

rmin
+ 1

�2

≤
�

3r

rmin

�2

Lemma 5.5. Consider an internal node u in Tbroadcast

that has received the message collision-free. Recall that I(u)
(line 8 in ScheduleBroadcasts) is the set of interference
times that u must avoid while choosing transmitT ime(u).
|I(u)| ≤ 2 |Primaries(3rmax)| ≤ k2r

2
max/r

2
min, where k2 is

a constant.

Proof. Let us represent the transmission range of any
node u by a disk of radius range(u) ≤ rmax. Let w be a
transmitter such that u and w share a common out-neighbor
and transmitT ime(w) ∈ I(u). Thus, d(u,w) ≤ 2rmax. Let
B(u) be the set of all such nodes w. Since each node re-
transmits at most once, |I(u)| ≤ |B(u)|. We will now upper-
bound |B(u)|. Nodes in B(u) are either primary nodes,
Bp(u), or secondary nodes, Bs(u). Let us first bound |Bp(u)|.
Note that |Bp(u)| ≤ |Primaries(2rmax)|, where we can ob-
tain |Primaries(2rmax)| from Lemma 5.4. We will now
bound |Bs(u)|. Let v ∈ Bs(u). By Lemma 5.2, every
child of v in Tbroadcast is a primary node. These primary
nodes are at a distance of at most 3rmax from u. Thus,
|Bs(u)| ≤ |Primaries(3rmax)|. Using Lemma 5.4, we get
|Bp(u)| + |Bs(u)| ≤ 2 |Primaries(3rmax)| ≤ k2r

2
max/r

2
min,

for some constant k2.

5.2.1 Latency Bound
Recall that l is the depth of the BFS tree. Let OPTlat be

the latency in an optimal solution. Note that l ≤ OPTlat.
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Theorem 5.6. Algorithm BroadcastMessage gives an
approximation guarantee of O(r2

max/r
2
min).

Proof. Recall that for any node u, receiveT ime(u) is
the time when u receives the message collision-free from its
parent in Tbroadcast. By induction on the number of levels in
the BFS tree, we will show that for any i = 0, 1, . . . , l, and
for some constant k,

∀v ∈ Li, receiveT ime(v) ≤ ti = k(r2
max/r

2
min)i (1)

We then substitute i = l and use l ≤ OPTlat to prove the
theorem.
Base Case: i = 0. In this case, expression (1) is trivially true
since Li = {s} and by definition, s receives the message at
time 0.
Induction Hypothesis: Assume that expression (1) is true for
i = 0, 1, . . . , q.
Induction Step: We will show that equation (1) is true for
i = q + 1. Let z ∈ Lq+1. Let y = parent(z) and x =
parent(y). A node u may retransmit the message only after
it receives the message collision-free. It also avoids all times
in I(u) to schedule the transmission. After satisfying these
constraints u chooses transmitT ime(u) greedily. Hence, we
get

receiveT ime(z) ≤ receiveT ime(y) + 1 + |I(y)|
receiveT ime(y) ≤ receiveT ime(x) + 1 + |I(x)|
receiveT ime(z) ≤ receiveT ime(x) + 2 + |I(y)|+ |I(x)|
Note that either x ∈ Lq−1 or x ∈ Lq . Using Lemma 5.5,
induction hypothesis, and choosing k ≥ 4k2, we get

receiveT ime(z) ≤ tq + 2 + 2k2(r
2
max/r

2
min)

receiveT ime(z) ≤ k(r2
max/r

2
min)q + 2 + 2k2(r

2
max/r

2
min)

≤ k(r2
max/r

2
min)(q + 1)

As a corollary, our algorithm gives a constant factor ap-
proximation guarantee for graphs where maximum and min-
imum node transmission ranges are bounded.

Corollary 5.7. If the maximum and minimum node trans-
mission ranges in G are bounded then our algorithm has an
approximation factor of O(1).

5.2.2 Bound on the number of retransmissions
Let OPTret be the set of nodes that retransmit in an op-

timal algorithm. Without loss of generality, we assume that
each node in OPTret retransmits exactly once (otherwise,
the number of retransmissions in the optimal solution would
only increase and give us a better lower bound).

Lemma 5.8. The total number of retransmissions in our
algorithm is at most 2 |P |.

Proof. In our algorithm, each node retransmits at most
once (Lemma 5.3). Hence, the total number of retrans-
missions is at most |P | + |Sret|, where P is the set of pri-
mary nodes and Sret is the set of retransmitting secondary
nodes. By Lemma 5.2, in Tbroadcast, every child of a sec-
ondary node is a primary node with a unique parent. Hence,
|Sret| ≤ |P |.

Lemma 5.9. Recall that Primaries(rmax) is the set of
primaries in a disk of radius rmax. Then we have |OPTret| ≥

|P |
|Primaries(rmax)| .

Proof. Any node has a maximum transmission range
of rmax. The maximum number of primary nodes in a
disk of radius rmax is |Primaries(rmax)|. Since each node
in OPTret can reach at most |Primaries(rmax)| primary
nodes, we get the required bound.

Theorem 5.10. The number of retransmissions in our al-
gorithm is O(r2

max/r
2
min) times the number of retransmis-

sions in an optimal algorithm.

Proof. Combining Lemmas 5.8, 5.9, and 5.4, we get the
result.

Corollary 5.11. If the maximum and minimum node
transmission ranges are bounded in G, then the number of
retransmissions in our algorithm is at most O(1) times the
optimal number of retransmissions.

5.3 Algorithms for Scheduling Multiple Mes-
sages

We present three algorithms for scheduling broadcasts of
multiple messages. The first is a “one-to-all” broadcast al-
gorithm which schedules the broadcast of multiple messages
from a single source. The second and third are “all-to-all”
broadcast algorithms which schedule the broadcast of mul-
tiple messages from many sources. For the remainder of the
section, we assume that the network has a uniform trans-
mission range. Recall that M = {1, . . . ,m} is the set of
messages. We now present our algorithm for scheduling the
broadcast of M from a single source s.

5.3.1 Single Source Multiple Messages (SSMM)
Figure 4 presents a sketch of our single source multiple

message scheduling algorithm. The algorithm consists of
three stages. The first stage computes the broadcast tree
from s using the algorithm given in Figure 1. The second
stage computes a schedule for a single message using a mod-
ified version of the scheduling algorithm presented in Fig-
ure 2. The third stage reuses this schedule efficiently for
every message in M . We now present the details of the last
two stages.
Stage 2 is identical to the algorithm presented in Figure 2

except Line 9 which is replaced by lines 9.1, 9.2 and 9.3
in Figure 4. Recall that Lq is the set of nodes at level q
in the BFS tree rooted at s. Also recall that tq = kq (see
expression (1)). Let u ∈ Lq. Line 9.2 ensures that for any
level q, all nodes in Lq transmit the message between times
tq + 1 and tq+1. Line 9.3 specifies delay(u), which is the
amount of time by which u delays the transmission of a
message after receiving it.
In Stage 3, s transmits messages 1 through m sequentially

with a uniform gap of 3k time units between two successive
messages. Specifically, message j is transmitted by s at time
3(j − 1)k + 1. Any retransmitting node u which receives j,
delays the transmission of j by delay(u) time units computed
above.
Why should s introduce a gap of 3k time units between

two successive message transmissions? To answer this ques-
tion, we make the following observations. Let Lq and Lq′
be two BFS levels such that q′ > q. Our first observation
is that, in a network with only bi-directional edges, Lq and
Lq′ have an edge between them only if q′ ≤ q + 1. Specifi-
cally, transmissions from Lq to Lq+1 and transmissions from
Lq+3 to Lq+4 can proceed simultaneously without interfering
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ScheduleBroadcasts SSMM(G = (V,E),M, s)
Stage 1.

T ←BroadcastTree(G, s)
Stage 2.

/∗ Identical to ScheduleBroadcasts(T, s) except
line 9 which is replaced by the next three lines ∗/
9.1 Let u ∈ Lq

9.2 transmitT ime(u)←
min{t|t > tq; t > receiveT ime(u); t 	∈ I(u)}

9.3 delay(u) = transmitT ime(u)− receiveT ime(u)
Stage 3.

for j ← 1 to m do
for each node u ∈ T do

if u = s then
transmit message j at time 3(j − 1)k + 1

else
after receiving message j, delay
transmission of j by delay(u) time units

return all transmit times

Figure 4: Single Source Multiple Message (SSMM)

with each other. Thus, it suffices to “separate” two differ-
ent messages by three levels in order to allow simultaneous
collision-free transmissions of these messages. Our next ob-
servation is that once all nodes in Lq receive a message, it
takes atmost k time units for all nodes in Lq+1 to receive
the message (see proof of Theorem 5.6). Clearly, 3k time
units is an appropriate choice of the gap between successive
messages.

5.3.2 Multiple Source Multiple Messages
We present two algorithms for scheduling broadcasts of

multiple messages with multiple sources. Recall that for
every message j ∈ M , sj is the source of the message j.
In the first algorithm, called Intermediate Source Broadcast
(ISB), messages get unicast from their sources sj to the in-
termediate source s. These unicasts themselves are greedily
scheduled to ensure collision-free transmissions (see section
5.3.3). After s receives all the messages, it broadcasts them
using the algorithm presented in Figure 4. In the second al-
gorithm called Multi-Source Broadcast (MSB), a broadcast
tree Tj from each source sj . Message j gets broadcast on
tree Tj using the greedy scheduling algorithm presented in
Figure 2. We now briefly explain the details of the algorithm
below.

5.3.3 Intermediate Source Broadcast (ISB)
This algorithm consists of two stages. Consider the short-

est path pj from sj to s. In the first stage, every message
j, gets unicast along pj to s. We ensure that these unicasts
are collision-free by a greedy scheduling strategy such that
message j1 gets priority over j2 iff j1 < j2. In the second
stage, s uses the algorithm in Figure 4 to broadcast all the
messages.

5.3.4 Multi-Source Broadcast (MSB)
In the multi-source broadcast algorithm, each source sj

of the message computes a broadcast tree rooted at itself
using Figure 1. Message j is broadcast along tree rooted
at sj . Transmissions are scheduled using the algorithm in
Figure 2. Message j1 gets priority over j2 iff j1 < j2. This

priority is enforced by scheduling j1 before j2.
The two algorithms for multiple messages present inter-

esting trade offs. The intermediate source algorithm (ISB)
requires only one broadcast tree to be computed and main-
tained at s, apart from the unicasts from each sj to s. The
multi-source algorithm (MSB), on the other hand, requires
computation and maintenance of potentially m trees from
each sj . However, intuitively, MSB should have a lower
broadcast latency, since the messages are not routed through
an intermediate source. Experimental studies (see section
7.2) confirm this intuition.

5.4 Analysis for Multiple Messages

5.4.1 Latency
We now state the latency bounds for SSMM and the ISB.

Recall that k is the constant which appears in expression
(1).

Theorem 5.12. Algorithm SSMM has a latency T such
that

3k(m− 1) + k(l − 2) ≤ T ≤ 4kOPTlat (2)

Theorem 5.13. Algorithm ISB has a latency T such that

3k(m− 1) + k(l − 2) ≤ T ≤ 6kOPTlat (3)

5.4.2 Bound on the Number of Retransmissions
We state the following theorem for all three multiple mes-

sage broadcast algorithms. The bound below holds for net-
works with uni-directional edges also.

Theorem 5.14. The number of retransmissions in all the
three multiple message broadcast algorithms is O(r2

max/r
2
min)

times the number of retransmissions in the optimal algo-
rithm.

Corollary 5.15. For networks with bounded maximum
and minimum node transmission ranges, the number of re-
transmissions in all the three multiple message broadcast al-
gorithms is O(1) times the number of retransmissions in the
optimal algorithm.

6. DISTRIBUTED IMPLEMENTATION
All the algorithms presented in this paper have easy dis-

tributed implementations when all the edges in the network
are bi-directional. Our distributed implementations are in-
spired by the technique presented in [8]. The basic build-
ing blocks for our distributed implementation are the Depth
First Search (DFS) and the Breadth First Search (BFS)
graph traversal algorithms. There are many distributed DFS
and BFS implementations available and we could use any of
them for our purpose.
In order to build the broadcast tree for a message, the

source of the message creates a token. The purpose of this
token is to record the information about the set of primaries
and their parents. This token visits each node of the graph
during its DFS traversal. When a node receives the token,
it knows the current set of primaries and their parents. In
particular, it can determine if it is within the range of any
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current primary. If not, it adds itself to the set of primaries,
chooses its parent, updates this information in the token,
and passes the token to the next node in the DFS traversal.
Since each edge is traversed twice in a DFS traversal, once
forward and once backward, a node u also computes its set
of children as the token visits u through the back edges.
In order to compute the schedule for a message, the source

creates another token. The purpose of this token is to record
the information about the receive and transmit times of the
nodes in the graph. This token does a DFS traversal of the
non-leaf nodes of the broadcast tree created above. When
a node receives this token, it knows the transmit times of
all the internal nodes visited so far. In particular, it knows
the transmit times of the nodes which could interfere with
its own transmission. The node now computes its minimum
possible collision-free transmit time, updates this informa-
tion in the token and sends it to the next node to be visited.
In other words, the single message broadcast algorithm can
be implemented using two DFS traversals, independent of
the number of messages m.
We now discuss the distributed implementations of our

multiple message broadcasting algorithms. We note that es-
sentially the same technique discussed above can be applied
for the distributed implementation of the single source mul-
tiple message (SSMS) algorithm. The first DFS computes
the broadcast tree from the source s. In the second DFS,
every retransmitting node u computes the delay(u) by which
it should delay the transmission of any message after receiv-
ing it. After this step, s starts transmitting all the messages
with a uniform gap of 3k time units between two succes-
sive messages (see section 5.3.1). In the intermediate source
broadcast (ISB), the second stage is the same as SSMS. In
the first stage, ISB computes the shortest path from the
source sj of each message j to s and greedily schedules the
unicast of the messages along these paths. We note that
this stage can be efficiently implemented using one BFS (for
computing shortest paths) and one DFS (for computing the
schedule). We omit the details involved due to lack of space.
Finally, for the multiple source broadcast, we perform a DFS
from each source sj to compute its broadcast tree and for
each message j to compute its schedule. This is precisely
the tradeoff referred to earlier between ISB and MSB: ISB
involves three DFS traversals and one BFS traversal which is
independent of the number of messages m, whereas MSB in-
volves potentially 2m DFS traversals. However, MSB has a
much better broadcast latency compared to ISB (see section
7.2).
There are several other issues which arise in the presence

of uni-directional edges. In this case, many back edges dur-
ing a DFS traversal might not even exist. Instead, A single
back edge may need to be replaced by a directed path. An-
other basic issue is that of network connectivity. All the
distributed implementations presented above assume strong
network connectivity, i.e., the existance of a directed path
from any node u to any other node v. In the presence of
uni-directional edges, the network may not be strongly con-
nected. We simply note that routing in ad hoc networks in
the presence of uni-directional edges is a very involved and
interesting research issue. A complete treatment of this issue
is beyond the scope of this paper.

7. EXPERIMENTAL EVALUATION
This section deals with the experimental performance eval-

uation of our algorithms through simulations. The experi-
ments focus on the effect of various network conditions on
broadcast latency and the number of retransmissions. In all
the experiments, the network nodes were placed uniformly
at random within a square. All the experiments were per-
formed on strongly connected graphs. All data points were
averaged over 10 simulation runs and the error bars indicate
the maximum and minimum deviation of any observed value
from the mean, i.e, a confidence of 100% that the mean is
within the range indicated by the error bars. The choice of
parameters made in our experiments were inspired in part
by the recent survey by Williams and Camp [29] and by the
need for completing the simulations within reasonable time.
All our simulations were performed using the Mathematica
and Combinatorica packages.

7.1 Single Message Broadcast

7.1.1 Uniform Transmission Ranges
We present the results of our study of the single message

broadcast algorithm with uniform node transmission range.
In these experiments, we placed the nodes uniformly at ran-
dom in a square of length 350 meters and chose the trans-
mission range to be 100 meters. We varied the number of
nodes from 20 to 110 in steps of 10, leading to higher node
densities and higher average node degree. We studied the
effect of this on the latency and the number of retransmis-
sions. One node was chosen uniformly at random to be the
source. We now present our results.
Figure 5 is a plot of the broadcast latency vs. the number

of network nodes. Broadcast latency is the maximum time
taken by any node to receive the message. The plot indicates
that latency does not vary much with the number of nodes
in the graph. This is intuitive, since the latency is mostly
influenced by the depth of the BFS tree from the source.
This depth does not depend much upon the number of nodes,
but only on the length of the square and the transmission
range.

20 40 60 80 100 120
# nodes

2

4

6

8

10
latency

Figure 5: Latency vs. # nodes

Figure 6 is a plot of the approximation ratio vs. the num-
ber of network nodes, where ratio is (latency/BFSDepth).
In reality, the plotted ratio is a conservative estimate of the
real approximation ratio. As is seen from the plot, even this
ratio is very close to 1 most of the times. In fact, the worst
case ratio observed for all the runs is no worse than 1.75.
Figure 7 is a plot of the number of retransmitting nodes

vs. the number of network nodes. While the number of re-
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Figure 6: ratio vs. # nodes. ratio = latency/BFS
depth

transmissions seems to increase steadily initially, it stabilizes
once the network size grows beyond 70 nodes. On an average
11% of the nodes retransmit while the worst case among all
the runs is 15%.
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Figure 7: # retransmissions vs. # nodes

7.1.2 Non-uniform Transmission Ranges
We now present the results of the study of the single

message broadcast algorithm with non-uniform transmission
ranges. In these experiments, we placed 200 nodes in a
square of length 1500 meters. The transmission ranges were
chosen uniformly at random from the interval [rmin, rmax],
where rmin = 200 meters for all experiments, and rmax was
varied from 200 to 1000 in steps of 100.
Figure 8 plots latency vs. rmax and Figure 10 plots the

number of retransmissions vs. rmax. Note that both these
values drop down with increasing rmax values. Intuitively,
as rmax increases, the average range of the nodes also in-
creases. This leads to increasing number of nodes being
covered for each retransmission leading to a reduction in
the total number of retransmissions. Note that even though
the latency drops down with rmax, in Figure 9 the ratio
(Latency/BFSDepth) stabilizes around 1.5. This is in con-
trast with the analytically predicted approximation ratio of
(r2

max/r
2
min). We interpret these results as an indication of a

much better average case performance than the guaranteed
worst case performance.

7.2 Multiple Messages
We now present the results of performance studies of the

MSB algorithm. In these experiments, 100 nodes were placed
in a square area of length 350 meters. All nodes had a uni-
form transmission range of 100 meters. The number of mes-
sages were doubled in each step from 2 to 128. All the mes-
sages originate at the same time. We studied the approx-
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Figure 8: Latency vs. rmax
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Figure 9: ratio vs. rmax. ratio = latency/BFS depth

imation ratio of the algorithm. The lower bound used in
computation of the ratio is max{BFSDepth,#messages},
since both the BFSDepth from any source and the number
of messages are lower bounds for latency.
Figure 11 plots the approximation ratio vs. lower bound.

Note how the ratio increases initially and then drops down
to a constant value as the number of messages increase. In
particular, the ratio reaches the peak when the number of
messages is around 10. This can be explained by observ-
ing that the BFSDepth is a very poor lower bound when
multiple messages are transmitted. Once the number of mes-
sages exceeds the BFSDepth, which happens at around 10,
the lower bound is strengthened leading to a better approx-
imation ratio. This plot also implies that for every addi-
tional message, the marginal increase in latency is only 4
time units.
In the case of the intermediate source broadcast (ISB),

recall that equation (3) provides a tight lower bound of 3k
for the broadcast of multiple messages. This indicates that
when the number of messages m is large, ISB will have a
marginal latency of about 200 times units for every addi-
tional message. In contrast, MSB performs much better with
a marginal latency of only 4 for every additional message.
However, while ISB can be implemented with three DFS
and one BFS traversal which is independent of the number
of messages, MSB requires potentially 2m DFS traversals.
This is precisely the trade off between MSB and ISB which
was referred to in Section 5.3.4.

230



2 4 6 8 10
rmax

10

20

30

40

50

60
# retransmissions
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8. CONCLUSIONS AND FUTURE WORK
In this paper, we studied the problem of efficient collision-

free broadcasting in ad hoc networks. We showed that min-
imum latency collision-free broadcasting in ad hoc networks
is NP-hard. We presented simple, efficient and distributed
collision-free broadcast algorithms which have provably good
approximation bounds for both latency and the number of
retransmissions. Specifically, for single message broadcast,
for networks with bounded node transmission ranges, the la-
tency of our algorithm is within a factor of O(1) from the
optimal value. For multiple messages, for networks with
uniform transmission ranges, our algorithms have a latency
which is within a factor of O(1) from the optimal. For net-
works with bounded node transmission ranges, the number
of retransmissions for all our algorithms is within a factor of
O(1) from the optimal. We studied the performance of our
algorithms experimentally and showed that our algorithms
perform much better in practice than what is analytically
guaranteed.
An interesting future work is to extend our current algo-

rithms to networks with dynamic topologies. Creating and
maintaining a broadcast tree in dynamic topologies is ineffi-
cient. Existing deterministic, collision-free broadcasting ap-
proaches involve pre-computing the schedule of all the nodes
independent of the network topology in the beginning. How-
ever, in general, such schemes do not guarantee good latency
and retransmission bounds. Randomized schemes which do
not rely on complete topology information but locally guar-
antee collision-free transmissions with high probability seem
more attractive for dynamic topologies. Another research is-
sue for the future is extending our work to support multicast
operations.

Finally, integrated protocols for supporting a mixture of
unicast, multicast, and broadcast traffic is a very interesting
and challenging research issue.
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