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An zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAapproach is presented for minimizing power consumption 
for digital systems implemented in CMOS which involves opti- 
mization at all levels of the design. This optimization includes the 
technology used to implement the digital circuits, the circuit style 
and topology, the architecture for  implementing the circuits and 
at the highest level the algorithms that are being implemented. 
The most important technology consideration is the threshold 
voltage and its control which allows the reduction of supply voltage 
without signijcant impact on logic speed. Even further supply 
reductions can be made by the use of an architecture-based voltage 
scaling strategy, which uses parallelism and pipelining, to tradeoff 
silicon area and power reduction. Since energy is only consumed 
when capacitance is being switched, power can be reduced by 
minimizing this capacitance through operation reduction, choice of 
number representation, exploitation of signal correlations, resyn- 
chronization to minimize glitching, logic design, circuit design, 
and physical design. The low-power techniques that are presented 
have been applied to the design of a chipset for  a portable 
multimedia terminal that supports pen input, speech I/O and full- 
motion video. The entire chipset that perjorms protocol conversion, 
synchronization, error correction, packetization, buffering, video 
decompression and D/A conversion operates from a 1.1 V supply 
and consumes less than zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 mW. 

I. INTRODUCTION 

In recent years, the desirability of portable operation of 
all types of electronic systems has become clear and a 
major factor in the weight and size of portable devices 
is the amount of batteries which is directly impacted by 
the power dissipated by the electronic circuits. In addition, 
the cost of providing power (and associated cooling) has 
resulted in significant interest in power reduction even in 
nonportable applications which have access to a power 
source. In spite of these concerns, until recently, there has 
not been a major focus on a design methodology of digital 
circuits which directly addresses power reduction, with the 
focus rather on ever faster clock rates and logic speeds. 
The approach which will be presented here, takes another 
viewpoint, in which all possible aspects of a system design 
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are investigated with the goal of reducing the power con- 
sumption. These considerations range from the technology 
being used for the implementation, the circuit and logic 
topologies, the digital architectures and even the algorithms 
being implemented. What is assumed is that the application, 
which is desired to be implemented with low power is 
known, and tradeoffs can be made as long as the func- 
tionality required of this application is met within a given 
time constraint. 

Maintaining a given level of computation or throughput is 
a common concept in signal processing and other dedicated 
applications, in which there is no advantage in performing 
the computation faster than some given rate, since the 
processor will simply have to wait until further processing is 
required. This is in contrast to general purpose computing, 
where the goal is often to provide the fastest possible 
computation without bound. One of the most important 
ramifications of only maintaining throughput is that it 
enables an architecture driven voltage scaling strategy, in 
which aggressive voltage reduction is used to reduce power, 
and the resulting reduction in logic speed is compensated 
through parallel architectures to maintain throughput. How- 
ever, the techniques presented are also applicable to the 
general purpose environment, if the figure of merit is the 
amount of processing per unit of power dissipation (e.g., 
MIPS/W). Since in this case the efficiency in implementing 
the computation is considered and voltage scaling decreases 
the energy expended per evaluation. 

The optimization to minimize area at all costs, has only 
been secondary to the fixation on increasing circuit speed 
and again our position is that this should be examined 
with respect to its effect on power consumption. Some 
of the techniques that will be presented will come at the 
expense of increased silicon area and thus the cost of the 
implementation will be increased. The desirability of this 
tradeoff can only be determined with respect to a given 
market situation, but in many cases a moderate increase in 
area can have substantial impact on the power requirements. 
It is clear that if power reduction is more important than 
increasing circuit clock rate, then the area consumed by 
large clock buffers, power distribution busses and predictive 
circuit architectures would be better spent to reduce the 
power dissipation. 
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Fig. 1. 
random input. 

Dependence of activity on statistics: Correlated versus 

Since CMOS circuits do not dissipate power if they are 
not switching, a major focus of low power design is to 
reduce the switching activity to the minimal level required 
to perform the computation. This can range from simply 
powering down the complete circuit or portions of it, to 
more sophisticated schemes in which the clocks are gated 
or optimized circuit architectures are used which minimize 
the number of transitions. An important attribute which 
can be used in circuit and architectural optimization is the 
correlation which can exist between values of a temporal 
sequence of data, since switching should decrease if the 
data is slowly changing (highly correlated). An example 
of the difference in the number of transitions which can be 
obtained for a highly correlated data stream (human speech) 
versus random data is shown in Fig. l-the transition 
activity for a few registers in an FIR filter design. For an 
architecture which does not destroy the data correlation, the 
speech data switches 80% less capacitance than the random 
input. In addition, the sequencing of operations can result 
in large variations of the switching activity due to these 
temporal correlations. 

After a brief summary of the sources of power dissipation 
in CMOS circuits, techniques will be presented to reduce 
power dissipation at the four levels of CMOS system 
design: technology, circuits, architectures, and algorithms. 
This discussion will be followed by an application of these 
techniques to a demanding multimedia application. 

11. FACTORS INFLUENCING CMOS POWER CONSUMPTION 

There are three major sources of power dissipation in dig- 
ital CMOS circuits which are summarized in the following 
equation [ 11: 

The first term represents the switching component of power, 
where CL is the load capacitance, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAf c l k  is the clock fre- 
quency and (YO-1 is the node transition activity factor 

(the average number of times the node makes a power 
conusming transition in one clock period). The second 
term is due to the direct-path short circuit current, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAIsc ,  
which arises when both the NMOS and PMOS transis- 
tors are simultaneously active, conducting current directly 
from supply to ground. Finally, leakage current, Ileakage, 

which can arise from substrate injection and subthreshold 
effects, is primarily determined by fabrication technology 
considerations. 

A. Capacitive Voltage Transitions 

The switching or dynamic component of power consump- 
tion arises when the capacitive load, CL, of a CMOS circuit 
is charged through PMOS transistors to make a voltage 
transition from 0 to the high voltage level, which is usually 
the supply, V d d .  For an inverter circuit, the energy drawn 
from the power supply for this positive going transition 
is CLV&, half of which is stored in the output capacitor 
and half is dissipated in the PMOS device. On the V d d  

to 0 transition at the output, no charge is drawn from 
the supply, however the energy stored in the capacitor 
(i CL V&) is dissipated in the pull-down NMOS device. 
If these transitions occur at a clock rate, f c l k ,  the power 
drawn from the supply is C ~ V 2 ~ f ~ l k .  However, in general, 
the switching will not occur at the clock rate (except for 
clock buffers), but rather at some reduced rate which is best 
described probabilistically.  YO-^ is defined as the average 
number of times in each clock cycle that a node with 
capacitance, CL, will make a power consuming transition 
(0 to l ) ,  resulting in an average switching component of 
power for a CMOS gate to be, 

Since the energy expended for each switching event in 
CMOS circuits is CLV&, it has the extremely important 
characteristic that it becomes quadratically more efficient 
as the high transition voltage level is reduced. An effective 
capacitance, Ceffective, can be defined which includes the 
transition activity occumng and is equal to ~ o - ~ C L ,  yield- 
ing an average transition energy of CeEectiveV&. Clearly, 
after the high transition level is reduced by the maximum 
extent possible, the next step is to minimize Ceeective, 
through the choice of logic function, logic style, circuit 
topology, data statistics, and the sequencing of operations. 
In addition, an optimization can be made both statically, in 
which the probabilities of transition are made with respect 
to the Boolean operation and dynamically which includes 
the effect of spurious “glitching” transitions which can 
occur before the logic settles out to its static value. 

I )  Logic Function: The type of logic function, NAND, 
NOR or a more complex gate, will all yield different static 
transition probabilities. Let us first consider a static 2-input 
NOR gate and assume that only one input transition is 
possible during a clock cycle and also assume that the inputs 
to the NOR gate have a uniform input distribution of high 
and low levels. This means that the four possible states for 
inputs A and B (00, 01, 10, 11) are equally likely. For a 
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Fig. 2. 
random inputs. 

State transition diagram for a 2 input zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBANOR gate assuming 

Fig. 3. 

function of input statistics. 

Transition probability for a two input NOR gate as a 

NOR gate, the probability that the output is 0 is and that 
it will be 1 is $. The 0 to 1 transition probability of a 
CMOS gate is given by the probability that the output is 
in the 0 (=:) state multiplied by the probability the next 
state is 1 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA(=f). For a NOR gate this translates to 

The state transition diagram annotated with transition 
probabilities is shown in Fig. 2. Note that the output 
probabilities are no longer uniform. 

For a 2-input static XOR gate on the other hand, the 
0 + 1 transition probability once again assuming uniformly 
distributed inputs is given by p ( O ) ( l - p ( 0 ) )  = +(l- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA4) = a. 

2) Logic zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAStyle: One basic choice of logic style is be- 
tween static and dynamic CMOS. For a dynamic imple- 
mentation of the 2 input NOR gate which is implemented 
as an NMOS-tree with PMOS precharge, power is con- 
sumed during the precharge operation for the times when 
the output capacitor was discharged the previous cycle. 
Since all inputs are equi-probable, there is then a 75% 
probability that the output node will discharge immediately 
after the precharge phase, yielding a transition probability 
of 0.75. The corresponding probability is smaller for a static 
implementation (as computed in the previous subsection). 
Note that for the dynamic case, the activity depends only on 
the signal probability, while for the static case the transition 
probability depends on previous state. If the inputs to a 
static CMOS gate do not change from the previous sample 
period, then the gate does not switch. This is not true in 
the case of dynamic logic in which gates can switch. For a 
dynamic NAND gate, the activity is (since there is a 25% 
chance that the output will be discharged) while it is & for 
a static implementation. Other considerations with respect 
to logic style is the amount of capacitance on the switching 
node and the sensitivity to supply voltage reduction. 

3) Signal Statistics: In the previous sections, the NOR 
gate was analyzed assuming random inputs. However, 
signals in a circuit are typically not always random and 

Chain sbllcture Tree structure 

Fig. 4. Simple example to demonstrate the influence of circuit 

topology on activity. 

Table 1 Probabilities for Tree and Chain Toplologies 

PO = 1 - PI (chain) 16/16 

PO-1 (chain) 151256 

PI (tree) 1 1 1 1/16 

PO = 1 - PI (tree) 314 15/16 

PO-1 (tree) 3/16 3/16 151256 

# 

it is necessary to consider the effect of signal statistics 
on power. To illustrate the influence of signal statistics on 
power consumption, consider once again a 2 input NOR 
gate, and let Pa and p b  be the probabilities that the inputs 
A and B are 1. In this case the probability that the output 
node is a 1 is given by: 

pi (1 - pa)(l - pb). (4) 

Therefore, the probability of transitioning from 0 to 1 is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
( 5 )  

Fig. 3 shows the transition probability as a function of 
Pa and pb. From this plot, it is clear that understanding the 
signal statistics and their impact on switching events can 
be used to significantly impact the power dissipation. 

4 )  Circuit Topology: The manner in which logic gates 
are interconnected can have a strong influence on the 
overall switching activity. There are two components to 
switching activity: a static component (which does not take 
into account the timing behavior and is strictly a function 
of the topology and the signal statistics) and a dynamic 
component (which takes into account the timing behavior 
of the circuit). To illustrate this point consider two alternate 
implementations of F = A .  B . C . D as shown in Fig. 4. 
First consider the static behavior assuming that all primary 
inputs (A,  B, C, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0) are uncorrelated and random (i.e., 

= 0.5). For an AND gate, the probability that 
the output is in the 1 state is given by 

ao-1 = pop1 = (1 - (1 - pa)(l - pb))(l - pa)(l - pb). 

= papb. (6) 

Therefore the probability that the output will make a 0 to 
1 transition is given by 

ao-1 = POPI = (1 - zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp1)Pl = (1 - papb)papb. (7) 

Given this, the signal and transition probabilities can be 
computed for the two topologies shown in Fig. 4 which is 
summarized in Table 1. 

The results indicate that the chain implementation will 
have an overall lower switching activity than the tree 
implementation for random inputs. However, looking 
strictly at the static behavior of the circuit is not adequate, 
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Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5. Circuit imbalances result in spurious transitions 

and it is also important to consider the timing behavior 
to accurately make power tradeoffs of various topologies. 
Timing skew between signals can cause spurious 
transitions (also called glitches) resulting in extra power. 
To illustrate this tradeoff, consider once again the two 
topologies in Fig. 4. For the chain implementation with 
an input transition of 11 10 --f 101 1 for ABCD, assuming 
a unit delay for each gate, ignoring dynamic switching 
effects, the output node will not make a transition. 
However, due to timing skew through the logic, the output 
will make an “extra” transition; i.e., 0 2  will only be valid 
2 units after the inputs arrive, causing the output AND gate 
to evaluate with the new input zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAD and the previous value of 
0 2  (Fig. 5) .  The tree implementation, on the other hand, 
is balanced and is glitch free. This example demonstrates 
that a circuit topology can have a smaller static component 
of activity while having a higher dynamic component. 

The actual waveforms illustrating the glitching behavior 
in static CMOS circuits are shown in Fig. 6, which is the 
SPICE simulation of a static 16-b adder, with all bits of 
IN0 and the CIN of the LSB going from “zero” to “one,” 
and with all the bits of IN1 set to “zero.” For all bits, the 
resultant sum should be zero; however, the propagation of 
the carry signal causes a “one” to appear briefly at most of 
the outputs. These spurious transitions dissipate extra power 
over that strictly required to perform the computation. Note 
that some of the bits only have partial glitching. The number 
of these extra transitions is a function of input patterns, 
internal state assignment in the logic design, delay skew, 
and logic depth. Though it is possible with careful logic 
design to eliminate these transitions (for example using 
balanced paths as described in Section V-D), dynamic logic 
intrinsically does not have this problem, since any node can 
undergo at most one power-consuming transition per clock 
cycle. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
B. Short-circuit Component zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof Power 

The previous section analyzed the switching component 
of power consumption which corresponds to the amount of 
energy required to charge parasitic capacitors. The switch- 
ing component of power is independent of the rise and 
fall times at the input of logic gates. Finite rise and fall 
times of the input waveforms however result in a direct 
current path between V d d  and GND which exist for a 
short period of time during switching. Specifically, when 

Time. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAos 

Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA6. Waveforms for a 16-b adder demonstrating glitching 
behavior. 

the condition V,, < V,, < V d d  - IV&l holds for the 
input voltage, where Vt, and vt, are NMOS and PMOS 
threshold voltages, there will be a conductive path open 
between V d d  and GND because both the NMOS and PMOS 
devices will be simultaneously on. Short circuit currents are 
significant when the rise/fall time at the input of a gate is 
much larger than the output rise/fall time. This is because 
the short-circuit path will be active for a longer period of 
time. To minimize the total average short-circuit current, 
it is desirable to have equal input and output edge times 
[2] .  In this case, the power consumed by the short-circuit 
currents is typically less than 10% of the total dynamic 
power. An important point to note is that if the supply 
is lowered to be below the sum of the thresholds of the 
transistors, V d d  < VT, + l v ~ ~ ( ,  the short-circuit currents 
can be eliminated because both devices will not be on at 
the same time for any value of input voltage. As will be 
shown later, the architecture driven voltage scaling that is 
proposed allows supply voltages which satisfy this criteria. 

C. Leakage Component of Power 

There are two types of leakage currents: reverse-bias 
diode leakage on the transistor drains and subthreshold 
leakage through the channel of an off device. 

The diode leakage occurs when a transistor is turned off 
and another active transistor charges up/down the drain with 
respect to the former’s bulk potential. For example, consider 
an inverter with a high input voltage, in which the NMOS 
transistor is turned on and the output voltage is driven low. 
The PMOS transistor will be turned off, but its drain-to-bulk 
voltage will be equal to - V d d  since the output voltage is at 0 
V and the bulk for the PMOS is at Vdd. The resulting current 
will be approximately I L  = A D J ~ ,  where AD is the area 
of the drain diffusion, and JS is the leakage current density, 
set by the technology and weakly dependent on the supply 
voltage. For a typical CMOS process, J s  is approximately 
1-5 pA/pm2 (25’ C), and the minimum A D  is 7.2 pm2 
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for a 1.2 pm minimum feature size. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAJ s  doubles with every 
9' increase in temperature. For a 1 million transistor chip, 
assuming an average drain area of 10 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBApm2, the total leakage 
current is on the order of 25 pA. While this is typically 
a small fraction of the total power consumption in most 
chips, it could be significant for a system application which 
spends much of its time in standby operation, since this 
power always being dissipated even when no switching is 
occumng. 

The second component of the leakage power is the 
subthreshold leakage which occurs due to camer diffusion 
between the source and the drain when the gate-source 
voltage, V,,, has exceeded the weak inversion point, but 
is still below the threshold voltage Vt, where carrier drift 
is dominant [3]. In this regime, the MOSFET behaves sim- 
ilarly as a bipolar transistor, and the subthreshold current 
is exponentially dependent on the gate-source voltage V,, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA. 
The current in the subthreshold region is given by 

where zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAK is a function of the technology, V, is the thermal 
voltage zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA( K T / q )  and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAI4 is the threshold voltage. For Vds >> 
VT, (1 - e-Vds/VT)  z 1 ; that is, the drain to source leakage 
current is independent of the drain-source voltage Vd,, for 
v,, approximately larger than 0.1 V. 

Associated with this is the subthreshold slope Sth, which 
is the amount of voltage required to drop the subthreshold 
current by one decade. The subthreshold slope can be 
determined by taking the ratio of two points in this region 
(from (8)): 

(9) 

which results in Sth = n v ~  In (lo). At room temperature, 
typical values for Sth lie between 60-90 mV/(decade 
current), with 60 mV/dec being the lower limit. Clearly, 
the lower Sth is, the better, since it is desirable to have the 
device "turnoff" as close to Vt as possible and this is one 
important advantage of silicon-on-insulator technologies 
which have an Sth near 60 mV [4]. The choice of optimal 
Vt for low voltage applications that trades-off subthreshold 
leakage and switching currents is presented in Section 111. 

111. TECHNOLOGY OFTIMIZATION 

As noted in (l), the energy per transition is proportional 
to V&. Therefore, it is only necessary to reduce the supply 
voltage for a quadratic improvement in the power-delay 
product of CMOS logic. Unfortunately, we pay a speed 
penalty for a Vdd reduction (as seen from Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA7), with 
the delays drastically increasing as Vdd approaches the 
threshold voltages of the devices. Even though the exact 
analysis of the delay is quite complex if the nonlinear 
characteristic of a CMOS gate are taken into account, 
it is found that a simple first-order derivation adequately 
predicts the experimentally determined dependence and is 
given by zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

1 2 3 4 5 
Vdd, Volts 

Fig. 7. Normalized delay versus b/hd for a typical gate in a 
standard CMOS process. 

50 I 1 1.2 pm CMOS 

v&J = 5v 
0.2 0.4 0.6 0.8 1 .o 

Threshold Voltage (V,) 

Fig. 8. 
supply voltages. 

Effect of threshold reduction on the delay for various 

Since the objective is to reduce power consumption while 
keeping the throughput of overall system fixed, compensa- 
tion for these increased delays at low voltages is required. In 
Section V-A, an architecture driven voltage scaling strategy 
is presented in which parallel and pipelined architectures 
are used to compensate for the increased gate delays at 
reduced supply voltages and meet throughput constraints. 
Another approach to reduce the supply voltage without loss 
in throughput is to modify the threshold voltage of the 
devices. Low threshold voltage devices have been used to 
implement inverter circuits at supply voltages as low as 200 
mV [ 5 ] .  Reducing the threshold voltage allows the supply 
voltage to be scaled down (and therefore lower switching 
power) without loss in speed. For example, a circuit running 
at a supply voltage of 1.5 V with zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAV, = 1 V will have 
approximately the same performance as the circuit running 
at a supply voltage of 0.9 V and a Vt = 0.5 V using 
the simple first order theory of (10). Fig. 8 shows a plot 
of normalized delay versus threshold voltage for various 
supply voltages. 

Since a significant power improvement can be gained 
through the use of low-threshold MOS devices, the ques- 
tion of how low the thresholds can be reduced must be 
addressed. The limit is set by the requirement to retain 

502 PROCEEDINGS OF THE IEEE. VOL. 83, NO. 4, APRIL 1995 



t zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAvdd zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= 1.7v zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBADecreasing le-e power zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
P Decreasing switching power 

4 w 3 1.5 - 

2.0 Y‘ 
. 

h 

.- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
2 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
v, = u.9v 

o . b O  0:2 0:4 . 0:6 0:8 1.0 
Threshold Voltage (V,) 

Fig. 9. 

pation through zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAVt variation. 
Compromise between dynamic and leakage power dissi- 

adequate noise margins and the increase in subthreshold 
currents. Noise margins will be relaxed in low power 
designs because of the reduced currents being switched, 
however, the subthreshold currents can result in significant 
static power dissipation. 

Fig. 9 shows a plot of energy versus threshold voltages 
for a fixed throughput for a 16-b datapath ripple carry adder 
(which essentially represents the power to perform the oper- 
ation). Here, the power supply voltage is allowed to vary to 
keep the throughput fixed. For a fixed throughput (e.g., that 
obtained at a 20 Mhz clock rate), the supply voltage and 
therefore the switching component of power can be reduced 
while reducing the threshold voltage. However, at some 
point, the threshold voltage and supply reduction is offset 
by an increase in the leakage currents, resulting in an opti- 
mal threshold voltage for a given level of logic complexity. 
That is, the optimum threshold voltage must compromise 
between improvement of current drive at low supply voltage 
operation and control of the subthreshold leakage. 

Iv .  PHYSICAL, CIRCUIT, AND LOGIC 
LEVEL OFTIMIZATIONS 

The next level of system design involves optimizing the 
physical, circuit and logic levels. A few examples which 
illustrate the tradeoffs that can be made at this level of 
system design are presented, which include optimizing 
place and route, transistor sizing, reduced swing logic, 
logic minimization, and logic level power down. Support 
circuitry for low voltage operation, which includes voltage 
level converters and low-voltage dc/dc converters, will be 
presented. 

A. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAPlace and Route Optimization 

At the layout level, the place and route should be opti- 
mized such that signals that have high switching activity 
(such as clocks) should be assigned short wires and signals 
with lower switching activities can be allowed progressively 
longer wires. Current design tools typically minimize the 
overall area or wire lengths given a timing constraint, 
which does not necessarily reduce the overall capacitance 
switched. An example of the benefits of this optimization 
is presented in Section VII-A. 

- 
Fig. 10. Circuit model for analyzing the effect of transistor 
sizing. 

I , 

1 3 10 
N, W L  SIZING FACTOR 

Fig. 11. Plot of energy versus transistor sizing factor for various 
parasitic contributions. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
B. Transistor Sizing 

Independent of the choice of logic family or topology, 
optimized transistor sizing will play an important role in 
reducing power consumption. For low power, as is true for 
high speed design, it is important to equalize all delay paths 
so that a single critical path does not unnecessarily limit 
the performance of the entire circuit. However, beyond this 
constraint, there is the issue of what extent the (W/L )  ratios 
should be uniformly raised for all the devices, yielding a 
uniform decrease in the gate delay and hence allowing for a 

corresponding reduction in voltage and power. It is shown 
in this section, that if voltage is allowed to vary, that the 
optimal sizing for low power operation is quite different 
from that required for high speed. 

In Fig. 10, a simple two-gate circuit is shown, with the 
first stage driving the gate capacitance of the second, in 
addition to the parasitic capacitance C, due to substrate 
coupling and interconnect. Assuming that the input gate 
capacitance of both stages is given by NCref, where Cref 
represents the gate capacitance of a MOS device with the 
smallest allowable (W/L) ,  then the delay through the first 
gate at a supply voltage VIef is given by 
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Bit-line 

= 5pF 

Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA12. Signal amplificatiodswing reduction in memory circuits. 

where cy is defined as the ratio of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAC, to Crefr and K 
represents terms independent of device width and voltage. 
For a given supply voltage Vrefr the speed up of a circuit 
whose W/L ratios are sized up by a factor of N over 
a reference circuit using minimum size transistors ( N  = 
1) is given by (1 + a / N ) / ( l  + cy). In order to evaluate 
the energy performance of the two designs at the same 
speed, the voltage of the scaled solution is allowed to vary 
as to keep delay constant. Assuming that the delay scales 
as l/Vdd (ignoring threshold voltage reductions in signal 
swings) the supply voltage, VAT, where the delay of the 
scaled design and the reference design are equal is given by 

Under these conditions, the energy consumed by the first 
stage as a function of N is given by 

Energy(N) = (C, + NCref)Vi. 

' (13) 

After normalizing against Eref (the energy for 
the minimum size case), Fig. 11 shows a plot of 
Energy(N)/Energy( 1) versus N for various values 
of cy. When there is no parasitic capacitance contribution 
(i.e., a = 0), the energy increases linearly with respect 
to N. and the solution utilizing devices with the smallest 
(W/L) ratios results in the lowest power. At high values of 
a, when parasitic capacitances begin to dominate over the 
gate capacitances, the power decreases temporarily with 
increasing device sizes and then starts to increase, resulting 
in a optimal value for N .  The initial decrease in supply 
voltage achieved from the reduction in delays more than 
compensates the increase in capacitance due to increasing 
N .  However, after some point the increase in capacitance 
dominates the achievable reduction in voltage, since the 
incremental speed increase with transistor sizing is very 
small (this can be seen in ( l l ) ,  with the delay becoming 
independent of a as N goes to infinity). Throughout the 
analysis we have assumed that the parasitic capacitance 
is independent of device sizing, which is the common 
case when interconnect dominates. However, the drain 

- - NCref(l+ ~r/N)~1/;2,f 
(1 + a)2 

VoltsA 

O W  I 
I 

IO 20 40 60 80 100bt(ns) 

and source diffusion and perimeter capacitances actually 
increase with increasing area, favoring smaller size devices 
and making the above a worst-case analysis. Also plotted 
in Fig. 11 are simulation results from extracted layouts of 
an 8-b adder carry chain for three different device ( W/L)  
ratios ( N  =1, N = 2, and N = 4). The curve follows the 
simple first-order model derived very well, and suggests 
that this example is dominated more by the effect of gate 
capacitance rather than parasitics. In this case, increasing 
devices (W/L)'s does not help, and the solution using the 
smallest possible (W/L) ratios results in the best sizing. 

These results indicate that minimum sized devices should 
be used when the total load capacitance is not dominated 
by the interconnect. This is indeed the case for circuitry 
that drive local busses inside datapaths. To drive large 
capacitances, such as between datapath modules or off-chip, 
buffers with appropriate strength can be used. 

A low-power cell library has been designed which mostly 
uses minimum sized devices to implement most logic func- 
tions and has been used to design the circuits described in 
Section VII. This cell library typically switches a factor of 
2-3 lower capacitance compared to cell libraries optimized 
for speed. 

C. Reduced Swing Logic 

Reducing the power supply voltage is clearly a very 
effective way to reduce the energy per operation since it has 
a quadratic impact on the power consumption. At a given 
reduced supply voltage, the output of CMOS logic gates 
will make rail to rail transitions; an approach to reducing 
the power consumption further at a fixed reduced supply 
voltage is to reduce the swing on the output node. For 
example, using an NMOS device to pull up the output will 
limit the swing to Vdd - V,, rather than rising all the way to 
the supply voltage. The power consumed for a 0 + Vdd - 
transition will be C~Vdd(Vdd- G) ,  and therefore the power 
consumption reduction over a rail to rail scheme will be 
3;Vdd/( Vdd - K). This scheme of using an NMOS device to 
reduce the swing has two important negative consequences: 
First, the noise margin for output high (NMH) is reduced 
by the amount VT, which can reduce the margin to 0 V, 
if the supply voltage is set near the sum of the thresholds. 
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Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA13. Level conversion output pad driver 

I Lf 

Fig. 14. Low-voltage dc/dc buck converter. 

Second, since the output does not rise to the upper rail, a 
static gate connected to the output can consume static power 
for a high output voltage (since the PMOS of the next stage 
will be “on”), increasing the effective energy per transition. 

Therefore, to utilize the voltage swing reduction, special 
gates are needed to restore the noise margin to the signal, 
and eliminate short-circuit currents. These gates require 
additional devices that will contribute extra parasitic capac- 
itances. Fig. 12 shows a simplified schematic of such a gate, 
used in the FIFO memory cells of a low-power cell library 
[6]. This circuit uses a precharged scheme and the device 
M3 is used to clip the voltage of the bit-line (which has 
several transistors similar to M5 connected to it) to zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAV d d  - v,, 
where V, > zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA60 due to the body effect. The devices M1 
and M4 are used to precharge the internal node (the input 
of the inverter) to V d d ,  and the bit-line to V d d  - V,. During 
evaluation (cp = “l”), if V,, is high, the bit-line will begin to 
drop, as shown in the SPICE output next to the schematic. 
Because the capacitance ratio of the bit-line to the internal 
node is very large, once the bit-line has dropped roughly 
200 mV to sufficiently turn on M3, the internal node quickly 
drops to the potential of the bit-line, providing signal 
amplification. Thus this circuit greatly reduces the voltage 
swing on the high-capacitance bit-line, which reduces the 
energy, and provides signal amplification, which reduces 
the delay, as well. If the load on the bit-line was on the order 
of just a few gates, the energy savings would be marginal, 
due to the extra parasitic capacitances and therefore the 
signal swing reduction technique presented above is most 
useful for high-capacitance nodes. 

D. Low-Voltage Support Circuitry: Level Converting Pad 

One important type of circuit required for low-voltage 
operation is a level-shifter that can convert low-voltage 

signal swings from the core of the low-power chips (e.g., 
1.5 V) to the high-voltage signal swings required by VO 
devices (e.g., 5 V required by displays) or vice-versa. 
Fig. 13 shows the schematic of a level converting output 
pad driver. 

This tri-stateable output buffer uses two supply voltages, 
the low-voltage supply, V&L, that is tied to the pad-ring 
and the high-voltage supply, V d d H ,  coming in through 
another unbuffered pad. The low-to-high conversion circuit 
is a PMOS cross coupled pair (M3, M4) connected to the 
high supply voltage, driven differentially (via M1, M2) 
by the low-voltage signal from the core. The N-device 
pulldowns, M1 and M2, are dc ratioed against the cross 
coupled P-device pullups, M3 and M4, so that a low- 
swing input (&,& = 1 V) guarantees a correct output 
transition ( V & H  = 5 V). That is, the PMOS widths 
are sized so that the drive capability of the NMOS can 
overpower the drive of the PMOS, and reverse the state 
of the latch. This level-converting pad consumes power 
only during transitions and it consumes no dc power. The 
remaining buffer stages and output driver are supplied by 
VddH. This level-conversion pad will work only with an 
NWELL process since it requires isolated wells for the 
PMOS devices that are connected to the high voltage and 
the ones that are connected to the low-voltage devices. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
E. Low-Voltage Support Circuitry: High Eficiency 
Low-Voltage de/& Conversion 

The architecture driven voltage scaling strategy which 
will be presented later assumes that the supply voltage is 
a free variable. In order to realize such portable systems 
in which different parts of the system could operate at 
their own “optimum” supply voltage and communicate with 
each other using the level-conversion circuitry described in 
Section IV-D, the design of high efficiency low-voltage (in 
which the voltage can be made programmable) switching 
regulators must be considered. Fig. 14 shows the schematic 
of a Buck regulator that can be used to generate low- 
supply voltages with high efficiency. The converter works 
by chopping the input voltage to reduce the average volt- 
age. This produces a square-wave of duty cycle D with 
frequency f s  at the inverter output node V,. The chopped 
signal is filtered by the second-order low-pass filter ( L f  
and C,) to reduce the ac component to an acceptable ripple 
value. Buck converters are capable of a 0% to 100% duty 
factor and the output voltage is approximately equal to 
the input voltage multiplied by duty factor. For example, 
with V,,, = 6 V and D = 25%, the output voltage is 
1.5 V. The output can be set to an arbitrary value by 
controlling the duty cycle on the inverter output node V,. 
There are three main sources of dissipation that cause the 
conversion efficiency of this circuit to be less than unity: 
conduction loss (12R loss in the power transistors and 
filter components), switching loss (CzV,:fs loss due to 
parasitics), and Cgy’,fs gate drive loss for each FET. Four 
techniques are presented in [7] to improve the efficiency 
of the converter at reduced voltages and current levels. 
Synchronous Rectification: The free-wheeling diode used 
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Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA15. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBADie photo of a 1.5 V buck converter [7] 

in conventional high voltage converters is replaced with a 
gated NMOS device (Ml). For low output voltage levels, 
the diode's voltage drop becomes a significant fraction of 
the output voltage, leading to large conduction loss. A 
gated NMOS device can achieve the same function more 
efficiently. 

I) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBASoft zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBASwitching: Capacitive switching loss is nearly 
eliminated by using the filter inductor as a current source to 
charge and discharge the inverter node; therefore, the power 
transistors are turned on and off at V ~ S  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA= 0 (referred to 
as zero voltage switching (ZVS)). This factor is especially 
important for high-frequency converters. 

2) Adaptive Dead Time Control: ZVS depends critically 
on the dead-time, during which neither M1 nor M2 con- 
ducts. A fixed dead-time designed assuming an average 
current load can result in significant losses if operating 
conditions change. An adaptive dead-time control through 
a negative feedback loop is used to accommodate varying 
operating conditions and process variations. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

3)  Resonant-Transition Gate-drive: A resonant inductor 
is used to charge and discharge the gate capacitances of the 
power devices, recycling a significant fraction of the gate 
charge. Fig. 15 shows the die photo of the low-voltage 
converter. 

F. Logic Minimization and Technology Mapping 

Recently some effort has gone into changing the op- 
timization criteria for synthesizing logic structures (both 
combinational and sequential) to one that addresses low 
power. Typical reduction in power consumption that can 
be achieved by optimizing at this level for random logic is 
on the order of 25%. Techniques have been proposed which 
choose logic to minimize switching [SI, position registers 
through retiming to reduce glitching activity [9] and to 
decrease power during the technology mapping phase [lo], 
[ 1 11 choosing gates from a library which reduces switching; 
for example a three input AND gate can be implemented as 
a single 3-input gate (i.e., NAND followed by an inverter) 
or two 2-input AND gates with different power results. 

Freauencv: 1 Mhz 
rv Voltaae:6V 

Output Power: 750mW 
Eff iciencv: 92% 
Technolom1.2pm 
m 1 0 . 2 c m  / 1.2pm 
M2;10.5cm / 1.2pm 
Size: 4.2" X 4.2" 

OUtDUt Voltaae : 1.5v 
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- 
MSB 

COMPARATOR 

A > B  

t 

Fig. 16. Using gated clocks to reduce power. 

G. Logic Level Power-Down and Gated Clocks 

Powering down has traditionally been applied only at 
the chip and module levels, however, the application to 
the logic level can also be very beneficial to reduce the 
switching activity at the expense of some additional control 
circuitry [12]. Assume a pipelined system for comparing 
the output of two numbers from a block of combina- 
tional logic as shown in Fig. 16; the first pipeline stage 
is a combinational block and the next pipeline stage is a 
comparator which performs the function A > B, where 
A and B are generated in the first stage (i.e., from the 
combinational block). If the most significant bits, A[N - I] 
and B [ N  - 11, are different then the computation of A > B 
can be performed strictly from the MSB's and therefore the 
comparator logic for bits A[N-  1 : 01 and B [ N -  2 : 01 is 
not required (and hence the logic can be powered down). If 
the data is assumed to be random (i.e., there is a 50% chance 
that A [ N  - 11 and B[N - I] are different), the power savings 
can be quite significant. One approach to accomplish this is 
to gate the clocks as shown in Fig. 16. The XNOR output 
of the A [ N  - 11 and B [ N  - 11 is latched by a special 
register to generate a gated clock. This gated clock is then 
used to clock the lower order registers. Since the latch to 
the lower bits is conditional, they must be made static. The 
standard TSPC register [13] is shown in Fig. 17 as modified 

506 PROCEEDINGS OF THE IEEE, VOL. 83, NO. 4, APRIL 1995 



CLOCK 

aK-- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
J I  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

our zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA( w b  MI zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Fig. 17. 
generate gated clocks. 

Schematic of a modified TSPC latch that is used to 

to support clock gating. As shown in the timing on the right 
side of Fig. 17, with the extra PMOS device MI, the output 
can be forced to a ZERO during the low phase of the clock. 
Without this device, it will not be possible to generate rising 
edges for the gated clock on two consecutive rising edges of 
the system clock. Gated clocks have been used extensively 
in the system presented in Section VII. 

V. ARCHITECTURE LEVEL OFTIMIZATION 

There is a great deal of freedom in optimizing archi- 
tectures for low power. An architecture driven voltage 
scaling strategy is presented in this section in which concur- 
rent architectures are used to retain throughput at reduced 
supply vo!tages. This is an extremely effective approach 
for power consumption reduction and can in many cases, 
yield more than an order of magnitude savings. Various 
architectural techniques are also presented to reduce the 
effective capacitance switched which involves the choice of 
number representation, exploitation of signal correlations, 
and resynchronization to minimize glitching. 

A. Architecture Driven Voltage Scaling 

The simple first order delay analysis presented in (10) is 
reasonably accurate for long channel devices. However, as 
feature sizes shrink below 1 .O pm, the delay characteristics 
as a function of lowering the supply voltage deviate from 
the first order theory presented since it does not consider 
carrier velocity saturation under high electric fields. As 

a result of velocity saturation, the current is no longer 
a quadratic function of the voltage but linear; hence, the 
current drive is significantly reduced and is approximately 
given by I = WCoz(Vdd - Vt)vmax [14]. Given this 
and assuming the delay of a circuit is given by CVddlI, 

we see that the delay for submicron circuits is relatively 
independent of supply voltages at high electric fields. A 

“technology” based approach proposes choosing the power 
supply voltage based on maintaining the speed performance 
for a given submicron technology [15]. By exploiting the 
relative independence of delay on supply voltage at high 
electric fields, the voltage can be dropped to some extent 
for a velocity-saturated device with very little penalty in 
speed performance. Because of this effect, there is some 
movement to a 3.3 V industrial voltage standard since at this 
level of voltage reduction, to the “critical voltage,” there is 
not a significant loss in circuit speed [15]. This approach 
can achieve a 60% reduction in power when compared to 
a 5 V operation [ 161. 

The above mentioned “technology” based approach is 
focusing on reducing the voltage while maintaining device 
speed, instead of attempting to maintain computational 
throughput at a minimum power level. From (1) it is clear 
that CMOS logic gates achieve lower power-delay products 
as the supply voltages are reduced. In fact, once a device 
is in velocity saturation there is a further degradation in 
the energy per computation, so in minimizing the energy 
required for computation, the above critical voltage pro- 
vides an upper bound on the supply voltage (whereas in 
the technology scaling theory it provided a lower bound!). 
It now will be the task of the architecture to compensate for 
the reduced circuit speed, that comes with operating below 
the critical voltage. Examples of optimizing architectures 
for both arithmetic and memory computation are presented 
below. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

1)  Arithmetic Computation: A Simple Adder Comparator 
Datapath zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA[I 71 (Computation Without Feedback): To illus- 
trate how architectural techniques can be used to compen- 
sate for reduced speeds, a simple 8-b datapath consisting 
of an adder and a comparator is analyzed assuming a 2.0 
pm technology. As shown in Fig. 18, inputs A and zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAB are 
added, and the result compared to the worst-case delay 
through the adder, comparator and latch is approximately 
25 ns at a supply voltage of 5 V, the system in the best 
case can be clocked with a clock period of T = 25 ns. 
When required to run at this maximum possible throughput, 
it is clear that the operating voltage cannot be reduced 
any further since no extra delay can be tolerated, hence 
yielding no reduction in power. We will use this as the 
reference datapath for our architectural study and present 
power improvement numbers with respect to this reference. 
The power for the reference datapath is given by 

where CIef is the total effective capacitance being switched 
per clock cycle. The effective capacitance was determined 
by averaging the energy over a sequence of input pat- 
terns with a uniform distribution. One way to maintain 
throughput while reducing the supply voltage is to utilize 
a parallel architecture. As shown in Fig. 19, two identical 
adder-comparator datapaths are used, allowing each unit to 
work at half the original rate while maintaining the original 
throughput. Since the speed requirements for the adder, 
comparator, and latch have decreased from 25 ns to 50 ns, 
the voltage can be dropped from 5 V to 2.9 V (the voltage at 
which the delay doubled, from Fig. 7). While the datapath 
capacitance has increased by a factor of 2, the operating 
frequency has correspondingly decreased by a factor of 2. 
Unfortunately, there is also a slight increase in the total 
“effective” capacitance introduced due to the extra routing, 
resulting in an increased capacitance by a factor of 2.15. 
Thus the power for the parallel datapath is given by 

= (2.15Cref)(0.58V,ef)2 (@) M 0.36Pref. (15) 
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Fig. 18. A zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAsimple datapath with corresponding layout. 

A zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAm B zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
2T 

Fig. 19. Parallel implementation of the simple datapath. 

The amount of parallelism can be increased to further re- 
duce the power supply voltage and the power consumption 
for a fixed throughput. However, as the supply approaches 
the threshold voltage of the devices, the delays increase 
significantly with a reduction in supply voltage and there- 
fore the amount of parallelism and corresponding overhead 
circuitry increase significantly. At some “optimum” voltage, 
the overhead circuitry due to parallelism dominates and the 
power starts to increase with further reduction in supply 

Another possible approach is to apply pipelining 
to the architecture, as shown in Fig. 20. With the 
additional pipeline latch, the critical path becomes the 
max[Tadder, Tcomparator], allowing the adder and the 
comparator to operate at a slower rate. For this example, 
the two delays are equal, allowing the supply voltage to 
again be reduced from 5 V used in the reference datapath 
to 2.9 V (the voltage at which the delay doubles) with 
no loss in throughput. However, there is a much lower 
area overhead incurred by this technique, as we only need 
to add pipeline registers. Note that there is again a slight 

~ 7 1 .  

increase in hardware due to the extra latches, increasing 
the “effective” capacitance by approximately a factor of 
1.15. The power consumed by the pipelined datapath is 

Ppipe = CpipeVZpefp ipe 

= (1.15Cref)(0.58V,ef)2fre~ NN 0.39Pref. (16) 

With this architecture, the power reduces by a factor 
of approximately 2.5, providing approximately the same 
power reduction as the parallel case with the advantage of 
lower area overhead. As an added bonus, increasing the 
level of pipelining also has the effect of reducing logic 
depth and hence power contributed due to hazards and 
critical races. 

Clearly an even bigger improvement can be obtained by 
simultaneously exploiting parallelism and pipelining. The 
summary of all these cases along with the area penalty is 
presented in Table 2. 

2) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAMemory zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAAccess: The same parallelism concept used 
in the previous section can be used to optimize memory 
operations for low-power. For example, Fig. 21 shows two 
alternate schemes for reading 8 b of data from memory 
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Fig. 20. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAPipelined implementation of the simple datapath 

Table 2 Architecture Based Voltage Scaling Results 

Architecture Voltage Power 
(normalized) (normalized) 

Simple 

Parallel 

Pipelined 2.9 V 0.39 

Pipelined-Parallel 2.0 3.7 0.2 

f -  8-bytes zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
8 bit display interface 

Fig. 21. 
ment enabling low-voltage operation. 

Parallel memory access reduces circuit speed require- 

at throughputf. On the left hand side is the serial access 
scheme in which the 8-b of data are read in a serial format 
and the memory is clocked at the throughput ratef. Assume 
that this implementation can operate at 3 V. Another 
approach is to read several words from memory and clock 
the memory at a lower rate for the same throughput. 
For example, reading 8 bytes in parallel implies that the 
memory can be clocked at the serial rate. This implies 
that the time available to read the memory for the parallel 
implementation is 8 times as long as the serial version and 
therefore the supply voltage can be dropped for a fixed 
throughput. The parallel version can run at a supply voltage 
of 1.1 V (based on the delay versus zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAv d d  for the SRAM 
presented in Section VII) while meeting throughput require- 
ments-note that once again the multiplexor is running at’ 
the throughput rate. An important point to note is that this 
optimization is possible only if the data access pattern is 
sequential in nature, as is the case for a video frame-buffer. 

B. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAMinimizing Switching Activity by Choice 
of Number Representation 

In most signal processing applications, two’s complement 
is typically chosen to represent numbers since arithmetic 

operations (addition and subtraction) are easy to perform. 
Fig. 22 shows a short segment of a speech signal and the 
associated transition probabilities (both the 0 ---f 1 and 1 + 

0) assuming two’s complement for each bit. 
The transition probability represents the average number 

of transitions per cycle. There are three important regions 
in the transition graph: the lower-order region (the LSB’s), 
the middle region, and the higher-order region [18]. In the 
lower-order region, the bits are uncorrelated both tempo- 
rally and spatially and therefore the transition probability 
is 5 ;  i.e., there is a 50% probability that the bits will 
be in the 0 state or 1 state-a reasonable assumption for 
slowly varying signals. The higher-order bits represent the 
sign-extension operation performed in two’s complement 
representation; i.e., the transition probability on the higher 
order bits is determined by the frequency at which the 
signal changes from positive to negative or from negative to 
positive. In the middle region, the transition of the bits fall 
between the transition probabilities of the lower-order bits 
and higher-order bits. The breakpoints (points of transition 
between the lower-order bits and the middle region and 
between the middle region and the higher-order bits) are 
determined by the mean and variance of the signal. One 
of the problems with two’s complement representation is 
sign-extension, which causes the MSB sign-bits to switch 
when a signal transitions from positive to negative or vice- 
versa (for example, going from -1 to 0 will result in all 
of the bits toggling). Therefore using a two’s complement 
representation can result in significant switching activity 
when the signals being processed switch frequently around 
zero and when they do not utilize the entire bit-width (i.e., 
the dynamic range is much smaller than the maximum 
possible value determined from the bit-width) since a lot of 
the MSB bits will perform sign extension. Even if a signal 
utilizes the entire bit-width, arithmetic operations such as 
scaling can reduce the signal dynamic range. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

1)  Reducing the Number of Transitions on Busses Using 
Sign Magnitude: One approach to minimizing the switching 
in the MSB’s is to use a sign-magnitude representation, in 
which only one bit is allocated for the sign and the rest 
for the magnitude. In this case, if the dynamic range of 
a signal does not span the entire bitwidth, only one bit 
will toggle when the signal switches sign, as opposed to 
the two’s complement representation where due to sign 
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Fig. 22. Data in signal processing applications is often correlated. 

extension several of the bits will switch. To illustrate this, 
consider gaussian data applied to a 16-b data-bus, and the 
let the signal have a mean of 0 and a 30 = 2". Fig. 23(a) 
shows the transition probabilities versus bit position number 
for two's complement representation as a function of the 
first order correlation coefficient p = cov(X,, . X,+l)/a2. 
A zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp = 0 indicates that the data is uncorrelated and therefore 
the transition probability for the MSB's is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA4 (i.e., there 
is a 50% chance the output is going to transition from 
positive to negative). A large positive correlation coefficient 
(e.g., +0.99) implies that the signal changes very slowly 
and therefore switches sign very infrequently (i.e., the 
transition probability is close to zero). Similarly, a negative 
correlation coefficient with a large magnitude (e.g., -0.99) 
implies that the signal changes frequently from positive to 
negative. 

The upper breakpoint (which represents the dynamic 
range of signal) lies at log2(3a) = 11 b in this case. 
Therefore for the two's complement representation, the bits 
from 11-15 indicate the activity of the sign bit. If a sign- 
magnitude representation is used (shown in Fig. 23(b)), the 
bits 11-14 will have a low transition activity, and bit 15, 
whose transitions represent the sign transition probability, 
will have the same activity as the two's complement 
representation. Also, the transition region has lower activity 
for the sign-magnitude representation. Clearly, there is 
an advantage in using sign-magnitude representation over 
two's complement to reduce the switching activity. 

From the above example, it is clear that the reduction 
in the number of transitions for sign-magnitude over two's 
complement is a function of both the dynamic range of 
the signal and the signal correlation coefficient. Consider 
evaluating the reduction in the number of transitions as a 
function of dynamic range and the correlation coefficient. 
Let the normalized dynamic range of a signal be defined as 
30/maximum amplitude. For a 16 b example, this turns out 
to be: 30  216- 1. Let the number of transitions represent the 
sum of the transitions per clock cycle for all the bits, i.e., 

16 

Number of Transistors = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAat .  (17) 
1=1 

0.7 
% 

0.6 
3 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
2 0.5 

E 0.4 
C 

0.3 .- 
c" 0.2 E 
I- 0.1 

1 nanaom uaia 

I I 1 
1 .  ' J A  

0 5 10 15 
Bit number 

0.0 ' 

Two's Complement Representation 

= p=a.99 antiFtelated 

1.0 - . 
B = log2 ( 3 0 )  zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

z.. 0.8 

$ 0.6 - 
n ,, 
m zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA0 0.4. 

e 
I- 0.2 

- 
- - - 

- : -I p=O uncorrelated 
C 

I - 

,, p4.99 verycorrelated 

O . O o '  i i '  6 .  b ' i o *  i z ' i 4  
Bit Number 

Sign-magnitude Representation 

p=-0.99 1.0 . , I . ' , I  

B = log2 ( 3 0 )  
E 0.8 . - 
n , 

e I- 0.2. 

p=-0.75 

p=-0.50 

p=-0.25 

p4.25 

p= 0 

p4.50 

p4.75 

p4.99 

14 
Bit Number 

Fig. 23. Transition activity for different number representations 

Fig. 24 shows a plot of the total number of transition 
as a function of the normalized dynamic range and the 
correlation factor for two's complement representation. For 
a correlation factor of p = 0, the number of transitions is 
equal to 8 and is independent of the normalized dynamic 
range since the data is random and each bit has a 50% 
probability of transitioning (28 transitions for a 16-b bus). 
For very correlated data (e.g., p = 0.99), the MSB's don't 
switch very often while the LSB's switch 50% of the 
time. Therefore, for a small normalized dynamic range, 
the average number of transitions is very small and for a 
large dynamic range it approaches the value of 8 (since 
the lower region with activity of 50% extends out to 
more bits). Similarly, for very anti-correlated data (e.g., 
p = -0.99), the MSB switch very frequently. Therefore, 
a small normalized dynamic range will result in a lot of 

PROCEEDINGS OF THE IEEE. VOL. 83. NO. 4, APRIL 1995 



16-bit bus zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAB zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
U 

k zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAp=o 
ir zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAb 5.0 p=0.99 (very correlated) 
c 

E 
* O’O.O 0.2 0.4 0.6 0.8 1.0 
l- 

Signal Dynamic Range zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAI Peak Amplitude 

Fig. 24. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBATransition activity for two’s complement representation. 
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Fig. 26. Two’s complement implementation of an accumulator. 

transitions (since many bits are allocated to sign extension) 
while the number of transition approaches 8 for high values 
of the normalized dynamic range. 

Fig. 25 shows the ratio of the number of transitions 
required in the two’s complement representation to the sign- 
magnitude representation as a functions of signal correlation 
and normalized dynamic range (plotted on a log axis). From 
this plot, it is clear that the biggest win for sign-magnitude 
representation is when the dynamic range is smallest and 
the signal is very anticorrelated. 

The above analysis suggests that sign-magnitude has 
some advantages in terms of the number of the transitions 
on busses. However, addition and subtraction computation 
are difficult to implement in sign-magnitude representation. 

I zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAh zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
I 

Bit Number 

Fig. 27. 
of the accumulator datapath assuming random inputs. 

Signal statistics for two’s complement implementation 

I 
500 1000 -75 (j 

Sample Number 

Fig. 28. 
suming random inputs. 

Signal value for two’s complement implementation as- 

Sign-magnitude is therefore most useful for cases where 
large busses have to be driven (for example external mem- 
ory access), where the overhead for converting back to 
two’s complement is quite insignificant compared to the 
reduction in capacitance switched in the large busses. That 
is, a small overhead capacitance is added to the system 
to reduce the overall switched capacitance. The scheme 
presented here is only one example of coding data for 
reducing power. There are several other schemes which can 
be used such as log representation, differential coding, gray- 
coding, etc. The coding scheme to be used is a function 
of signal statistics, capacitance overhead introduced, area 
overhead, delay, latency, etc. 

2 )  Reducing Activity fo r  Arithmetic Computation: As men- 
tioned in the previous section, sign-magnitude has some 
advantages in terms of reducing the number of the tran- 
sitions on busses, but additiodsubtraction operations are 
difficult to implement. However, in several applications 
that require multiple additions inside a sample period (e.g., 
Multiply Accumulate Units of DSP filters), an architec- 
ture optimization can be used that trades silicon area for 
lower switching activity without altering the throughput. 
To illustrate this consider a correlator example in which 
the correlation length is 1024; the samples, whose values 
range from -7 to +7, are accumulated at 64 MHz. Fig. 26 
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Fig. 29. Sign magnitude impleinentation of an accumulator. 
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shows a conventional architecture for an accumulator that 
uses two’s complement representation. The accumulated 
result (adding 1024, 4-b numbers) is transferred to an 
accumulator register at 64 kHz. In this architecture, the 
MSB of the input, bit 3 (assuming that the LSB is bit 0), 
is tied to bits 4-13 of the adder input for sign-extension 
and therefore anytime the input switches sign, the MSB 
bit (which indicates the sign) will switch, resulting in 
all of the higher order input bits to the adder switching. 
Fig. 27 shows the transition activities for three signals 
in the two’s complement datapath assuming uniformly 
distributed inputs. For this distribution, the input is equally 
likely to be positive or negative, and therefore the sign- 
extension bits 3-1 3 have a transition probability close to 
i. Since the accumulator acts as a low-pass filter (i.e., 
CURRENT-SUMx = CURRENT-SUM,,-- 1 + IN,y), the 
higher order bits have little switching activity even when the 
input is rapidly varying; that is, the accumulator smoothes 
the input signal. This is shown in Fig. 28 which shows 
the CURRENT-SUM output and the input value for 1024 
samples (here the input is random and varying from -7 
to +7). Although the CURRENT-SUM has low switching 
activity, the adder output (before the latch) has significant 
switching activity due to glitching, as seen from Fig. 27. 
The glitching activity arises since all of the input bits to 
the adder switch each time the input changes sign, and 
this results in high switching activity of the adder (even 
though the final adder output at the end of the cycle does not 
change too much relative to its value at the beginning of the 
cycle). Another approach for implementing the accumulator 
is to use a sign-magnitude representation whose datapath 
is shown in Fig. 29. Here two accumulator datapaths are 
used, one that sums all positive numbers and one that 
sums all negative numbers. The latched sign-bit from the 
input register is used to generate gated clocks that enables 
the positive datapath latch or the negative datapath latch; 
this ensures that this scheme does not increase effective 
clock load. At the end of 1024 cycles, the positive and 
negative accumulated values are transferred to separate 
registers. A subtract operation is then performed at the 
lower frequency and therefore is quite negligible in terms 
of capacitance overhead. The key to low-power is that there 
is no sign-extension is being performed and therefore the 
adder has a low switching activity in the higher order bits. 

2.13 mW 2.43 mW 

3.42 mW 2.51 mW 

5.28 mW 2.46 mW 

Bit Number 

Signal statistics for sign magnitude implementation of Fig. 30. 
the accumulator datapath assuming random inputs. 

Table 3 Number Representation Tradeoff for Arithmetic 

Input Pattern I Two’s Complement I Sign Magnitude 

In fact, the higher order bits only need an incrementer (as 
opposed to a full-adder required by the two’s complement 
implementation), reducing the number of gates that are 
switched in the accumulator. Fig. 30 shows the transition 
activities for the output of the adders in both datapaths. Also 
shown in the figure is the transition activity for the two’s 
complement implementation and the sum of the transition 
activities for the sign-magnitude implementation; we can 
see that the glitching activity is significantly reduced in the 
sign-magnitude implementation. The sign-magnitude im- 
plementation, however, requires control circuitry (overhead 
capacitance) to generate the timing signals for the various 
latches in the implementation. 

By keeping the computation for positive data and nega- 
tive data separate, the power is not very sensitive to rapid 
fluctuations in the input data. Table 3 shows the power 
estimates for various input patterns. Again, the biggest 
advantage is when the sign toggles frequently. For the case 
when the input changes very slowly, the sign-magnitude 
implementation consumes more power (15%) due to the 
capacitance switched by the control overhead circuitry. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
C. Ordering of Input Signals 

The switching activity can be reduced by optimizing 
the ordering of operations in a design. To illustrate this, 
consider the problem of multiplying a signal with a con- 
stant coefficient, which is a very common operation in 
signal processing applications. Multiplications with con- 
stant coefficients are often optimized by decomposing the 
multiplication into shift-add operations and using the CSD 
representation. Consider the example in which a multi- 
plication with a constant is decomposed into IN + IN 
>> 7 + IN >> 8.  The shift operations (denoted by >) 
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Fig. 31. Reducing activity by reordering inputs 

represent a scaling operation, which has the effect of 
reducing the dynamic range of the signal. This can be 
seen from Fig. 31 which shows the transition probability 
for the 3 signals IN, IN >> 7 and IN >> 8. In this 
example, IN has a large variance and almost occupies the 
entire bit-width. The shifted signal are scaled and have a 
much lower dynamic range. Now consider the two alternate 
topologies of implementing the two required additions. In 
the first implementation, IN and IN >> 7 are added in 
the first adder and the sum (SUM1) is added to IN >> 
8 in the second adder. In this case, the SUMl transition 
characteristics is very similar to the characteristics of the 
input IN since the amplitude of IN >> 7 is much smaller 
than IN and the 2 inputs have identical sign-bits (since a 
shift operation does not change the sign). Similarly SUM2 
is very similar to SUMl since SUMl is much larger in 
magnitude than IN >> 8. In the second implementation 
(obtained by applying associativity and commutativity), the 

c zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
0 / E0.2 . 
c n ,  SUMl 
Eo.1 . zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

o - o b .  2 . ti . zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA6 . 8 . l o  ‘ 1 2  14 ’ 
Bit Number 

two small number IN >> 7 and IN >> 8 are summed in the 
first adder and the output is added to IN in the second 
adder. In this case, the output of the first adder has a small 
amplitude (since we are adding 2 scaled number of the same 
sign) and therefore lower switching activity. The second 
implementation switched 30% less capacitance than the first 
implementation. This example demonstrates that ordering 
of operation can result in reduced switching activity. 

D. Minimizing Glitching Activity 

As mentioned in Section 11-A-4 static designs can exhibit 
spurious transitions due to finite propagation delays from 
one logic block to the next (also called critical races 
and dynamic hazards); that is, a node can have multiple 
transitions in a single clock cycle before settling to the 
correct logic level. To minimize the “extra” transitions and 
power in a design, it is important to balance all signal paths 
and reduce the logic depth. For example, consider the two 

CHANDRAKASAN AND BRODERSEN MINIMIZING POWER CONSUMPTION 513 



Fig. 32. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAReducing the glitching activity by balancing signal 
paths. 

implementations for adding four numbers shown in Fig. 32 
(assuming a cascaded or nonpipelined implementation). 
Assume that all primary inputs arrive at the same time. 
Since there is a finite propagation delay through the first 
adder for the chained case, the second adder is computing 
with the new C input and the previous output of zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAA zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA+ zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAB. 
When the correct value of A + B finally propagates, the 
second adder recomputes the sum. Similarly, the third adder 
computes three times per cycle. In the tree implementation, 
however, the signal paths are more balanced and the amount 
of extra transitions is reduced. The capacitance switched 
for a chained implementation is a factor of 1.5 larger than 
the tree implementation for a four input addition and 2.5 
larger for an eight input addition. The results presented 
above indicate that increasing the logic depth (through more 
cascading) will increase the capacitance due to glitching 
while reducing the logic depth will increase register power. 
Hence the decision to increase or decrease logic depth is 
based on a tradeoff between glitching capacitance versus 
register capacitance. Also note that reducing the logic depth 
can reduce the supply voltage while keeping throughput 
fixed. 

E. Degree zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof Resource Sharing 

A signal processing algorithm has a required number of 
operations that have to be performed within the given sam- 
ple period. One strategy for implementing signal processing 
algorithms is the direct mapping approach, where there is 
a one to one correspondence between the operations on the 
signal flow graph and operators in the final implementa- 
tion. Such an architecture style is conceptually simple and 
requires a small or no controller. Often, however, due to 
area constraints or if very high-throughput is not the goal 
(e.g., speech filtering), time-multiplexed architectures are 
utilized in which multiple operations on a signal flowgraph 
can be mapped onto the same functional hardware unit. 
Given that there is a choice between time-multiplexed 
and fully parallel architectures, as is the case in low to 
medium throughput applications, an important question 
arises which is what is the architecture that will result in 
the lowest switching activity. To first order, it would seem 
that the degree of time-multiplexing would not affect the 
capacitance switched by the logic elements or interconnect. 
For example, if a data flowgraph has five additions to 
be performed inside the sample period, it would seem 
that there is no difference between an implementation in 
which one physical adder performs all five additions or 

Number of Bus Transitions Per Cycle zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
4 = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA2 (1 + UZ+ 1/4+ ... +U128) 

Skew Between Counter Outputs 

Fig. 33. Activity tradeoff for time-multiplexed hardware: 
Bus-sharing example. 

an implementation in which there are five adders each 
performing one addition per sample period. It would seem 
that the capacitance switched should only be proportional 
to the number of times the additions were performed. 
However, this turns out not to be the case. To understand 
this tradeoff, consider two examples of resource sharing: 
sharing busses and sharing execution units. 

I )  Example I :  Time-sharing Busses (Output of Two Coun- 
ters): Consider an example of two counters whose outputs 
are sent over parallel and time-multiplexing busses as 
shown in Fig. 33. In case 1, we have two separate busses 
running at frequency f while case 2 has one bus running at 
2f.  Therefore for a fixed voltage, the power consumption 
for the parallel implementation is given by 

where Cribs is the physical capacitance per bit of BUS 1 and 
BUS2 (assume for simplicity that all bits have the same 
physical capacitance) and CY, is the transition activity for 
bit i (for both 0 + 1 and 1 + 0 transitions and therefore 
there is a factor of in (1 8)). In this case, since the output 
is coming from a counter, the activity is zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAai = 1 +$ 
+ + . . . + since the LSB switches every cycle, the 
2nd LSB switches every other cycle, etc. This means that 
each bus will have on the average a total of approximately 
two transitions per clock cycle. For the time-multiplexed 
implementation, we have one bus Cbs running at twice the 
frequency. Typically Cbs will be smaller than Cribs since 
with fewer interconnects, it is easier to route the chip and 
hence the wire lengths are smaller. The goal here is to show 
that the activity CY’ is modified due to time-multiplexing and 
the power consumption for this implementation is given by 

Fig. 33 shows the plot of total number of transitions per 
cycle (i.e., Ea’) for the time-shared case as a function 
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example. 

Activity tradeoff for time-multiplexed hardware: Adder 

of the skew between the counter outputs. The figure also 
shows the number of transitions for the nontime-shared 
implementation which is independent of skew and is equal 
to 4 (for 2 busses). As seen from this figure, except for 
one value of the counter skew (when the skew is = 0), the 
“parallel” implementation has the lower switching activity. 
This example shows that time-sharing can significantly 
modify the signal characteristics and cause an increase in 
switching activity. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

2 )  Example 2: Time-sharing Execution Units: The second 
example is a simple second order FIR filter which will 
demonstrate that time-multiplexing of execution units can 
increase the switched capacitance. The FIR filter is de- 
scribed as follows: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Y = zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAno . X + . X@l + a2 . X@2 = A + B + C (20) 

where @ represents the delay operator and A = a. . X, zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
B = a l . X @ l  and C = a?.X@2. Also let 01= A+B. The 
value of the coefficients are: a0 = 0.15625, a1 = 0.015625, 
and a2 = -0.046875. 

One possible implementation might be to have two 
physical adders, one performing A + B = 0 1  and the other 
performing 01 + C. An alternate implementation might be 
to have a single time-multiplexed adder performing both 
additions. So, in cycle 1, A + B is performed, and in 
cycle 2, 01 + C is performed. The topologies for the two 
cases are shown is Fig. 34. In the first implementation, the 
adders can be chained and therefore the effective critical 
path can be reduced (chaining two ripple carry adders 
of N bits has a delay = ( N +  1) . Delay of one bit); 
it is clear that this will result in extra glitching activity 
but since the objective here is to isolate and illustrate the 
activity modification only due to time multiplexing, the first 
implementation is assumed to be registered. The IRSIM 
simulator was used to determine the switching activity for 
the adders in the two implementations assuming speech in- 
put data. The transition activities for the two adders for the 
parallel implementation and the average transition activity 
per addition for the time-multiplexed implementation are 

shown in Fig. 34. The results once again indicate that time- 
multiplexing can increase the overall switching activity. 
The basic idea is that in the fully parallel implementation, 
the inputs to the adders change only once every sample 
period and the source of inputs to the adders are fixed (for 
example, IN1 of adder1 always comes from the output of 
the multiplier a0 * X). Therefore, if the input changes very 
slowly (i.e., the input data is very correlated), the activity 
on the adders become very low. However, in the time 
multiplexed implementation, the inputs to the adder change 
twice during the sample period and more importantly arrive 
from different sources. For example, during the first cycle, 
IN2 of the time-multiplexed adder is set to B and during 
the second cycle, IN2 of the time-multiplexed adder is set 
to C. Thus even if the input is constant (which implies 
that the sign of X ,  X e l ,  and X Q 2  is the same) or slowly 
varying, the sign of B and C will be different since the 
sign of the coefficients a1 and a2 are different. This will 
result in the input to adder switching more often and will 
therefore result in higher switching activity. That is, even 
if the input to the filter does not change, the adder can still 
be switching. For this example, the time multiplexed adder 
switched 50% extra capacitance per addition compared to 
the parallel case (even without including the input changes 
to adders or the multiplexor overhead). 

VI. ALGORITHM LEVEL OPTIMIZATION 

The choice of algorithm is the most highly leveraged 
decision in meeting the power constraints. The ability for 
an algorithm to be parallelized is critical and the basic 
complexity of the computation must be highly optimized. In 
this section, a few examples illustrating the tradeoffs at the 
algorithmic level is presented which include exploitation of 
concurrency and minimizing the number of operations. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
A. Voltage Reduction using Algorithmic Transformations 

In the Section V-A, an architecture driven voltage scaling 
strategy was presented in which the computation was 
parallelized to reduce the supply voltage and power. The 
examples presented in Section V-A did not have any 
feedback and the computation was easily parallelizable. 
In applications that have feedback (e.g., infinite impulse 
response), the computation cannot be easily parallelized 
and algorithmic transformations are required to alleviate 
the recursive bottlenecks. To illustrate the application of 
speedup transformations to lower power, consider a first 
order IIR filter, as shown in Fig. 35(a), with a critical path 
of 2 (assume for simplicity that each operation takes one 
control cycle) [19]. Due to the recursive bottleneck [20] 
imposed by the filter structure, it is impossible to reduce the 
critical path using retiming or pipelining. Also, the simple 
structure does not provide opportunities for the application 
of algebraic transformations (associativity, distributivity, 
etc.) and applying a single transformation is not enough 
to reduce power in this example. Applying loop unrolling 
(Fig. 35(b)) does not change the effective critical path or 
capacitance and therefore the supply voltage cannot be 
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Fig. 35. Using speedup transformation to reduce power 

altered; as a result, the power cannot be reduced. However, 
loop unrolling enables several other transformations such 
as distributivity, constant propagation ( A  * A = A*) ,  and 
pipelining which result in a significant reduction in power 
dissipation. After applying loop unrolling, distributivity, 
and constant propagation in a systematic way, the output 
samples can be represented as 

The transformed solution has a critical path of 3 
(Fig. 3.3~)). However, pipelining can now be applied 
to this structure, reducing the critical path further to 2 
cycles (Fig. 35(d)). Since the final transformed block is 
working at half the original sample rate (since we are 
processing 2 samples in parallel), and the critical path 
is same as the original datapath (2 control cycles), the 
supply voltage can be dropped to 2.9 V (the voltage at 
which the delays increase by a factor of 2, see Fig. 7). 
However, note that the effective capacitance increases 
since the transformed graph requires 3 multiplications 
and 3 additions for processing 2 samples while the initial 
graph requires only one multiplication and one addition 
:o process one sample, or effectively a 50% increase in 
capacitance. The reduction in supply voltage, however, 
more than compensates for the increase in capacitance 
resulting in an overall reduction of the power by a 
factor of 2 (due to the quadratic effect of voltage on 
power). This simple example can be used to illustrate that 
optimizing for throughput will result in a zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAdzfferent solution 

17 - 

13 - 

9 -  
SPEED UP 

51 

UNROLLING FACTOR 

Fig. 36. 

speed. 
Optimizing for power is different than optimizing for 

than optimizing for power. For this example, arbitrary 
speedup can be achieved by continuing to apply loop 
unrolling combined with other transformations (algebraic, 
constant propagation, and pipelining). The speedup grows 
linearly with the unrolling factor, as shown in Fig. 36. 
If the goal is to minimize power consumption while 
keeping the throughput fixed, the speedup can be used to 
drop the supply voltage. Unfortunately, the capacitance 
grows linearly with unrolling factor (since the number of 
operations per input sample increases) and soon limits the 
gains from reducing the supply voltage. This results in an 
“optimum” unrolling factor for power of 3, beyond which 
the power consumption starts to increase again. 

This example brings out two very important points: First, 
the application of a particular transformation can have 
conflicting effects on the different components of power 
consumption. For example, a transformation can reduce 
the voltage component of power (through a reduction 
in the critical path) while simultaneously increasing the 
capacitance component of power. Therefore, while speedup 
transformations can be used to reduce power by allowing 
for reduced supply voltages, the “fastest” solution is often 
NOT the lowest power solution. Second, the application of 
transformations in a combined fashion almost always results 
in lower power consumption than the isolated application of 
a single transformation. In fact, it is often necessary to apply 
a transformation which may temporary increase the power 
budget, in order to enable the application of transformations 
which will result in a more dramatic power reduction. 

B. Minimizing the Number zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof Operations: 
Vector Quantization Exumple 

Minimizing the number of operations to perform a given 
function is critical to reducing the overall switching activity. 
To illustrate the power tradeoffs that can be made at 
the algorithmic level, consider the problem of compress- 
ing a video data stream using vector quantization. Vector 
quantization (VQ) is a lossy compression technique which 
exploits the correlation that exists between neighboring 
samples and quantizes samples together rather than indi- 
vidually. Detailed description of vector quantization can be 
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Fig. 37. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAVideo compression/decompression using vector quantization 
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Fig. 38. Tree structured vector quantization. 

found in [21]. Fig. 37 shows a block diagram of the VQ 
encodingldecoding process. On the encoder side, a group 
of pixels is blocked into a vector and compared (using a 
metric such as mean square error or absolute error) against a 
set of predetermined reproduction vectors (a set of possible 
pixel patterns) and the index of the best match is output. 
The decoder has a copy of all possible reproduction vectors 
(codebook) and the index of the best codeword is used to 
reconstruct the image using a simple table lookup operation. 
For this example, the image is segmented into 4 x 4 blocks 
(i.e., the vector size is 16 pixel words) and there are 256 
levels in the codebook. In this case, 16: 1 compression is 
achieved since only 8 b are transmitted (choosing 1 out of 
256 levels) instead of 16 x 8 b for the true data. In this 
section, the focus will be on evaluating the computational 
complexity of encoding algorithms for VQ. Typically, the 
distortion metric used is mean square error. The distortion 
metric between an input vector X and a codebook vector zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Ci is computed as follows: 

1: zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
j=0 

Three VQ encoding algorithms will be evaluated: full 
search, tree search, and differential codebook tree search. 

I )  Full Search Vector Quantization: Full search is a 
brute-force approach in which the distortion between the 
input vector and every entry in the codebook is computed. 
The distortion as defined in equation zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAX is computed 256 
times (for codebook entries CO through C255) and the 
code index that corresponds to the minimum distortion 
is determined and sent over to the decoder. For each 
distortion computation, there are 16 8-b memory accesses 
(to fetch the entries in the codeword), 16 subtractions, and 
16 multiplications and 15 additions. In addition to this, the 

ol(tgut 
(4x4 pixels) 

minimum of the 256 distortion values, which involves 255 
comparison operations, must be determined. 

2) Tree-Structured Vector Quantization: In order to re- 
duce the computational complexity required by an 
exhaustive full-search vector quantization scheme, a binary 
tree-search is typically used. The basic idea is to perform 
a sequence of binary search instead of one large search. 
As a result, the computational complexity increases as 
logN instead of N ,  where N is the number of nodes at 
the bottom of the tree. Fig. 38 shows the structure for the 
tree search. At each level of the tree, the input vector is 
compared against two codebook entries. If for example at 
level 1, the input vector is closer to the left entry, then the 
right portion of the tree is never compared below level 2 
and an index bit 0 is transmitted. This process is repeated 
till the leaf of the tree is reached. The TSVQ will in general 
have some degradation over the performance of the full 
search VQ due to the constraint on the search. However, 
this is typically not very noticeable [21] and the power 
reduction relative to the full search VQ is very significant. 
Here only 2 x log, 256 = 16 distortion calculations have 
to be made compared to 256 distortion calculations in the 
full search VQ. The number of comparison operations is 
also reduced to 8. 

3) Differential Codebook Tree-Structure Vector Quantiza- 
tion: Another option is to use the same search pattern as 
the previous scheme but perform computational transfor- 
mations to minimize the number of switching events [22]. 
In the above scheme, at each level of the tree, the distortion 
difference between the left node and right node needs to be 
computed. This is summarized by the following equation: 

15 

This equation can be manipulated to reduce the number of 
operations. 

j = O  
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B = (A + IN >>2) zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA1 B = l N * o l l l  

A = (IN >>4 t IN >>3) 

B = (IN >>4 + IN  >>3 + IN >>2) 

Fig. 39. 
elimination. 

Simple example demonstrating common subexpression 

# of Memory Accesses # of Multiplications # of Additions # of Subtractions 
4096 4096 3840 4096 
256 256 240 264 
136 128 128 0 

The first term in (27) can be precomputed for each level 
and stored. By storing and accessing 2 x (C r igh t j  - Cleftj), 

the number of memory access operations can be reduced; 
that is, by changing the contents of the codebook through 
computational transformations, the number of switching 
events-number of multiplications, additionskubtractions 
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Fig. 40. 
ber of operations. 

Scaling and common subexpression can reduce the num- 
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and memory accesses+an be reduced. Table 4 shows a 
summary of the computational complexity per input vector 
(16 pixels). 

Fig. 42. Gated clocks to shut down modules when not used. 

can be shared. In this implementation, A is first computed 

C. Minimizing Number zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAof Operations: 
Multiplication with Constants 

A powerful technique to reduce the number of operations 
is conversion of multiplications with constants into shift- 
add operations. Since multiplications with fixed coefficients 
are quite common in signal processing applications like 
DCT, filters, etc., the application scope of this trans- 
formation is large. The basic idea is that multiplication 
with 0 is a NOP and therefore a multiplication with a 
constant degenerates to shift-add operations corresponding 
to the 1's in the coefficient. Techniques and tools have 
been developed to scale coefficients so as to minimize the 
number of 1's in the coefficients so as to minimize the 
number of shift-add operations. In addition, if an input 
is being multiplied with multiple coefficients, some of the 
shift-add terms can be shared and the number of operations 
can be further reduced. Fig. 39 shows an example of 
exploiting multiple coefficients being multiplied with the 
same input. On the left is a brute force implementation in 
which each multiply is computed separately. On the right 
side is another approach which exploits common terms in 
the coefficients and therefore some of the shift-add terms 

and is then used in the computation of B. 
Fig. 40 shows an example of converting between the 

YIQ color space to the RGB color space for the video 
decompression module to be described later. The translation 
consists of a matrix multiplication with constant coeffi- 
cients. The graph in Fig. 40 shows the number of shift- 
add operations for the three coefficients being multiplied 
with the Q input as a function of the scaling factor (the 
constant that is multiplied to the three coefficients). The 
top curve represents the number of operations for scaling 
alone and the bottom one represents scaling plus common 
subexpression elimination. From this figure, it is obvious 
that there is a great degree of freedom in optimizing the 
coefficients for minimizing number of operations for low- 
power. 

VII. SYSTEM DESIGN EXAMPLE: A 

PORTABLE MULTIMEDIA TERMINAL 

In this section, the various techniques presented in the 
previous sections will be applied to the design of a portable 
multimedia terminal that will allow users to have untethered 
access to fixed multimedia information servers [23]. The 
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ing large datdcontrol busses. 

Optimizing placement for low-power: Example of rout- 

portable terminal is designed to transmit audio and pen 
input from the user to the network on a wireless uplink 
and will receive audio, texdgraphics, and compressed video 
from the backbone on the downlink. The portability require- 
ment resulted in the primary design focus to be on power 
reduction. The availability of communications between the 
terminal and computational resources at a fixed base station 
at the other end of the wireless link provides a major degree 
of freedom for optimizing power; i.e., any computation 
that does not have to be performed on the terminal (such 
as general purpose computation or application specific 
tasks such as speech and handwriting recognition) can be 
removed from the terminal. This resulted in a terminal that 
only provides the functionality to interface to U 0  devices, 
as shown in Fig. 41. Six chips provide the interface between 
a high speed digital radio modem and a commercial speech 
codec, pen input circuitry, and LCD panels for texVgraphics 
and full-motion video display. The chips provide protocol 
conversion, synchronization, error correction, packetization, 
buffering, video decompression, and D/A conversion at a 

total power consumption of less than 5 mW. A protocol 
chip is used to communicate between the various U 0  
devices in the system. On the uplink, 4 Kbps digitized 
pen data and 64 Kbps, p-law speech data are buffered 
using FIFO’s, arbitrated and multiplexed, packetized, and 
transmitted in a serial format to the radio modem. On the 
down link, serial data from the radio at a 1 Mbps rate 
is depacketized and demultiplexed, the header information 
(containing critical information such as data type and 
length) is error corrected and transferred through FIFO’s 
to one of the three output processing modules: speech, 
texdgraphics, and video decompression. The speech module 
communicates data serially to a codec from the FIFO at a 
rate of 64 Kbs. The texdgraphics module corrects error 
sensitive information, and generates the control, timing 
and buffering for conversion of the 32 b wide data from 
the texdgraphics frame-buffer (implemented using six low- 
power 64 Kb SRAM chips) to the 4-b at 3 MHz required 
by a 640 x 480, passive LCD display. The final output 
module is the video decompression which is realized using 
four chips. The algorithm used is vector quantization, 
which involves memory lookup operations from a codebook 
of 256 4 x 4 pixel patterns. Vector quantization was 
chosen over the JPEG algorithm to perform the video 
decompression since VQ requires a very low complexity 
decoder (and hence lower power). Compressed YIQ video 
is buffered using a ping-pong scheme (one for Y and one 
for IQ), providing an asynchronous interface to the radio 
modem and providing immunity against bursty errors. The 
amount of RAM required is reduced by a factor of 32 
by storing the video in the compressed format. The YIQ 
decompressed data is sent to another chip which converts 
this data to digital RGB and then to analog form using a 
triple DAC which can directly drive a 4” active matrix 
color LCD display. A fourth chip performs the video 

CHANDRAKASAN AND BRODERSEN: MINIMIZING POWER CONSUMPTION 519 



,,,, ., . . . .. .... ". " .. .. .. "-,~ zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
Vdd zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

Driver zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

0.8 

.- zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAB zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
e .- 
P 0.6 

Bitiine/ Vdd 
PrecRarge zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA

b Precharge .' 
Bit1 BitlBar 

Fig. 44. Precharge, sense-amp, and "glitch" free tn-state buffer 

- 

- 

control functions which include the synchronization of the 
various chips and the LCD display, control of the ping- 
pong memories and loading of the codebooks, and it uses 
an addressing scheme which eliminates the need for an 
output line buffer. As described earlier, the key to low- 
power design is operating at the lowest supply voltage; 
which can result in a reduction in computational throughput. 
However, this can be avoided by the use of parallelism and 
pipelining. This approach was used extensively for both 
arithmetic computation and memory access, allowing the 
supply voltage to be as low as 1.1 V, even with a process 
which has zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAVt, = 0.7 V and Vt, = -0.9 V. To interface the 
low-voltage core of the custom chips to U 0  devices running 
at 5 V, level-conversion pads are used (See Fig. 13). The 
entire chipset is implemented with a low-power cell library 
that features minimum sized transistors (as described in 
Section IV-B), optimized layout and logic with minimum 
switching activity. A few of the specific techniques used in 
each chip are outlined below. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA
A. Protocol Chip 

At the logic level, gated clocks are used extensively to 
power down unused modules. For example, consider the 
error correction module for the texdgraphics module. The 
basic protocol for the texdgraphics module that is sent 
over the radio link and the texdgraphics FIFO is address 
information for the frame-buffer followed by bit-mapped 
data. While address information is sensitive to channel 
errors, bit-mapped data is not very sensitive and therefore 
only the address information is error corrected. Fig. 42 
shows a block diagram of a power efficient implementation 
of this function. A register is introduced at the output of 
the FIFO and a gated clock is used to enable the error 
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time-multiplex hardware. 

correction module to only process the address information 
and the ECC is shut down during the rest of the time. In 
this manner, the inputs to the ECC are not switching around 
when the data portion of the protocol is accessed from the 
FIFO. Since typically, the address in only a small portion 
of the bandwidth compared to the data, significant power 
savings is possible. 

At the layout level, transition activity can be used to 
drive the placement and routing. Fig. 43 shows an example 
of routing large busses from the core to the pads for the 
protocol chip. The texdgraphics module on the protocol 
chip communicates to both the texdgraphics frame-buffer 
and to the texdgraphics display. The display requires 8 b 
(4 for the top half and 4 for the bottom half) at a rate 
of 3 MHz, while each SRAM block uses 32 b clocked 
at 3 MHz/8 (using the parallel access scheme described 
in Section V-A-2). The address bits are also clocked at 
3 MHz/8 and have very little activity since the accesses 
are mostly sequential. The approach to minimize power is 
to route the high activity display data (and display clock) 
which switches every cycle to have the shortest lengths, 
while the SRAM address, which have an activity factor 16 
times lower, are allowed to have the longest wires. 

B. Frame-Buffer SRAM 

The 64 kb SRAM frame buffer chips are internally 
organized into eight 8 kb blocks each. These memories 
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Chip Description Area (mmxmm) Minimum zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBASupply Voltage 
Protocol 9.4 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx 9.1 1.1 v 

Video Controller 6.7 x 6.4 1.1 v 
Luminance Decompression 8.5 x 6.7 1.1 v 

Color Space Conversion and Triple DAC 1.3 V 

Frame-buffer SRAM (with loading) 7.8 x 6.5 1.1 v 

Chrominance Decompression 8.5 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx 9.0 1.1 v 
4.1 x 4.7 

Fig. 47. Overview of the IP graphics multimedia zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAU 0  terminal 

Power at 1.5V 
1.9 mW 
500 pW 

150 pW 

115 p W  

100 p W  

1.1 mW 

were synthesized from a parameterized design that can be 
scaled on the chip, block, and subblock level making it 
easily retargeted for entire memory chips (as used in the 
frame buffer) or for on-chip memories for processors (such 
as in the video decompression chips). The frame buffer 
conserves power by minimizing both switching activity and 
voltage swing. At the system level, only one SRAM chip 
in a bank needs to be active at any given time because each 
chip has a full zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA32 b data bus. Thus by dividing the words 
among the chips by address (rather than by bit) only one 
chip consumes control overhead. The chip level architecture 
also minimizes switching by first decoding at the block 
level (using three address lines), and then activating only 
one of the eight memory blocks. Since each block has a 
32 b data bus, minimal column decoding (in this case 2 
to 1 required for sense amp pitchmatching) is needed, so 
only 64 bitlines are charged and discharged in the whole 
bank each cycle. Internally, the blocks themselves conserve 
power by using low-voltage-swing bitlines (as described for 
the FIFO in Section IV-C). The bitlines are precharged to 
an NMOS threshold voltage level below the supply voltage. 
For example, operating with a 1.1 V supply, the bitlines 
only swing between 0.35 V and 0.0 V. 

The blocks also conserve power by eliminating glitches 
on the data bus. In section, it was shown that balanced paths 
can be used to reduce glitching for static circuits; another 
approach is to use self-timing as used in the SRAM design. 
Basically, when a block is activated to read, its output is 
initially tristated; only as the sense-amp reads the data is 
the output enabled, so there can be no spurious transitions 
on the data bus (Fig. 44). 

C. Video Decompression and Display 

The video decompression and frame-buffer are very 
memory intensive and the parallelism technique described 
in Section V-A-2 was used to access the ping-pong frame- 
buffers and lookup table at very low rates and run the 
circuits at 1.1 V. For example, the video frame-buffer was 
clocked at 156 kHZ while meeting the throughput rate 
of 2.5 MHz. In the YIQ to RGB translation, which in- 
volves multiplication with constant coefficients, the switch- 
ing events are minimized at the algorithmic level by substi- 
tuting multiplications with hardwired shift-add operations 
(in which the shift operations degenerated to wiring) and 
by optimally scaling coefficients. In this way, the 3 zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAx 
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Fig. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA48. zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAVideo decompression hardware output 

3 matrix conversion operation degenerated to 8 addition. 
The implementation was fully parallel and therefore there 
was no controller. For zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAVO communication (between the 
decompression chips and the color space chip) and in 
the matrix computation, sign-magnitude representation is 
chosen over two’s complement to reduce the toggle activity 
in the sign bits. At the architecture level, time-multiplexing 
was avoided as it can destroy signal correlations, increasing 
the activity. Fig. 45 shows two alternate schemes for trans- 
mitting the I and Q data from the decompression chips to 
the color space converter chip. On the left is a fully parallel 
version in which I and Q have separate data busses. Also 
shown is the data for I and Q for a short segment in time. 
As seen, the data is slowly varying and therefore has low 
switching activity in the higher order bits. On the right is 
a time-multiplexed version in which there is a single time- 
shared bus in which the I and Q samples are interleaved. 
As seen from the signal value on the data bus, there is high 
switching on the data bus resulting in high activity and 
power. Fig. 46 shows the transition probability for both the 
parallel and time-multiplexed version. A low-voltage 6-b 
DAC based on a current switched array is used to drive 
the LCD. It operates down to 1.3 V, uses minimum sized 
devices for digital decoding, a single ended architecture to 
reduce the average power by a factor of 2 and a low-voltage 
current reference, and consumes on average 440 ,LLW at 
2.5 Mhz and 0.7 V,, output amplitude when continuously 
operational. The actual power measured in the system was 
lower since the DAC was shut down during the horizontal 
and vertical blanking periods. The specifications of the low 
power chipset which was fabricated in 1.2 km technology is 
given in Table 5 .  A PCB board containing the protocol chip, 
6 SRAM chips, a speech codec, and pen interface logic has 

been fabricated and tested. Various power supply voltages 
needed for the design including -17 V (adjustable using 
a trim-pot) for display drive, 12 V for dc to ac inverter 
for the backlight, 1.1 V for the custom chips, and -5 V 
for the speech codec have been realized using commercial 
chips. This board is integrated with the Plessey radio 
modem to realize a complete VO terminal with a 1 Mb/s 
wireless channel. Fig. 47 shows the photograph of the first 
generation InfoPad terminal (IPGraphics). The next version 
of InfoPad will provide support for one-way full motion 
video. Fig. 48 shows the output of the decompression chips 
(running at 1.3 V) on a 4” SHARP active matrix display. 

VIII. CONCLUSIONS 

A variety of approaches to reduce power consumption 
in CMOS circuits have been presented which involve 
optimization at all levels of the system design. At the tech- 
nology level, the key low-power consideration is threshold 
reduction which allows supply voltage scaling to below 
1 V. An optimum threshold voltage selection based on 
trading leakage and switching currents was presented which 
indicates that the threshold voltage should be scaled to 
the 0.3-0.4 V range as opposed to current day technology 
which uses a threshold voltage on the order of 0.7 V-1 
V. At next level, the physical, circuit, and logic levels are 
optimized for low power. This includes activity driven place 
and route, the use of minimum sized devices in cell design, 
use of reduced swing logic, and logic level optimization 
and power down. Optimization at the architectural level 
can have a major impact on power. An architecture driven 
voltage scaling strategy was presented in which parallel 
and pipelined architectures were used to scale the supply 
down into the 1-1.5 V range without loss in functionality. 
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This strategy combined with threshold reduction allows 
voltage reduction to about 0.5 V, which would result in 
two orders of magnitude of power reduction compared to 
conventional designs running at zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBA5 V. Various strategies 
were also presented for minimizing switched capacitance 
at the architectural level which includes choice of num- 
ber representation, exploitation of signal correlations, and 
minimizing glitching transitions. Finally, the choice of 
algorithm is the most highly leveraged decision in meeting 
the power constraints. The ability for an algorithm to 
be parallelized is critical and the basic complexity of 
the computation must be highly optimized. A number 
of the low-power techniques that were presented were 
applied to the design of a chipset for a portable multimedia 
terminal that supports pen input, speech zyxwvutsrqponmlkjihgfedcbaZYXWVUTSRQPONMLKJIHGFEDCBAWO and full-motion 
video. The entire chipset that performs protocol conversion, 
synchronization, error correction, packetization, buffering, 
video decompression and D/A conversion operates from a 
1.1 V supply and consumes less than 5 mW-which is more 
than three orders of magnitude lower power compared to 
equivalent commercial solutions. 
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