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Abstract: In this paper, we study two examples of minimum weight random graphs
with edge constraints. First we consider the complete graph on n vertices equipped with
uniformly heavy edge weights and use iteration methods to obtain deviation estimates
for the minimum weight of subtrees with a given number of edges. Next we analyze
edge constrained minimum weight paths in the integer lattice Z

d and employ martingale
difference techniques to describe the behaviour of the scaled minimum weight in terms
of the edge constraint.
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1 Introduction

Trees of complete graphs with random edge weights are important from both theoreti-
cal and practical perspectives. For independent and identically distributed (i.i.d.) edge
weights with a common cumulative distribution function (cdf) F (.) that varies linearly
close to zero, [5] studied convergence of the weight of the minimum spanning tree (MST)
of the complete graph Kn on n vertices. Later [2] studied asymptotics for the expected

value of the MST weight, when the edge weight distributions follow a power law distri-
bution. The paper [6] studied central limit theorems for a scaled and centred version
of the MST weight and more recently [1] studied bounds on the diameter of the MST.
The methods involve a combination of graph evolution via Kruskal’s agorithm along with
a component analysis of random graphs. For MSTs with nonidentical edge weight dis-
tributions, [10] use the Tutte polynomial approach [11] to compute expressions for the
expected value of MSTn.

In Section 2 of our paper, we study “approximate” MSTs containing O(n) edges,
obtained by placing random heavy weights in each edge of Kn that are not necessarily
identically distributed but are uniformly heavy. We use stochastic domination to obtain
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Minimum Weight Random Graphs 2

deviation type estimates for the minimum weight and use the martingale method to
bound the variance (see Theorem 2.1).

Next we study constrained paths in the integer lattice. Consider the following sce-
nario where each edge in the square lattice Z

d is associated with a random passage
time and it is of interest to determine the minimum passage time Tn between the ori-
gin and (n, 0, . . . , 0). The case of independent and identically distributed (i.i.d.) passage
times has been well-studied and detailed results are known regarding the almost sure
convergence and convergence in mean of the scaled passage time Tn

n (see [8]). Later [4]
studied central limit theorems for first passage across thin cylinders and recently [7] have
studied critical first passage percolation in the triangular lattice.

In many applications, the passage times may not be i.i.d. For example, if we model
vertices of Zd as mobiles stations and the edge passage times as the delay in sending a
packet between two adjacent stations, then depending on external conditions, the edges
may have different passage time distributions. In such cases, it is of interest to study
convergence properties of the minimum passage time Tn, with appropriate centering and
scaling. In Section 3 our paper, we state and prove our result (Theorem 3.1) regarding the
behaviour of the constrained minimum passage times as a function of the edge constraint.

The paper is organized as follows. In Section 2, we state and prove our result regarding
the asymptotic behaviour of weighted trees of the complete graph, with edge constraints.
Finally, in Section 3, we describe the behaviour of constrained minimum passage time
paths in the integer lattice Z

d.

2 Edge Constrained Minimum Weight Trees

For n ≥ 1, letKn be the complete graph with vertex set {1, 2, . . . , n}. Let {w(i, j)}1≤i<j≤n

be independent random variables with corresponding cumulative distribution functions
(cdfs) {Fi,j}1≤i<j≤n and for 1 ≤ j < i ≤ n, set w(i, j) := w(j, i). We define w(e) := w(i, j)
to be the weight of the edge e = (i, j) ∈ Kn and assume throughout that w(e) ≤ 1, for
simplicity.

A tree inKn is a connected acyclic subgraph. For a tree T with vertex set {v1, . . . , vt},
the weight of T is the sum of the weights of the edges in T ; i.e., W (T ) :=

∑

e∈T w(e).
For 1 ≤ τ ≤ n− 1 we define

Mn = Mn(τ) := min
T

W (T ), (2.1)

where the minimum is taken over all trees T ⊂ Kn having at least τ edges.
The following is the main result of this section. Constants throughout do not depend

on n.

Theorem 2.1. Suppose τ ≥ ρn for some 0 < ρ ≤ 1 and also suppose there are positive

constants D1 ≤ D2 and 0 < α < 1 such that

D1x
1

α ≤ Fi,j(x) ≤ D2x
1

α (2.2)
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for 0 ≤ x ≤ 1. There are positive constants Ci, 1 ≤ i ≤ 3 such that

P
(

C1n
1−α ≤ Mn ≤ C2n

1−α
)

≥ 1− e−C3n1−α

(2.3)

and C1n
1−α ≤ EMn ≤ C2n

1−α. Moreover, var(Mn) ≤ 2n.

To prove Theorem 2.1, we use the following preliminary Lemma regarding the be-
haviour of the exponential moments of small edge weights. For 1 ≤ j ≤ n and distinct
deterministic integers 1 ≤ a1, . . . , aj ≤ n let

Yj = Yj(a1, . . . , aj) := min
a/∈{a1,...,aj−1}

w(aj , a). (2.4)

Lemma 2.2. There are positive constants C1 and C2 not depending on the choice of {ai}
or j such that for any 1 ≤ j ≤ n− 1,

C1

(n− j)α
≤ EYj ≤

C2

(n− j)α
. (2.5)

Moreover for every s > 1 there are constants K,C ≥ 1 not depending on the choice

of {ai} or j such that for all 1 ≤ j ≤ n−K

EesYj ≤ exp

(

C

(n− j)α

)

. (2.6)

Proof of Lemma 2.2: In what follows, we use the following standard deviation es-
timate. Suppose Wi, 1 ≤ i ≤ m are independent Bernoulli random variables satisfy-
ing P(W1 = 1) = 1− P(W1 = 0) ≤ µ2. For any 0 < ǫ < 1

2 ,

P

(

m
∑

i=1

Wi > mµ2(1 + ǫ)

)

≤ exp

(

−
ǫ2

4
mµ2

)

. (2.7)

For a proof of (2.7, we refer to Corollary A.1.14, pp. 312 of Alon and Spencer (2008).
We first find the lower bound for EYj and then upper bound EYj and EesYj for

constant s > 1 in that order. The term Yj is the minimum of n − j edge weights
and so for 0 < x < (n − j)α we use the upper bound for the cdfs in (2.2) to get

that P
(

Yj >
x

(n−j)α

)

≥

(

1−D2
x

1
α

n−j

)n−j

, where D2 ≥ 1 is as in (2.2). Thus

(n − j)αEYj =

∫ (n−j)α

0
P

(

Yj >
x

(n− j)α

)

dx ≥

∫ (n−j)α

0

(

1−D2
x

1

α

n− j

)n−j

dx. (2.8)

To evaluate the integral in (2.8), we use 1− y ≥ e−2y for all 0 < y < 1
2 . Letting y =

D2x
1
α

n−j for 0 < x <
(

n−j
2D2

)α
we then have (1 − y)n−j ≥ e−2D2x

1
α and substituting this

3
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in (2.8) and using D2 ≥ 1, we get

(n− j)αEYj ≥

∫

(

n−j
2D2

)α

0
e−2D2x

1
α
dx ≥

∫

(

1

2D2

) 1
α

0
e−2D2x

1
α
dx =: C1

for all 1 ≤ j ≤ n− 1.
For upper bounding EYj, we again use the fact that the term Yj is the minimum

of n − j edge weights and so for 0 < x < (n − j)α we use the lower bound for the cdfs

in (2.2) to get P
(

Yj >
x

(n−j)α

)

≤

(

1−D1
x

1
α

n−j

)n−j

≤ e−D1x
1
α . Thus

(n− j)αEYj =

∫ (n−j)α

0
P

(

Yj >
x

(n− j)α

)

dx ≤

∫ ∞

0
e−D1x

1
α
dx =: C2, (2.9)

a finite positive constant not depending on the choice of {ai}.
To compute EesYj we split EesYj = I1 + I2, where I1 = EesYj11

(

Yj ≤
1
2s

)

and I2 =
EesYj11

(

Yj >
1
2s

)

and estimate each term separately. To evaluate I1, we bound ex ≤ 1+2x
for x ≤ 1

2 and set x = sYj ≤
1
2 to get that esYj ≤ 1 + 2sYj. Thus

I1 ≤ 1 + 2sEYj ≤ 1 +
2sC2

(n− j)α
, (2.10)

using (2.9).
To evaluate I2, we recall that Yj = mina/∈{a1,...,aj−1}w(aj , a) ≤ 1 is the minimum

of n − j independent edge weights. Using the upper bound for the cdfs in (2.2) we
have P

(

w(aj , a) >
1
2s

)

≤ 1− D1

(2s)
1
α
< 1, since D1 ≤ 1 and s > 1. Setting e−θ = 1− D1

(2s)
1
α
,

we therefore have θ > 0 and that P
(

Yj >
1
2s

)

≤ e−θ(n−j). Finally using Yj ≤ 1 (since all
edge weights are at most one) we get

I2 = EesYj11

(

Yj >
1

2s

)

≤ esP

(

Yj >
1

2s

)

≤ ese−θ(n−j) ≤
esC2

(n− j)α
, (2.11)

where C2 > 0 is as in (2.10), provided n − j ≥ K + 1 and K = K(s, C2) is large. The
final estimate in (2.11) is obtained using xαe−θx −→ 0 as x → ∞.

From (2.10) and (2.11), we therefore get for 1 ≤ j ≤ n−K that

EesYj ≤ 1 +
2sC2

(n− j)α
+

esC2

(n− j)α
≤ exp

(

2sC2 + esC2

(n− j)α

)

,

proving (2.6).

Proof of Theorem 2.1: We obtain the lower deviation bound by counting the number of
edges with large enough weight and the upper deviation bound by constructing a spanning

4
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path with low weight analogous to Aldous (1990). The expectation bounds then follow
from (2.3). To compute the variance, we use the martingale difference method. In fact,
from the variance bound, we get that var

(

Mn

n1−α

)

≤ C
n1−2α and so if α < 1

2 , then
Mn−EMn

n1−α

converges to zero in probability. Details follow.
We begin with the proof of the lower deviation bound. For γ > 0 a small constant,

let Rtot :=
∑

e∈Kn
11
(

w(e) <
(γ
n

)α)
be the number of edges of weight at most

( γ
n

)α
.

We estimate Rtot using the standard deviation bound (2.7). First, we have from the
bounds for the cdfs in (2.2) that P

(

w(e) <
( γ
n

)α)
< D2γ

n and since the edge weights are

independent, we use (2.7) with m =
(n
2

)

, µ2 =
D2γ
n and ǫ = 1

4 to get that

P

(

Rtot >
5mD2γ

4n

)

≤ exp

(

−m
D2γ

64n

)

≤ exp

(

−
nD2γ

256

)

,

since m = n(n−1)
2 > n2

4 . Let Tn be any tree with weight Mn and containing at least τ ≥ ρn

edges. Using m < n2

2 , we get that with probability at least

1− e−
nD2γ

256 , the weight of Tn is at least

(

ρn−
5mD2γ

4n

)

·
(γ

n

)α
≥

(

ρn−
5nD2γ

8

)

·
(γ

n

)α
≥ Cn1−α

for some constant C > 0, provided γ > 0 is small. This completes the proof of the lower
deviation bound in (2.3).

For the upper deviation bound, we consider the spanning path obtained by an in-
cremental approach similar to Aldous (1990). Let i1 = 1 and among all edges with
endvertex i1, let i2 be the index such that w(i1, i2) has the least weight. Similarly,
among all edges with endvertex in i2 \ {i1}, let i3 be such that w(i2, i3) has the least
weight. Continuing this way, the path Piter := (i1, . . . , in) is a spanning path containing
all the nodes and so letting Zj = w(Xij−1

,Xij ) be the weight of the jth edge in Piter, we
have Mn ≤ W (Piter) =

∑n
j=1Zj . For s > 0 we therefore have

EesMn ≤ Ee
∑n−1

j=1
sZj (2.12)

and in what follows, we find an upper bound for the right hand side of (2.12).
Let a1 := 1 and al, 2 ≤ l ≤ j−1 be deterministic numbers and suppose the event {i1 =

a1, . . . , ij−1 = aj−1} occurs so that Zl = w(al, al+1) for 1 ≤ l ≤ j − 1 and Zj = Yj =
Yj(a1, . . . , aj) = mina/∈{a1,...,aj−1} w(aj , a) is as in (2.4). The event {i1 = a1, . . . , ij−1 =
aj−1} and the random variables w(al, al+1), 1 ≤ l ≤ j − 1 depend only the state of
edges having at least one endvertex in {a1, . . . , aj−1}. On the other hand, the random
variable Yj depends only on the state of edges having both endvertices in {1, . . . , n} \

5
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{a1, . . . , aj−1}. Thus

Ees
∑j

l=1
Zl11(i1 = a1, . . . , ij−1 = aj−1)

= EesYje
∑j−1

l=1
sZl11(i1 = a1, . . . , ij−1 = aj−1)

= EesYjEe
∑j−1

l=1
sZl11(i1 = a1, . . . , ij−1 = aj−1). (2.13)

Using (2.5) we have EesYj ≤ exp
(

C
(n−j)α

)

for all 1 ≤ j ≤ n−K, where K and C do

not depend on the choice of {ai}. Thus summing (2.13) over all possible a1, . . . , aj−1, we

get Ees
∑j

l=1
Zl ≤ exp

(

C
(n−j)α

)

Ees
∑j−1

l=1
Zl and continuing iteratively, we get Ees

∑j
l=1

Zl ≤

exp
(

C
∑j

l=1
1

(n−l)α

)

for n − j ≥ K. For n − j < K, we use the bound EesYj ≤ es

since Yj ≤ 1 (all the edge weights are at most one) and argue as before to get that

Ees
∑n−1

l=1
Zl ≤ exp

(

C

n−K
∑

l=1

1

(n− l)α

)

esK . (2.14)

Comparing with integrals, the term

n−K
∑

l=1

1

(n− l)α
=

n−1
∑

j=K+1

1

jα
≤ C3

∫ n−1

K

1

xα
dx ≤ C4n

1−α

for some positive constants C3, C4. We therefore get from (2.14) and (2.12) that
EesMn ≤ eC5n1−α

for some constant C5 = C5(s). Therefore by Chernoff estimate, we
have P(Mn ≥ C6n

1−α) ≤ e−C7n1−α
for some positive constants C6, C7. This completes

the proof of the lower deviation bound in (2.3).
Finally, the lower bound on the expectation EMn follows directly from the lower

deviation bound (2.3). For the expectation upper bound, we use the fact that the edge
weights are at most one and so total weight of any tree containing at least ρn edges is
at most n. Consequently from the upper deviation bound in (2.3), we get that EMn ≤
C2n

1−α + n · e−Cn1−α
≤ 2C2n

1−α. The proof of the variance bound is analogous to the
pivotal edge argument in Kesten (1993) together with the fact that the number of edges
in a spanning tree is at most n. This completes the proof of the Theorem.

3 Edge Constrained Minimum Passage Time Paths

Consider the square lattice Z
d, where two vertices w1 = (w1,1, . . . , w1,d) and w2 =

(w2,1, . . . , w2,d) are adjacent if
∑d

i=1 |w1,i − w2,i| = 1 and adjacent vertices are joined
together by an edge. Let {qi}i≥1 denote the set of edges. Each edge qi is equipped with

6
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a random passage time t(qi) and we define the random sequence (t(q1), t(q2), . . .) on the
probability space (Ω,F ,P).

A path π is a sequence of distinct adjacent vertices (w1, . . . , wr+1). If ei, 1 ≤ i ≤ r is
the edge with endvertices wi and wi+1, then we denote π = (e1, ..., er). By definition, π
is self-avoiding and w1 and wr+1 are said to be the endvertices of π. The length of π is
the number of edges in π and the passage time of π is defined as T (π) :=

∑r
i=1 t(ei).

Definition 3.1. For k ≥ 1 we define the k−constrained minimum passage time between
the origin and the vertex (n,0) as Tn(k) := minπ T (π), where the minimum is over
all paths π of length at most k and with endvertices (0,0) and (n,0). We define the
unconstrained minimum passage time as Tn := infk≥1 Tn(k).

By definition Tn(k) ↓ Tn a.s. as k → ∞. In this section, we are primarily interested in
studying how Tn(k) varies as the constraint parameter k increases and also how fast Tn(k)
converges to Tn.

The following are the main results of this section. Throughout constants do not
depend on n.

Theorem 3.1. Suppose

sup
i≥1

P(t(qi) ≤ ǫ) −→ 0 as ǫ ↓ 0 and µ2 := sup
i≥1

Et2(qi) < ∞. (3.1)

(a) There are constants C1, C2 > 0 such that for every k ≥ n :

P (C1n ≤ Tn ≤ Tn(k) ≤ C2n) ≥ 1−
C2

n
, var(Tn(k)) ≤ C2n (3.2)

and C1n ≤ ETn ≤ ETn(k) ≤ C2n.

(b) There exists a constant C3 > 0 such that if k ≥ C3n then

P(Tn 6= Tn(k)) ≤ C3

k . If k ≥ n1+ǫ for some ǫ > 0, then both
Tn(k)−ETn(k)

n and Tn−ETn

n
converge to zero a.s. as n → ∞.

(c) If the edge weights are uniformly square integrable in the sense that

supi≥1 Et
2(qi)11(t(qi) ≥ M) −→ 0 as M → ∞, then var

(

Tn

n

)

−→ 0 as n → ∞.

If supi≥1 Et
p(qi) < ∞ for some p > 2, then var(Tn) ≤ Cn for some constant C > 0.

Proof of Theorem 3.1(a): Let µ := supf Et(f) be the maximum expected passage
time of an edge. We begin by showing that there exists a constant 0 < β ≤ µ such for
any integer m ≥ 1 and any path π containing m edges,

P (T (π) ≤ βm) ≤ e−dm (3.3)

for some positive constant β = β(d) ≤ µ, not depending on m or π. Here d is the
dimension of the integer lattice under consideration.

7
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Indeed, let π = (e1, . . . , em) so that T (π) =
∑m

i=1 t(ei). Using the Chernoff bound we
obtain for δ, s > 0 that

P(T (π) ≤ δm) = P

(

m
∑

i=1

t(ei) ≤ δm

)

≤ esδm
m
∏

i=1

E

(

e−st(ei)
)

. (3.4)

For a fixed η > 0, we write Ee−st(ei) =
∫

t(ei)<η e
−st(ei)dP +

∫

t(ei)≥η e
−st(ei)dP and use

∫

t(ei)<η
e−st(ei)dP ≤ P(t(ei) < η) and

∫

t(ei)≥η
e−st(ei)dP ≤ e−sη

to get that
Ee−st(ei) ≤ P(t(ei) < η) + e−sη.

Since F (0) = 0, we choose η > 0 small so that P(t(ei) < η) ≤ e−6ǫ

2 . Fixing such an η

we choose s = s(η, ǫ) > 0 large so that the second term e−sη < e−6ǫ

2 . This implies

that Ee−st(ei) ≤ e−6ǫ and so from (3.4) we then get that P(W (P) ≤ δm) ≤ esδme−6ǫm ≤
e−2ǫm for all m ≥ 1, provided δ = δ(s, ǫ) > 0 is small. This completes the proof of (3.3).

Next, for integer m ≥ 1 define the event Em as

Em :=
⋂

r≥ 3µ
β
m

⋂

π

{T (π) ≥ βr} (3.5)

where the second intersection is over all paths with origin as an endvertex and consisting
of r edges. Thus Em is the event that every path π with origin as an endvertex and
consisting of r ≥ 3µ

β m edges has passage time T (π) ≥ βr. Since there are at most (2d)r

paths of length r starting from the origin, the estimate (3.3) gives

P(Ec
m) ≤

∑

r≥3µβ−1m

(2d)re−dr ≤
∑

r≥3µβ−1m

(2e−1)r ≤
e−δm

1− 2e−1
(3.6)

for all m ≥ 1 and some positive constant δ = δ(d, µ), not depending on m. Here, the
second inequality in (3.6) is obtained using the fact that the function xe−x attains its
maximum at x = 1 and so 2de−d ≤ 2e−1 < 1 for all d ≥ 2.

Let Fm be the event that
∑m

i=1 t(fi) ≤ 2µm where fi is the horizontal edge with
endvertices (i− 1,0) and (i,0). Letting Xi := t(fi)−Et(fi) and using the fact that {Xi}
are independent, we then get from Chebychev’s inequality that

P(F c
m) ≤ P

(

m
∑

i=1

Xi ≥ µm

)

≤

∑m
i=1 var(Xi)

µ2m2
≤

C

m
(3.7)

for some constant C > 0. Now setm = βn
3µ < n and supposeEm∩Fn occurs. From (3.6), (3.7)

and the union bound, we get that P(Em∩Fn) ≥ 1− C
n for some constant C > 0. Since Fn

8
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occurs, we get that Tn(k) ≤ 2µn and since Em occurs, we get that any path starting
from the origin and containing r ≥ 3µ

β m = n edges has weight at least βr ≥ 3µm = βn.

This obtains the first estimate (3.2).
Next, using the bounded second moment assumption in (3.1) and arguing as in the

variance estimate in Theorem 1, Kesten (1993) we get that var(Tn(k)) ≤ CENn(k),
where Nn(k) is the number of edges in the path with passage time Tn(k). If Em ∩ Fn

occurs, then from the discussion in the previous paragraph, we get that Nn(k) ≤ 3µ
β n.

For x ≥ 3µ
β n we assume for simplicity that y = βx

3µ is an integer and write

P(Nn(k) ≥ x) ≤ P ({Nn(k) ≥ x} ∩ Ey) + P
(

Ec
y

)

≤ P ({Nn(k) ≥ x} ∩ Em) +D1e
−D2x (3.8)

for some constants D1,D2 > 0 by (3.6). If Nn(k) ≥ x and the event Ey occurs, then
every path containing r ≥ 3µ

β y = x edges has weight at least βr ≥ βx. Thus Tn(k) ≥ βx

and so

P ({Nn(k) ≥ x} ∩Ey) ≤ P(Tn(k) ≥ βx) ≤ P

(

n
∑

i=1

t(fi) ≥ βx

)

.

Since βx ≥ 3µn we have that βx −
∑n

i=1 Et(fi) ≥ βx − µn ≥ 2βx
3 . Consequently,

recalling that Xi = t(fi)−Et(fi) and using the fact that var(Xi) ≤ Et2(fi) ≤ C for some
constant C > 0, we get from Chebychev’s inequality that

P ({Nn(k) ≥ x} ∩ Ey) ≤ P

(

n
∑

i=1

Xi ≥
2βx

3

)

≤
D3
∑n

i=1 var(Xi)

x2
≤

D4n

x2
(3.9)

for some constants D3,D4 > 0. Combining (3.8) and (3.9), we get that P(Nn(k) ≥ x) ≤
D5

x2 for x ≥ 3µ
β n and so ENn(k) ≤ D6n for some constant D6 > 0. Plugging this into

the variance estimate for Tn(k) obtained in the previous paragraph, we get the second
estimate in (3.2).

The lower expectation bound follows directly from the lower deviation bound in (3.2).
The upper expectation bound follows from the fact that ETn ≤

∑n
i=1 Et(fi) ≤ µn. This

completes the proof of part (a).

Proof of Theorem 3.1(b): Let β, µ be as in part (a) and for k ≥ n suppose that the
event Ek∩Fk occurs. From the discussion following (3.7), we know that P(Ek∩Fk) ≥ 1−C

k
for some constant C > 0. The minimum passage time between the origin and (n,0) is
at most 2µk and any path starting from the origin and containing r ≥ 3µ

β k edges has

passage time at least βr ≥ 3µk. Thus Tn

(

3µk
β

)

= Tn and this obtains the probability

estimate in (b) with C3 = 3µ
β .

We prove the a.s. convergence in two steps. In the first step, we use a subsequence
argument to show that Tn(k)−ETn(k)

n converges to zero a.s. In the second step we show

9
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that the difference
Tn(k)−Tn

n converges to zero a.s. and in L1, provided k is sufficiently

large. This then obtains the a.s. convergence for Tn−ETn

n .

Step 1 : We begin with a description of the sub-additivity property of the uncon-
strained passage time Tn. If Tn,m is the minimum passage time between (n,0) and (m,0),
then Tn ≤ Tm + Tn,m. This is because the concatenation of the minimum passage time
path with endvertices (0,0) and (m,0) and the minimum passage time path with endver-
tices (m,0) and (n,0) contains a path with endvertices (0,0) and (n,0). Switching the
roles of m and n we therefore have that |Tn − Tm| ≤ Tn,m and we refer to this estimate
as the sub-additive property of Tn.

Letting k ≥ n1+ǫ with ǫ > 0, we now perform the subsequence argument. Set-
ting Un := Tn(k) and Sn := Un − EUn, we first show that Sn

n −→ 0 a.s. as n → ∞.

Indeed, from the variance estimate for Un in (3.2), we know that ES2
n ≤ Cn for some

constant C > 0 and so for a fixed δ > 0, the sum

∑

n≥1

P(|Sn2 | > n2δ) ≤
∑

n≥1

ES2
n2

δ2n4
≤
∑

n≥1

C

δ2n2
< ∞.

Since this is true for all δ > 0, Borel-Cantelli Lemma implies that
S
n2

n2 converges to zero
a.s. as n → ∞.

To estimate the intermediate values of Sj, we let n2 ≤ j < (n + 1)2 and set Rn :=
maxn2≤j<(n+1)2 |Sj − Sn2 | and show below that Rn

n2 −→ 0 a.s. as n → ∞. This would
imply that for n2 ≤ j < (n+ 1)2,

|Sj|

j
≤

|Sj − Sn2 |

j
+

|Sn2 |

j
≤

|Sj − Sn2 |

n2
+

|Sn2 |

n2
≤

Dn

n2
+

|Sn2 |

n2

and so
Sj

j converges to zero a.s. as j → ∞.

To estimate Rn, use first the triangle inequality to get that

|Sj − Sn2 | ≤ |Uj − Un2 |+ E|Uj − Un2 | (3.10)

We know that P(Tj 6= Uj) ≤ D1

k(j) ≤ D2

j1+ǫ for some constants D1,D2 > 0 and so set-

ting Etot :=
⋂(n+1)2

j=n2 {Tj = Uj}, we get from the union bound that

P(Etot) ≥ 1−

(n+1)2
∑

j=n2

D2

j1+ǫ
≥ 1−

D3n

n2+2ǫ
= 1−

D3

n1+2ǫ
(3.11)

for some constant D3 > 0.
We now write |Uj−Un2 | = |Tj−Tn2 |11(Etot)+ |Uj−Un2 |11(Ec

tot) and evaluate each term
separately. For n2 ≤ j < (n+1)2 we know by the subadditivity property that |Tj−Tn2 | ≤

Tj,n2 ≤
∑(n+1)2

i=n2 t(fi) =: An and by definition, we have that Uj ≤
∑(n+1)2

i=1 t(fi) =: Jn.

10
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Thus |Uj − Un2 | ≤ An + 2Jn11(E
c
tot) for all n

2 ≤ j ≤ (n + 1)2 and so from (3.10), we see
that

Rn ≤ An + 2Jn11(E
c
tot) + EAn + 2EJn11(E

c
tot). (3.12)

Based on (3.12), it suffices to show that both the terms An

n2 and
Jn11(Ec

tot)
n2 converge

to zero a.s. and in L1 as n → ∞. First, from the estimate EAn ≤
∑(n+1)2

i=n2 Et(fi) ≤

Cn for some constant C > 0, we get that EAn

n2 −→ 0 as n → ∞. Next, let 0 <

θ < 1 be any constant. Using Chebychev’s inequality and arguing as in (3.7), we get
that P(An ≥ 2µn1+θ) ≤ C

n1+2θ for all n large and so by the Borel-Cantelli Lemma we

get that P
(

An ≤ 2µn1+θ for all large n
)

= 1. Since θ < 1, we get that An

n2 −→ 0 a.s.
as n → ∞.

To evaluate Jn11(E
c
tot), we use (3.11) and the Borel-Cantelli Lemma to get 11(Ec

tot) −→ 0

a.s. as n → ∞. Thus
Jn11(Ec

tot)
n2 −→ 0 a.s. as n → ∞. Using the Cauchy-Schwartz inequality,

we also get that EJn11(E
c
tot) ≤

(

EJ2
n

)1/2
(P(Ec

tot))
1/2 . By the AM-GM inequality and the

bounded second moment assumption in (3.1), we get that

EJ2
n ≤ (n+ 1)2

(n+1)2
∑

i=1

Et2(fi) ≤ C2n
4

for some constant C2 > 0 and so using (3.11), we get that

EJn11(E
c
tot) ≤

√

C2n
2 ·

(

D

n1+2ǫ

)1/2

.

Thus
EJn11(Ec

tot)
n2 −→ 0 as n → ∞ as well and this completes the proof of Sn

n −→ 0 a.s.
as n → ∞.

Step 2 : We now set k = n1+ǫ and show that Tn(k)−Tn

n converges to zero a.s. and

in L1. First using P(Tn(k) 6= Tn) ≤ D1

n1+ǫ for some constant D1 > 0, we get from the

Borel-Cantelli Lemma that Tn(k)−Tn

n −→ 0 a.s. as n → ∞. Next using the fact that Tn(k)
and Tn are both bounded above by

∑n
i=1 t(fi) we have that E|Tn(k) − Tn| = E|Tn(k) −

Tn|11(Tn(k) 6= Tn) is bounded above by

E

n
∑

i=1

t(fi)11(Tn(k) 6= Tn) ≤ E
1/2

(

n
∑

i=1

t(fi)

)2

P
1/2(Tn(k) 6= Tn)

≤ E
1/2

(

n
∑

i=1

t(fi)

)2
(

D1

n1+ǫ

)1/2

.

Using (
∑l

i=1 ai)
2 ≤ l

∑

i a
2
i we have E (

∑n
i=1 t(fi))

2 ≤ n
∑n

i=1 Et
2(fi) ≤ D2n

2 for some
constant D2 > 0. Thus E|Tn(k)− Tn| ≤ D3(n

1−ǫ)1/2 = o(n) and so
E|Tn(k)−Tn|

n −→ 0 as n → ∞. This completes the proof of a.s. convergence in part (b).

11
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Proof of Theorem 3.1(c): Using (a+b)2 ≤ 2(a2+b2) for any two real numbers a and b

we have that the variance of the sum of any two random variables X and Y satisfies

var(X + Y ) = E ((X − EX) + (Y − EY ))2 ≤ 2(var(X) + var(Y )). (3.13)

Setting T = Tn, U = Tn(k),X = T − U and Y = U we get that

var(T ) ≤ 2var(T − U) + 2var(U) ≤ 2var(T − U) +D1n (3.14)

for all n large and some constant D1 > 0, by the variance estimate for U in part (a) of
this Theorem.

We estimate var(T − U) as follows. Using T ≤ U we write

E(T − U)2 = E(T − U)211(T 6= U) ≤ 2E(T 2 + U2)11(T 6= U) ≤ 4EU211(T 6= U).

Since U ≤
∑n

i=1 t(fi), we have that U2 ≤ n
∑n

i=1 t
2(fi) and so var(T − U) is bounded

above by

E(T − U)2 ≤ 4n

n
∑

i=1

Et2(fi)11(T 6= U) ≤ 4n2 sup
i

Et2(fi)11(T 6= U). (3.15)

Let θ > 0 be a constant and split

Et2(fi)11(T 6= U) = Et2(fi)11({T 6= U} ∩ {t(fi) < nθ})

+ Et2(fi)11({T 6= U} ∩ {t(fi) ≥ nθ}). (3.16)

From (3.2), we know that there are constants D2,D3 > 0 such that if k ≥ D2n then
P(T 6= U) ≤ D3

k . With this choice of k, the first term in (3.16) is bounded above by

Et2(fi)11({T 6= U} ∩ {t(fi) < nθ}) ≤ n2θ
P(T 6= U) ≤

D2n
2θ

k
≤

1

n3
(3.17)

provided we choose k larger if necessary so that k ≥ n2θ log n.
We now consider the case where the uniform square integrability condition holds. For

any η > 0 and all n large, the final term in (3.16) is then at most Et2(fi)11(t(fi) ≥ nθ) ≤ η.

Combining this estimate with (3.17), we get that Et2(fi)11(T 6= U) ≤ 1
n3 +η ≤ 2η for all n

large and so from (3.15) we get that E(T −U)2 ≤ 8n2η. Plugging this into (3.14) we get
that var(T ) ≤ D1n+8n2η and since η > 0 is arbitrary, this implies that var

(

T
n

)

= o(1).
Suppose now that bounded pth moment condition holds for some p > 2. Using Hölder’s

inequality and Markov inequality in succession, the final term in (3.16) is at most

Et2(fi)11(t(fi) ≥ nθ) ≤ (Etp(fi))
2/p

P

(

t(fi) ≥ nθ
)1−2/p

≤ (Etp(fi))
2/p

(

Etp(fi)

nθp

)1−2/p

≤
D4

nθ(p−2)
(3.18)

12
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for some constant D4 > 0, by the bounded pth moment assumption. We choose θ > 0
large so that the final term in (3.18) is at most 1

n3 . With this choice of θ we get from (3.17)

that Et2(fi)11(T 6= U) ≤ 2
n3 and plugging this into (3.15), we get that E(T −U)2 ≤ D5

n for
constant D5 > 0. From (3.14), we then get that var(T ) ≤ D6n for some constant D6 > 0.
This completes the proof of part (c).

Remark : For p > 2, the bounded pth moment condition in Theorem 3.1(c) is stronger
than the uniformly square integrable condition which in turn is stronger than the bounded
second moment condition in (3.1). For the particular case of i.i.d. passage times, uniform
square integrability is implied by the bounded second moment condition and the first
condition in (3.1) above simply states that the passage times are a.s. positive.
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