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Introduction

A noisy dataset can contain contradictory data. Contradictory data is synonymous to 

incorrect data and it is important that such data be investigated and evaluated when ana-

lysing a noisy dataset. Different approaches to dealing with contradictory data have been 

proposed by different researchers. For example [1, 2] proposed methods for identifying 

and removing contradictory data in noisy datasets. However, the removal of contradic-

tory data from a noisy dataset will increase the incompleteness in the dataset thereby 

reducing the soundness of any information from such set of data. It is therefore impor-

tant to identify and evaluate contradictory instances when analysing a large and noisy 

dataset. �is will improve the soundness of the analysis from such a dataset. Evidently, 

the analysis of big data is identified as the next frontier for innovation and advancement 

of technology [3, 4]. �ere is therefore the need to identify appropriate approaches to 

dealing with contradictions in a large and noisy dataset.

�ere are different forms of contradictions. For example, there are contradictions from 

the use of modal words, structural, subtle lexical contrasts, as well as world knowledge 
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(WK) as evident in Natural Language Processing (NLP). Some contradictions in NLP 

can occur where there are antonyms, negations, and date/number mismatch [1, 2]. Con-

tradictory data can exist in a single source dataset in instances where there are system-

atic errors, arbitrary errors or different value representations [5, 6]. A more common 

source for contradictions is federated data from multiple sources such as data exchange 

[7], data fusion [8, 9] and data warehousing [10, 11]. In addition, data that are retrieved 

from internet sources such as data from Blogs and social networking sites are likely to be 

contradictory.

A set of data consists of information about real world objects. Some examples of real 

world objects are your dog, house, or car. Real world objects ‘G’ can be associated with 

different attributes ‘M’ which may have many values ‘V’. For example, dogs can have 

different colours (attributes) which can be black, white or brown (values). Contradic-

tory data can exist in any dataset when the data contain conflicting information. Con-

sequently, an object (g ∈ G) that is associated with an attribute (m ∈ M), can contain 

contradictory values such that m is associated with A and ¬A. For example, the grade 

associated to a student’s score in a module can be said to be contradictory if it is associ-

ated with a ‘pass’ and a ‘fail’. Even so, the metadata of a dataset specifies what kind of 

dependencies exists between the different values of the attributes in the dataset. It pro-

vides descriptive information about the characteristics of a given item in a dataset [12]. 

As a result, contradictory data can be said to be evident in a noisy dataset, where the 

data does not conform to the metadata of the dataset. For example, a dataset about stu-

dents can contain the information that a student passed mathematics in the result from 

a particular examination body and failed it in the result from another examination body 

in the same year. Such data is not contradictory where the metadata describes that a stu-

dent can be assessed on multiple results from different examination bodies of the same 

year. But the same data will be regarded as contradictory where the metadata describes 

that a student cannot be assessed on multiple results from different examination bod-

ies of the same year. Accordingly, an object (g ∈ G) that is associated with an attribute 

(m ∈ M), where m is associated with A and ¬A, can be described as contradictory if the 

dependencies existing between the different values of the attribute does not conform to 

the metadata of its dataset.

�e importance of identifying and evaluating contradictory data in a noisy dataset 

cannot be overstated. It is stated in [4] that “noisy Big Data could be more valuable than 

tiny samples because general statistics obtained from frequent patterns and correla-

tion analysis usually overpower individual fluctuations and often disclose more reliable 

hidden patterns and knowledge”. Ennals et al. [13] identify that the analysis of contra-

dictions will enable the data user to recognise when the information he reads online is 

disputed and by what source. Marneffe, Rafferty and Manning explain in [14] how con-

tradiction detection systems can be applied in intelligence reports, bioinformatics, and 

political candidate debates. Tsytsarau et al. [15] state that the usefulness of aggregation 

and analysis of sentiments based contradictions on the web includes the provision of the 

ability to track the evolution of contradictory opinions or discussions in the blogosphere. 

Kim and Zhai [16] outline the importance of generating a comparative summary of con-

tradictory opinions. Leser and Freytag explain in [5] that the identification of the pat-

terns in contradictory data will help in providing answers to questions like “Which are 
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the conflict-causing attributes, values, or value pairs?” and “What kind of dependencies 

exists between the occurrence of contradictions in different attributes?”.

On the other hand, contradictory data existing in a large dataset can be difficult to 

visualise especially when traditional data analysis and visualisation tools are employed. 

As explained by Keim et  al. and Keim [17, 18], traditional data processing tools such 

as (x, y) plots, linear and bar-charts, histogram, and pie charts are rendered ineffective 

when a dataset contains tens, hundreds or thousands of dimensions and when the data-

set does not have natural mapping to the display space. �is work explains how to visu-

ally identify contradictory values which are associated with mutually exclusive attributes 

in a large and noisy comma separated values (CSV) dataset. It addresses the challenge of 

using traditional data processing tools in visually identifying contradictions. It answers 

the research question “how can contradictions in mutually exclusive data of a large and 

noisy dataset, be visually identified?”

�is paper presents the importance of identifying contradictions in a noisy dataset and 

how to apply mutual exclusion rule in identifying contradictory data. It presents novel 

approaches for visually identifying contradictory data in a large and noisy dataset. �e 

authors herein explain how contradictory data can be mined and visually analysed using 

ConTra. ConTra is an application developed by the authors of this work. It applies the 

mutual exclusion rule in mining contradictory data of a noisy CSV dataset. Also, the 

authors evaluated Contra’s capability to identify contradictory data in different sizes of 

datasets.

Section two of this paper explains how mutual exclusion rule is applied in identifying 

contradictions. ConTra’s mutual exclusion approach to mining and visualising contradic-

tory data is presented in section three. A description of a real life noisy dataset and the 

results of its analysis using ConTra are presented in section four. �e performance evalu-

ation of ConTra is presented in section five. A conclusion and discussions on the way 

forward is presented in section six.

Application of mutual exclusion rule in identifying contradictory data

�e mutual exclusion rule has over time been applied in dealing with contradictory data 

such as in resolving the problem of system resource sharing in a distributed environ-

ment as explained by Le [19]. Barbara et  al. [20] describe how voting can be used to 

enforce mutual exclusion rule and ensure system integrity during catastrophic failures 

such as partition failures in distributed systems. Lately, many researchers [21–23] have 

proposed different approaches on how mutual exclusion algorithm can be applied in 

improving distributed computing systems. Also, database management systems such 

as Oracle and MySQL provide platforms for retrieving contradictory data from a noisy 

dataset. For example, queries that enforce the mutual exclusion rule on selected attribute 

values can be written for a particular dataset. Even so, the structured query language 

(SQL) non-specialist will not be able to write such queries while the SQL specialist may 

likely write wrong queries/scripts which will lead to wrong results.

�ere are very few publications that apply the mutual exclusion rule as a technique 

to visually identify contradictory data in a noisy dataset. Indeed, visual analysis of con-

tradictory data in noisy CSV dataset is rarely discussed. �ere are calls for visual analy-

sis applications with interactive capabilities [24, 25]. Nwagwu and Orphanides [26, 27] 
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demonstrate how FcaBedrock [28] and Concept Explorer [29] can be used to visually 

analyse and identify gene expressions contradicting the mutually exclusion rule in gene 

expression dataset where a gene in a particular tissue of a particular �eiler stage is 

expected to be associated to only one type of expression. �ey applied formal concept 

analysis (FCA) tools and techniques in visualising the contradictory data in a large data-

set. ConTra is another visual analysis application which applies mutual exclusion rule in 

dealing with contradictory data. “Mining and visual analysis of contradictory data using 

ConTra” describes how ConTra deals with contradictory data in a large dataset.

Mining and visual analysis of contradictory data using ConTra

�e authors of this work developed ConTra which enables the mining and visual analysis 

of contradictions in a dataset. ConTra provides a platform which allows its users to mine 

and analyse the contradictions in ‘many’ or ‘single’ valued attribute(s) whose data does 

not abide by the mutual exclusion rule of the dataset. It is a web application which allows 

the visualisation of contradictions in a large CSV dataset. �e mutual exclusion rule in 

ConTra was implemented using PHP programming language. �e user interface of Con-

Tra was developed with HTML, CSS and JavaScript. ConTra’s source code is deposited 

on GitHub (a code hosting platform for version control and collaboration) at https://

github.com/ncjoes/contra.

A typical CSV file has its content depicted in rows and columns. ConTra enables its 

users to select only one of the columns as an object column. �e user also selects attrib-

ute columns from the other columns in the dataset. ConTra’s interface enables the appli-

cation user to upload a CSV document for investigation. �e application user selects 

either single attribute value or multiple attribute values approach, when investigating a 

dataset for contradictory values. He further selects his object of interest, the attribute(s), 

and associated values which he wants to investigate for contradictions. A click on ‘ana-

lyse’ will reveal any contradictory data associated with his selections and display such in 

a pie chart as evident in Fig. 2. ConTra adopts the following approaches in identifying 

contradictory data:

Mining contradictory data in objects associated with multiple attribute values

�is approach is applied in an object associated with an attribute which has mutually 

exclusive values such that a value can contradict another value of the same attribute. For 

example, in records associated to a student, many values (such as ‘Pass’, ‘Fail’ and ‘Not 

available’) may be associated to his grade in a particular module. ConTra identifies con-

tradictions by allowing its users to select two or more values from an investigated attrib-

ute before mining the dataset for the existence of such contradicting attribute values in a 

particular object. Algorithm 1 depicts the approach by which ConTra mines contradic-

tory and consistent data.

https://github.com/ncjoes/contra
https://github.com/ncjoes/contra
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Algorithm 1: ConTra’s Algorithm for mining contradictory and consistent

1. Given a set of records in CSV format

2. Let G = Set of Objects from a selected column

3. Let M = Set of Attributes (titles of every column excluding the Object column)  

4. Let O(a,b) = empty list where a = contradictory object index and b = contradictory 

attribute values

5. Let C(c,d) = empty list where c = consistent object index and d = consistent attribute 

values

6. For each Object ‘g’ in the set of objects ‘G’ which are associated to a set of mutually 

exclusive attributes ‘M’  

i. If ‘M’ contains more than one mutually exclusive value  then 

Store ‘g’ and also store each of the contradictory values in the list O(a,b)

ii. Else 

Store ‘g’ in set of consistent objects and also store each of the consistent 

values in the list C(c,d)

End

7. Print contradictory objects O(a, b) and consistent objects C(c, d)

Mining contradictory data in objects associated with single attribute value

�is approach is applied in an object associated with many attributes when its single 

attribute contains a value which may contradict any other value in another attribute. For 

example, records associated to a student can contain many attributes such as ‘grade in 

Maths’, ‘grade in English’, and ‘status of the student’. �e values ‘Pass’ in ‘grade in Maths’, 

a ‘Fail’ in ‘grade in English’, and a ‘Promoted’ in ‘status of the student’ can be described 

as contradictions in a dataset where they are mutually exclusive for a particular student 

in the identified attributes. ConTra allows its user to select only single values from each 

attribute before mining the dataset for the existence of such contradictions. It enables 

its application user to query attributes of particular objects whose values are mutually 

exclusive. Objects associated with the contradicting attribute values are tagged as con-

tradictory. Again, the associated attribute values of the contradictory object are tagged 

as contradictory attribute values.

Graphical representation of contradictory data

ConTra graphically represents contradictory data from a noisy dataset by mining the 

contradictory data in the investigated dataset and enabling the visualisation of such data 

in a pie chart. An open source chart library “Chart.js” is integrated into ConTra as to 

enable the visualisation of contradictions. �e pie chart in Chart.js is programmatically 

structured in ConTra, to accept identified percentage of contradictions in an investigated 

dataset and present such against the consistent data. It should be noted that the term 

“consistent data” in this context, refers to the data that conforms to the mutual exclusion 

rule as described in the metadata of the dataset.
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Dataset analysis and results

�e authors conducted an experiment in which ConTra was used in visually identify-

ing contradictory data in objects whose attributes are associated with mutually exclusive 

values. �ey used ConTra to visually analyse the ‘Normal Tissue’ dataset [30]. �e Nor-

mal Tissue contains expression profiles for proteins in human tissues based on immuno-

histochemisty using tissue micro arrays. �e dataset is in comma-separated file format. 

�e following columns are available in the dataset: ‘Gene’, ‘Gene name’, ‘Tissue’, ‘Cell type’, 

‘Level’, and Reliability. �e dataset has a size of 79.5  MB. It contains six columns and 

over a million rows of data.

�e Gene column consists of gene identifiers while the Gene name identifies the name 

of each of the gene identifier. �e Tissue column consists of tissue names. �e Cell type 

column contains data which shows the annotated cell types. �e Level column contains 

gene expression values, and the Reliability column contains data which shows the degree 

of reliability associated to the expression values.

�ere are many records in the investigated dataset whose Tissue is ‘Pancreas’ and 

which are associated to the gene ‘TSPAN6’. TSPAN6 was selected as a value of the attrib-

ute ‘Gene name’ (see Fig. 1). �e interest of the authors is to find out if there are any 

TSPAN6 which have contradictory values such that it expresses a ‘low’ and a ‘medium’ 

expression levels in a Tissue. Contradictions were found in only two of the records 

(9.09%) as depicted in Fig.  2. �us, any analysis about the TSPAN6 expression levels 

notably its low and medium expression levels in the Tissue ‘Pancreas’ of the Normal Tis-

sue dataset, must include the amount of contradictions identified in the expressions of 

TSPAN6.

Fig. 1 Analysis of the normal tissue dataset by ConTra’s multiple attribute values approach
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Performance evaluation of ConTra

In this section, the authors describe how they evaluated the accuracy, uniqueness, and 

processing speed of ConTra. In addition, they present experimental results involving the 

use of ConTra in analysing datasets of different sizes.

�e authors assessed the accuracy of ConTra by storing the natural tissue dataset in 

MySQL database. �ey queried the dataset for instances where a tissue is associated 

with the gene TSPAN6 which expresses a medium and a low expression levels. �e query 

is designed to identify any contradictory data in the same objects and attribute values as 

the ones explored by ConTra (see Figs. 1, 2). �e authors identified two contradicting 

data associated with Pancreas tissue. �is number of contradictions is the same with the 

amount of contradictions identified when the dataset was explored using ConTra. �e 

dataset was also manually explored for issues of contradictory data in tissues associated 

with the gene “TSPAN6” where the gene expresses a medium and a low expression lev-

els. �e same contradictions as identified by ConTra and the use of query were observed. 

�is confirms that ConTra is 100% accurate in retrieving contradictory data from objects 

associated with mutually exclusive attribute values in an investigated CSV dataset.

More so, ConTra’s approach enables the evaluation of the identified contradictions. 

Unlike existing approaches such as in [26, 27], ConTra improves on the use of traditional 

visualisation tool (pie chart) in visual analysis of contradictory data, by mining and 

evaluating only the contradicting data. �is enables the use of traditional visualisation 

tools in visually analysing the contradictory data in a large CSV dataset. ConTra also dis-

plays the precise locations of its identified contradictions (the objects and contradicting 

attribute values) in the investigated dataset (see the Table embedded in Fig. 2).

ConTra’s ability to process high volume of data was assessed through an experi-

mental approach. It is noted in [31] that the ability to process high volume of data 

Fig. 2 Result of the analysis of the normal tissue dataset by ConTra’s multiple attribute values approach
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is an issue that has to be considered when designing an effective time-critical infra-

structure for big-data applications. The ability to process high volume of data was 

assessed in ConTra by evaluating its execution time when it processes data from 

large dataset. The authors installed ConTra in two servers (P1 and P2) whose RAM 

sizes are the same (8.00 GB) but different processor speeds. The processor speed of 

P1 is 1.6 GHz while the processor speed of the second server (P2) is 2.1 GHz. The 

authors downloaded a large consumer complaint dataset from the United State Gov-

ernment’s open data website [32]. The dataset was resized into five different sets. 

This was achieved by deleting the rows of each saved version of the dataset and sav-

ing the reduced set of data with a new name. Each of the saved set of data was ana-

lysed for the existence of contradictory data in a selected object, selected attributes 

and associated values using ConTra. The authors selected from each set of data, the 

‘Consumer Complaint Narrative’ as the object, ‘Company response to consumer’ as 

an attribute and ‘untimely response’ as its value. Also they selected ‘Timely response’ 

as the second attribute and ‘Yes’ as its value. These data were mined by ConTra in 

each dataset and the execution time recorded. Table  1 and Fig.  3 present the sizes 

of the datasets and the execution times of the different servers in which ConTra was 

installed. 

It can be observed from Table  1 and Fig.  3 that in both servers (P1 and P2), the 

execution time increases with an increase in the size of the dataset. Obviously, there 

are challenges with system performance when processing big data as observed in 

[33–35]. �is has led to different proposals and implementations of techniques which 

can improve the performance of systems that process big data. For example, [36] 

describe how parallelism technique is applied in Dremel. Dremel scales to thousands 

of CPUs and petabytes of data using shared clusters of commodity machines. A big 

data application can be developed to use parallel processors to increase its processing 

speed as evident in [37–39]. Consequently, ConTra’s processing time can be improved 

to process very large dataset by implementing its algorithm on a parallel processor 

environment.

It is also observed that P2 server has shorter execution time for each processed dataset 

when compared to P1 server. �is is because P2 server has higher processor speed than 

P1 server. Consequently, ConTra can deal with a large dataset with short execution time 

when it is processed by faster processors. Even so, there is need to develop better version 

of ConTra which can process tens of GigaByte (GB) of data as to enable the identification 

of contradictory data in industrial CSV datasets. �e authors hope to address this con-

cern in future versions of ConTra.

Table 1 ConTra’s processing speed on di�erent servers for di�erent dataset sizes

S/no Size of dataset (MB) P1 execution time (s) P2 execution time (s)

1 53.3 568.5666 348.0682

2 74 997.4232 402.3342

3 113 1499.844 613.1654

4 161 2141.9178 946.8948

5 182 2345.6694 985.3766
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Conclusion and the way forward

Contradictory data can lead to an unsound analysis and eliminating its instances does 

not enable sound analysis when dealing with a noisy set of data. �is work has identified 

novel approaches for mining and visualising contradictory data which exists in a noisy 

CSV dataset. It is hoped that future work will examine how objects, attributes and values 

can be mined from other dataset formats such as text, resource description framework 

in attributes RDFa and XML. �is will enable the use of ConTra in visualising contradic-

tory data in such data formats. Also, there is need to combine the mutual exclusion tech-

nique (as presented in this work) with other contradictory detection techniques. �is is 

because the use of mutual exclusion technique is limited to contradictions which results 

from allocating conflicting values to mutually exclusive attributes. Arbitrary errors such 

as human errors in tabulating data, or numeric mismatch are some of the examples of 

contradictory data which ConTra is not designed for. �e authors hope to introduce a 

newer version of ConTra with improved performance such that it can process tens of 

GigaByte (GB) of data in a short interval of time. �ey also hope to take advantage of 

parallel processor programming in enhancing ConTra’s processing speed in its future 

versions.
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