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ABSTRACT

In this paper, we investigate a search-based face annofatime-
work by mining weakly labeled facial images that are freelgika
able on the internet. A key component of such a search-based a
notation paradigm is to build a database of facial imageb @it
curate labels. This is however challenging since facialg@saon
the WWW are often noisy and incomplete. To improve the label
quality of raw web facial images, we propose an effectivelpes-
vised Label Refinement (ULR) approach for refining the laléls
web facial images by exploring machine learning techniqie
develop effective optimization algorithms to solve thegkasscale
learning tasks efficiently, and conduct an extensive ecadistudy

on a web facial image database witt0 persons and 40,000 web
facial images. Encouraging results showed that the prabos®
technique can significantly boost the performance of thengsing
search-based face annotation scheme.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval]: Information Search
and Retrieval; 1.2.6Artificial Intelligence ]: Learning

General Terms
Algorithms, Experimentation

Keywords

web facial images, auto face annotation, unsuperviseditear

1. INTRODUCTION

Due to the popularity of various digital cameras and thedapi
growth of Internet-based photo sharing, recent years hinessed
an explosion of the number of photos captured and stored iy co
sumers. A large collection of photo images which are usuatly
labeled raises a great challenge for end users to browsesanths
One possible solution is to tag images manually, which isdvaw
time-consuming and often costly for large photo collection

Instead of annotating images manually, another more satieh-
nique to overcome this challengesigstomated image annotati¢r],
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which aims to automatically assign an image some metadgia ty
cally in the form of captions or keywords to describe the sema
tic concepts/objects in the image. Despite being studig¢dnex
sively [4, 7, 8], existing techniques for generic image annotation
remain far from practical and satisfactory in real-worldkga-
tions. Unlike the existing generic image annotation, irs {héaper,
we address a specific sub-topic, i.auto face annotationwhich
aims to detect human faces from a photo image and to annbtate t
human names to the facial image.

Auto face annotation can be beneficial to many real-world ap-
plications. For example, with auto face annotation teatesg on-
line photo-sharing sites (e.g., Facebook) can autombtieaino-
tate users’ uploaded photos to facilitate online photoceand
management. Besides, face annotation can also be appletvin
video domain to detect important persons appeared in tle®sitb
facilitate news video retrieval and summarization task$.|

Conventional face annotation methods usually adapt egifice
recognition techniques by training multi-class face dfasgion
models from a collection of human-labeled facial imagesgisu-
pervised machine learning techniques P5]. We refer to such
kind of conventional techniques as “model-based face aiioot'.
Such approach is however limited in several aspects. Hiris,
usually time-consuming and expensive to collect a largeusrnof
human-labeled training facial images. Second, it is ugutfficult
to generalize the models when new training data or new pgia@n
added, in which an intensive re-training process is usuatiyired.
Last but not least, the annotation/recognition perforreaoften
scales poorly when the number of persons/classes is vg.lar

To address the above limitations, in this paper, we invastig
promising search-based framework for auto face annotatibich
aims to exploit large amount of weakly labeled facial imaties
are freely available on the World Wide Web (WWW). Unlike the
conventional model-based approaches, the proposed frankésy
data-driven and model-free, which annotates a novel fatiage
by a retrieval-based annotation proce&d [ In particular, given a
novel facial image for annotation, we first retrieve a sek afost
similar facial images from a weakly labeled facial imageatiase,
and then label the novel facial image by performing votingfuen
labels associated with the tépsimilar facial images.

A key challenge in the above search-based face annotasiorefr
work is that labels with web facial images are usually noiey a
sometimes may be incomplete due to the nature of image upload
ing and tagging by WWW users. This is critical as the labeligpa
of the database can considerably affect the final annotatoior-
mance of the search-based face annotation process. Toowerc
this challenge, in this paper, we propose a novel unsupehles
bel refinement scheme by studying machine learning tecksitu
enhance the labels purely from the weakly-labeled dateowtthu-



man manual efforts. As a summary, the main contributiongi t
paper include the following:

e \We investigate a promising search-based framework for auto

face annotation by mining large amount of weakly labeled
facial images freely available on the WWW.

e We propose a novel Unsupervised Label Refinement (ULR)

the retrieval-based annotation paradigh][ For example, Rus-
sell et al. [L6] developed a large collection of web images with
ground truth labels to facilitate object recognition resba \Wang

et al. [27] proposed a fast retrieval-based approach for image an-
notation by studying some efficient hashing technique. alba

et al. [20] suggested efficient image search and scene matching
techniques for exploring a large-scale web image repgsifdrese

scheme for enhancing label quality via a graph-based and studies usually concerned more on efficient indexing ancthewy

low-rank learning approach.

techniques, while our work focuses on improving the labeility

e We have implemented the proposed search-based face annoPy machine learning techniques.

tation system and conducted an extensive set of experiments

in which encouraging results were obtained.

The rest of this paper is organized as follows. Section Zvevi
the related work. Section 3 gives an overview of the proposed
search-based face annotation framework. Section 4 peetieat
proposed unsupervised label refinement scheme by learmony f
weakly labeled data. Section 5 discusses our experimentsefo
formance evaluation, and Section 6 concludes this paper.

2. RELATED WORK

Our work is related to several groups of research.

The first group is on the topics of face detection, verificatiod
recognition. Face detection, verification and recognitioaclassi-
cal research problems in computer vision and pattern régogn
which have been extensively studied for many year<f]. Re-
searchers have developed a variety of face databases foerica-
mark of face detection and recognition techniques, sudheas¢ll-
known FERET databaséf]. The traditional studies are often lim-
ited for the high-quality databases collected in well-colted envi-

The final group of closely related work is about mining web fa-
cial images, which aims to leverage noisy web facial images f
face recognition?, 13, 27]. For example, Berg et al2] crawled
a large number of news pictures and captions from the WWW,
and proposed a modified k-means clustering approach fon-clea
ing up noisy web facial images. Recently, Le et ak][proposed a
two-step re-ranking scheme to purify text-based retriezgllts for
some special names. Zhao et al/][proposed a consistency learn-
ing method to train face models for famous people by minirgg th
text-image co-occurrence on the web as a weak signal ofaredev
towards supervised face learning task from a large and ni@Esy
ing set. Unlike the above existing works that were not design
to optimize the search-based face annotation paradigmauel
unsupervised label refinement scheme is proposed to optitinéz
label quality for the search-based face annotation tasiallyj we
note that our learning methodology for solving the unsuisex/la-
bel refinement task is partially inspired by some existinglits in
machine learning, including graph-based semi-supenlesatiing
and multi-label learning techniques? 19, 5].

ronments. Recent years have observed some emerging baichma 3. SEARCH-BASED FACE ANNOTATION

studies of unconstrained face detection and verificatiohrtigues
on facial images that are collected from the web, such as fw L
benchmark studies.[l, 3]. A comprehensive survey on face detec-
tion and recognition topics can be found #8[ 10].

The second group of related work is on the topic of face anno-
tation. In general, face annotation can be viewed as an @s¢en
face detection and recognition problem. Some studies énaht
ture have attempted to adapt existing face recognitionnigoles
for face annotation tasks by formulating the problem as &isup
vised face classification task,[26, 25, 17]. For example, the work
in [2] adapted the Fisher’s linear discriminant analysis metiood
face annotation, the study ifif] employed a Bayesian method for
face annotation, and the work ii§] adopted the Support Vector
Machines (SVM) to train and predict the probabilities of fam
names towards transcript matching faces in the videosdBgshe
supervised learning approaches, some existing work aismpts
to apply semi-supervised learning for face annotation. exam-
ple, the work in B1] proposed a transductive kernel Fisher dis-
criminant for face annotation, which employs both labeled an-
labeled data to train classification models for the annanatisks.
Our work differs from the above existing studies in that o@tinod
is model-free by adopting the emerging search-based aimota
paradigm for auto face annotation, which is fully data-enivby
mining weakly labeled web facial images.

The third group of related work is on the topics of auto image
annotation {2, 9, 21] and some recent emerging studies on search-
based image annotatiofig, 23, 24]. Conventional image annota-
tion approaches have been studied extensively, whichlysagly
some existing object recognition techniques to train diassion
models from human-labeled training imagées §, 4]. Recently,
there is a surge of interests for exploring web image reposg
for auto image annotation and object recognition problesisgu

FRAMEWORK

Figure 1illustrates the system flow of the proposed seaasiedd
face annotation scheme, which consists of the followingsstél)
facial images data collection, (2) face detection and fdemture
extraction, (3) high-dimensional facial feature indexi@) learn-
ing with weakly labeled data, (5) similar face retrieval), f&ce an-
notation by majority voting from similar faces with their proved
labels. The first four steps are conducted before the tesepbfea
face annotation task, while the last two steps are condwhigdg
the test phase of a face annotation task, which thus shouddre
very efficiently. We describe each step briefly as follows.

The first step is the collection of facial image data as shawn i
Figure 1(a), in which we crawled facial images from the WWW by
web search engines (e.g., Google) based on a name list bhes st
the names of persons to be collected. This crawling process p
duces a collection of facial images, each of them is assatiaith
some human name. Given the nature of web images, these facial
images are often noisy, which do not always correspond taghe
human name. Thus, we call such kind of web facial images with
noisy names as weakly labeled facial image data.

The second step is to pre-process web facial images to extrac
face-related information, including face region detet@od align-
ment, face region extraction, and facial feature represiemt For
facial region detection and alignment, we adopt the unsigoeat
face alignment technique (). For facial feature representation,
we extract the GIST featuresd] to represent the extracted faces.
As a result, each face can be representeddadienensional vector.

The third step of the framework is to index the extracteduiest
of the faces by applying some efficient high-dimensionaékidg
technique to facilitate the task of similar face retrievaihe subse-
quent step. In our approach, we adopt the Locality-Seledizsh-
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Figure 1: The system flow of the proposed search-based facerastation scheme. (a) We collect weakly-labeled facial im&g from
WWW using web search engines; (b) We perform face detectionral alignment, extract GIST features for the detected facesand
finally apply LSH to index the high-dimensional facial featues; after that, we apply the proposed Unsupervised Label Remement
(ULR) method to refine the labels of the facial images; (c) Weesarch for the query facial image to retrieve the topK similar images
and use their associated names for voting towards auto annation.

ing (LSH) [6], a popular and effective high-dimensional indexing n;, while Y;; = 0 indicates that the relationship betwegth fa-

technique for approximate nearest neighbor search.

Besides the indexing step, another key step of our frameigork
to engage an unsupervised learning scheme to enhance ledtigf g
of the weakly labeled facial images. This process is cliticghe
entire search-based annotation framework since the laksity
considerably affects the final annotation performance.

All the above are the processing steps before annotatingry qu
facial image. Next we describe the process of face annataltio-
ing the test phase. In particular, given a query facial infagan-
notation, we first conduct a similar face retrieval processdarch
for a subset of most similar faces (typically tépsimilar face ex-
amples) from the previously indexed facial database. Wi¢hget

of top k similar face examples retrieved from the database, the next Wherenx (x;)

step is to annotate the facial image with a label (or a sulfdet o
bels) by employing a majority voting approach that combities
set of labels associated with these fogimilar face examples.

In this paper, we pay our main attention on the key step of the
above framework, i.e., the unsupervised learning proaessfine
labels of the weakly labeled facial images.

4. UNSUPERVISED LABEL REFINEMENT
ON WEAKLY LABELED FACIAL IMAGES

In this section, we present a novel Unsupervised Label Refine
ment (ULR) scheme to refine the labels of web facial image data
by learning with weakly labeled data. In the following, wesfiin-
troduce some preliminaries and notations followed by tlodiem
formulation and the proposed algorithms.

4.1 Preliminaries

We denote byX € R™*? the extracted facial image features,
wheren andd represent the number of facial images and the num-
ber of feature dimensions, respectively. Further we debpte =
{ni,n2,...,nm} the list of human names for annotation, where
m is the total number of human names. We also denot& by
[0,1]"*™ the initial raw label matrix to describe the weak label
information, in which the-th row Y;. represents the label vector
of the i-th facial imagex; € R?. In our applicationY is often
noisy and incomplete. In particular, for each weak labeli®af;;,

Yi; # 0 indicates that the-th facial imagex; has the label name

cial imagex; andj-th name is unknown. Note that we usually have
||Yi<|lo = 1 since each facial image in our database was uniquely
collected by a single query.

Following the terminology of graph-based learning metitodo
ogy, we build a sparse graph by computing a weight matrix=
[Wi;] € R™™™, whereW;; represents the similarity between
andx; defined as follows:

Clxi—x413

e 20

0

if x; € nK(x]-)Hx]- € l‘lK(Xi)
otherwise

Wi; = (€Y

denotes thd( <« n nearest neighbor list of the data
pointx; based on Euclidean distance.

4.2 Problem Formulation

The goal of the Unsupervised Label Refinement (ULR) task is to
learn a refined label matrix™ < [0, 1]"*™ to improve the initial
raw label matrixy”. This is challenging since we have nothing else
but the raw label matri¥” and the data examplés§ themselves. To
attack this challenge, we propose a graph-based learninoticso
based on a key assumption of “label smoothness", i.e., the mo
similar the visual contents of two facial images, the mokel\i
they share the same labels. The label smoothness prineiplbe
formally formulated as an optimization problem of mininmgithe
following loss functionE (F, W):

n
E(F,W) = % > WillFee = Frulp =tr(FTLF)  (2)
i,j=1
wherg| - || » denotes the Frobenius nori] is a weight matrix of
a sparse graph built from thefacial images = D — W denotes
the Laplacian matrix wher® is a diagonal matrix with diagonal
elements ad;; = -7, Wi;, andtr denotes a trace function.
Directly optimizing the above loss function is problemai it
will yield a trivial solution. To tackle this challenge, wetice that
the initial raw label matrix usually, though being noisyil ston-
tains some correct and useful label information. Thus, when
optimize to search foF’, we shall avoid the solutio” being de-
viated too much fronY". To this end, we formulate the following
optimization task for the unsupervised label refinementiojuid-



ing a regularization ternt’,, (£, Y') to reflect this concern:

F* :argrgli%Es(F,W)+a'Ep(F,Y) (3)
where« is a regularization parameter add > 0 enforcesF is
nonnegative. Next we discuss how to define an appropriatgifum
for E,(F,Y).

One possible choice of,(F,Y) is to simply setF,(F,Y) =
|F — Y| %. This is however not appropriate asis often very
sparse, i.e., many elements YBfare zeros due to the incomplete
nature ofY. Thus, the above choice is problematic since it may
simply force many elements df to zeros without considering the
label smoothness. A more appropriate choice of the regaléon
should be applied only to those nonzero elemenis.ofo this end,
we propose the following choice @&, (F,Y):

Ey(FY) = |(F-Y)oS|k 4)

whereS is a “sign" matrixS = [sign(Yi;)] wheresign(z) = 1 if
x > 0 and 0 otherwise, and denotes the Hadamard product (i.e.,
the entrywise product) between two matrices.

Finally, we notice that the solution of the optimization @) (
is generally dense, which is again not desired since thelats
matrix is often sparse. To take the sparsity into consid@ratve
introduce a sparsity regularizéi. (F') by following the “exclusive
lasso" technique’d:

n

Ec(F) =Y (IFulh)?

i=1

®)

where we introduce a#, norm to combine the label weights for
the same person with respect to different names, arfd anrm to
combine the label weights of different persons togethemnkio-
ing this regularizer and the previous formulation, we héesfinal
formulation as follows:

F* = argming(F) (6)
9(F) = Es(F,W)+aEy(FY)+BE(F)  (7)

wherea > 0 and/ > 0 are two regularization parameters. The
above formulation combines all the terms in the objectivefion,
which we refer it to as “Soft-Regularization Formulatiom8RF"

for short.

Another way to introduce the sparsity is to formulate the op-
timization by including some convex sparsity constraintsjch
leads to the following formulation:

F* = arg rgl;% E(F,W)+ aE,(F,Y) (8)
©)

wherea > 0 ande > 1. We refer to this formulation as “Convex-
Constraint Formulation" or “CCF" for short.

It is not difficult to see that the above two formulations anae-c
vex, which thus can be solved with global optima by applyiog-c
vex optimization techniques. Next, we discuss efficienbatgms
to solve the above optimization tasks.

4.3 Algorithms

The above optimization tasks belong to convex optimization
more exactly quadratic programming (QP) problems. It seems
be possible to solve them directly by applying generic QRessl
However, this would be computationally highly intensivecg ma-
trix F' can be potentially very large, e.g., for a lar¢@0-person
database of totally 40,000 facial images in our experiment a
40000 x 400 matrix that consists of 16 million variables, which is
almost infeasible to be solved by any existing generic Qesol

s.t. ||Fi*||1§5,i:1,...,n

4.3.1 Algorithm for Soft-Regularization Formulation

We propose an efficient algorithm to solve the problem ir6Eq.
whereg(F) is a quadratic convex function. By vectorizing matrix
F € R™™ into a column vectof = veq F) € R™™*! we can
reformulateg(F’) as follows:

g(F)=tr(F'LF) +al|(F —Y) o S||& + B[ F - 1|7
=f'Qf+c'f+h

(10
(€]

whereo denotes the Hadamard produet,denotes the Kronecker
product,y = vedY'), s = ved.S), 1 is all one column vectof] =
In®L",V=01"®l,),R=dags),Q=U+aR+8V"V,

¢ = —2aR"y, h = ay " Ry and I} is an identity matrix with
dimensionk x k.

The above optimization is clearly a QP problem. To solve it
efficiently, we adopt an accelerated multi-step gradiegor@hm,
which converges af)(k%), k is the iteration step.

First of all, we reformulate the QP problem as follows:

x* =argming(x|Q,c) =x ' Qx+c'x st.x>0 (12)

We then define a linear approximation functipn(x, z) for the
above functiony at pointz:
t

pi(x,2) = qlz)+ < x—2,Vq(z) > +5lx — 2} (13)
wheret is the Lipshitz constant &¥¢. In order to achieve the opti-
mal solutionx*, we will update two sequencds*)} and{z*},
recursively. Commonly at each iteratidn the variancez*) is
named asearch pointand used for constructed combination of the
two previous approximate solutions®*~ andx*~2?. The ap-
proximationx*) is achieved by the following optimization:

x(F+D (14)

= argmin pi(x,z") st.x>0
After ignoring terms that do not depend &nthe former optimiza-
tion problem Eql4 could be equally presented as:

(k)32

T t k)2 1 9i
min g x4 5 [x — 287 =3 5 (- )+
K3

i
(15)
whereg = 2Qz*) + c. The closed-form solution is given below:

T = max(z<k) —gi/t,0)

i

(16)

Finally, Algorithml summarizes the optimization progress.

Algorithm 1: Multi-step Gradient Algorithm for ULR
Input: Q e R"”*™ceR"teR

Output: x*
1 begin
2 cm:l;k::l;z<0):x<0):x<71):0,
3 repeat
4 Case SRF : Achieve *) with Eq. 14;
5 Case CCF : Achieva® with Eq.19;
6 o = 71+\/40§7ﬁ;
7 28 = x() 4 Bt () _ (kD).
8 k=k+1;
9

until CONVERGENCE




To further improve the scalability, we propose a coordirgge
scent approach to solving the optimization iterativelyisidan take
advantages of the power of parallel computation when sglivary
large-scale problems.

For the proposed coordinate descent approach, at eactioitera
we optimize only one label vectdt;.. by leaving the other§F).|j #
i} intact. Specifically, at thét + 1)-th iteration, we define the fol-

lowing optimization problem for updating,’*") with F(*:

FOHY = arg min ¥(f | FY0) st.£>0  (17)

where the objective functio® is defined as follows:

U(f|F,i) = Li||f||®> + 2L FTf +az" Rz + pf T T

=f'Qf +&¢'f+h

whereL;. € R**("~1 is thei-th row of Laplacian matrix.;. by
removing thei-th elementLy;, £ € R™~V*™ is a sub-matrix of
F by removing itsi-th row Fi., z = f — Y;!, R = diag(Si.),
T=1-1",Q=_Lilu+aR+T,é=2(LinF" —aYi.R)"
andh = aYi. RY;, .

The Eql7is also a smooth QP problem, but much smaller than
the original EqLO. Similarly, it could be solved efficiently by Al-

gorithm 1. The pseudo-code of the coordinate descent algorithm is
summarized in Algorithn?.

Algorithm 2: Coordinate Descent Algorithm for ULR
Input: X € R Y € [0,1]™™, 0, K
Output: F' € R™*™
begin
Build similarity matrix W ,with o, K;
t=0 and F'=Y;
repeat
fori =1tondo
Case SRF: Achievé '™ with Eq.17;
Case CCF: Achievé /™" with Eq. 25,

t=t+1,
until CONVERGENCE

© o0 N O abhwNE

4.3.2 Algorithm for Convex-Constraint Formulation

For the convex-constraint formulation, by doing vectdiiaa,
we can reformulate EQ into the following:
m—1

rilzlgx Q'x+c'x st. kzomk.n+¢§5,z:1,...,n. (18)

whereQ" = U + aR, ¢ > 1, and all the other symbols are the
same as EqLO. We also apply the multi-step gradient scheme to
solve Eq.18, however the constraint for the sub-problem is slightly
different from Eq.15, which is defined:

i — .
1;121{)1 EHX—VHQ s.t. ;xk.n+i <gi=1...,n (19

wherev = z(®) — t%gT, gh =20z +c.

We can split into a series of sub-vectoré = [z, .. ., T (m—1)wnti
and similarly we can split vector. Thus, Eq.19 could be refor-
mulated as:

]T

. AR
win g 2K 20
s.t. |1 <& %' >0,i=1,...,n.

The above optimization can be decoupled for each sub-vector
and solved separately in linear time by following the Euedid pro-
jection algorithm proposed inLf]. Specifically, we can obtain the
optimal solutionx™ for x* with the following problem:

%" =min|[x' - ¥v'|° st %] <% >0 (21)
wherex®* has a linear relationship with the optimal Lagrangian
variable\*, which is introduced by the inequlaity constréfiz; || <

o8
7 = sign(v;) x max(|5;| — X\*,0),5 =1,2,..m.  (22)

SupposeS = {j|v} > 0}, the optimal\* could be obtained:

_q <
)\* _ 9 EkGS |le1€| S 6, (23)
A D kes Tkl > e
where) is the unique root of functiorf(\):
FO) =) max(|5i] = A,0) — & (24)

keS

f(X) is continuous and monotonically decreasing(ico, o).
The root) can be obtained by the bisection search algorithm in lin-
ear time. An improved searching scheme was also proposeéd]in [
using the characteristic of functigf{\).

Similar to the soft-regularization formulation, we cancadglopt
the coordinate descent scheme to further improve the skiglab
In particular, we define a new update functiéfi similar to the
aforementioned formula in EG.7:

F(t+1)

1%

=argmin Ui (f| F®, )T
gmin W'(£ | F,5) 5

st. ||f|L <ef>0.

where all symbols are the same as EgexceptQ' = LIy +

aR. EQ.25is a special case of the optimization in Ei with

m = 1, and can be solved efficiently by the same algorithm. Fi-

nally, the pseudo codes of the algorithm for the convex-aimg

formulation are similar to the previous, as shown in Alduritl

and Algorithm2.

5. EXPERIMENTS

In this section, we conducted extensive experiments toueval
ate the performance of the proposed ULR technique for autiina
face annotation. In the following, we first introduce our esimen-
tal testbed, then discuss the comparison schemes andregpéai
setup, and finally present our experimental results.

5.1 Experiment Testbed

To build our testbed, we first collected a name list congistin
400 popular actor and actress names downloaded froniMid
websiteht t p: / / www. i ndb. com We collected those names
with the billboard: “Most Popular People Bornytyyy" of IMDb ,
whereyyyy is the born year, e.g., the webpagpresents all the
actor and actresses who were bori 975 in the popularity order.
‘Our name list covers the actors and actresses who were bern be

tween 1950 and 1990. We submitted each name from the list as a

query to search for related web images by Google image search
gine. The toR200 retrieved web images are crawled automatically.
After that we use the OpenCV toolbox to detect the faces angdtad

thtt p: // www. i mdb. contf sear ch/ nane?bi rt h_year=1975
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(b)Sean Penn

Figure 2: Two example sets of weakly labeled facial images
where wrongly labeled images were highlighted by red boxes:

(a) a good case of most images correctly labeled, and (b) a bad
case of half of them wrongly labeled.

the DLK algorithm 3] to align facial images into the same well-
defined position. The no-face-detected web images wereegno
As aresult, we collected ovef, 000 facial images in our database.
We refer to this database as the “retrieval database”, whilthe
used for facial image retrieval during the auto face animigiro-
cess. Figur@ shows two examples in our database.

We also built a “test dataset" by randomly choos#ignames
from our name list. We submitted each selected name as a tpiery
Google and crawled abowd0 images from to200 to 400 search
results. Note that we did not consider the top 200 retrieneabes
since they had already appeared in the retrieval datasét.airhs
to examine the generalization performance of our techriiojuen-
seen facial images. Since these facial images are oftew, ois
obtain ground truth labels for the test dataset, we requesstaff
to manually examine the facial images and remove the iraelsa-
cial images for each name. As a result, the test databasestsoof
about1000 facial images with over 10 faces per person on average.

We run all the experiments on a PC with an Intel(R) Xeon(R)
CPU (W3520),12G memory and MATLAB 2010(b). To handle a
very large-scale optimization task of 16-million unknovariables,
we adopted théarallel Toolboxin Matlab to exploit the parallel
computation power.

5.2 Comparison Schemes and Setup

In our experiments, we implemented all the proposed algymst
for solving the ULR task. We finally adopted the soft-regiziation
formulation of the proposed ULR technique in our evaluatiote
it is empirically faster than the convex-constraint foratidn ac-
cording to our implementations. To better examine the effica
of our technique, we also implemented some baseline anmotat
method and existing algorithms for comparisons. Specifictile
compared methods in our experiments include the following:

e “ORI": a baseline method that simply adopts the original la-
bel information for the search-based annotation scheme, de
noted as “ORI" for short.

“CL": a consistency learning algorithn2 ] proposed to en-

For a fair comparison to the above approaches, we adopted the
same GIST features to represent the facial images. To éedhir
annotation performances, we adoptedtilieate at topt annotated
results as the performance metric, which measures thehidaz
of having the true label among the tepannotated names. For
each query facial image, we retrieved a set of ioimilar facial
images from the database set, and return a set df'topmes for
annotation by performing a majority voting on the labelagsted
with the set of topK images.

Further, we discuss parameter settings. For the ULR impieme
tation, we constructed the sparse graphby setting the number
of nearest neighbors tfor all cases. In addition, for the two key
regularization parametersand in the proposed ULR algorithm,
we set their values via cross validation. In particular, ewedomly
divided the test dataset into two equally-sized parts, iicivione
part was used as validation to find the optimal parametersidy g
search, and the other part was used for testing the perfaeman
This procedure was repeated 10 times, and their averagerperf
mances were reported in our experiments.

5.3 Evaluation of Auto Face Annotation

Table1 and Figure3 show the average annotation performance
(hit rates) at differenf” values, in which both mean and standard
deviation were reported. Several observations can be dfi@mm
the results.

M ORI
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Figure 3: Evaluation of auto face annotation performance in
terms of hit ratesat top 7" annotated names.

First of all, it is clear that ULR which employs unsupervised
learning to refine labels consistently performs better thanORI
baseline using the original weak label, the existing CL atbm
and MKM algorithm. For example, by comparing the hit ratenat t
first annotated name, ORI, CL and MKM achievetd8%, 63.4%
and57.8% respectively, while ULR can significantly boost the hit
rate t071.5%. For the hit rate at top0 annotated names, the result
of ORI, CL and MKM are91.4% and 92.8% and94.3% respec-
tively, while ULR can achive a better hit ra26.8%. The promising

hance the weakly labeled facial image database, denoted asesult validates the effectiveness of the proposed UL Rigcie for

“CL" for short.
“MKM": a modified K-means clustering algorithn?] pro-

posed to cluster the image database and clean up noise im-

ages, denoted as “MKM" for short.

“ULR": the proposed unsupervised label refinement method,
denoted as “ULR" for short.

improving search-based face annotation. Second, Whisrsmall,
the hit rate gap, i.e., the hit rate difference between ORIGIR is
more significant, which verifies that the proposed ULR aldoni
could efficiently refine the noisy data. Finally, we obsertreat the
annotation performance increases slowly wiier 5. In practice,
we usually focused on the a smdll value since users typically
would not be interested in a long list of annotated names.



Table 1: Evaluation of auto face annotation performance in
terms of hit ratesat top 7" annotated names.

| [ T=01 [ 7=02 | T=03 | T=04 [ T7=05 |

tion performance; but whef is large (e.g.T" > 5), increasing the
K value often boosts the performance of tB@nnotation results.
Such results can be explained as follows. Wfiéis very small,
e.g., T = 1, we prefer a smalK value such that only the most
relevant images will be retrieved, which thus could lead taren

ORI 0.548 0.661 0.766 0.837 0.872 precise results at top-1 annotated results. However, W@hisrvery
+0.013| +£0.011] +0.009| +0.010| +0.010 large, we prefer a relatively largk” value since it can potentially
CL 0.634 0.752 0.829 0.858 0.883 retrieve more relevant images and thus can improve the teitata
+0.012| £0.010| £0.010| +0.010| £ 0.009 top-T" annotated results.
MKM 0.578 0.717 0.797 0.856 0.882
+0.011| +£0.012 | +0.012| +0.008 | + 0.010
ULR 0.715 0.809 0.859 0.892 0.916 Table 2: Annotation performance of varied K and T values.
+0.008 | +0.005| +0.009| 4+ 0.007 | + 0.010 | | T=01 | T=02 [ T=03 | T=04 | T=05 |
| | T=06 | T=07 | T=08 | T=09 | T=10 | K=05 | 0.747 0.827 0.868 0.882 0.894
ORI 0.892 0.898 0.907 0912 0914 +0.014| £0.012| £0.009| £ 0.009 | + 0.008
+0.009| +0.009 | +0.010 | £ 0.010| + 0.010 K=10 | 0.735 | 0.831 | 0.870 | 0.886 | 0.906
CL 0.899 0.916 0.922 0.926 0.928 +0.011| £0.013| £0.013| £0.012| +0.010
+0.009| +0.009| +0.008| + 0.007 | + 0.007 K=20 | 0.725 | 0.828 | 0.877 | 0.900 | 0.920
MKM 0.902 0.910 0.918 0.930 0.943 +0.011| £0.010| £0.012| +0.010| +0.011
+0.009 | +0.009| 4 0.009 | + 0.009 | + 0.008 K=40| 0.715 | 0.809 | 0.859 | 0.892 | 0.916
ULR 0.927 0.936 0.946 0.958 0.968 +0.013| £0.013| £0.012| +0.010| 4+ 0.009
£ 0.007 | £0.007 | +£0.006| + 0.007 | + 0.007 | | T=06 | T=07 | T=08 | T=09 | T=10 |
K=05 | 0.894 0.895 0.895 0.896 0.896
+0.008 | +0.008| +0.008| +0.008| + 0.008
5.4 Evaluation on Varied Top-K Retrieved Im- K=10 | 0.911 | 0919 | 0.924 | 0.927 | 00928
ages and Top-T Annotated Names +0.010| £0.010| +0.010| +0.010 | =+ 0.009
This experiment aims to examine the annotation performanee K=20 | 0.935 | 0.945 | 0.950 | 0.952 | 0.956
der varied values of andT respectively for topK retrieved im- +0.007| +0.007 | +0.006 | +0.006 | + 0.006
ages and tof® annotated names. To ease our discussion, we only | K=40 | 0.927 | 0.936 | 0.946 | 0.958 | 0.968
show the results of the ULR algorithm. The performance diffe 4+ 0.008| +0.008| +0.006 | +0.005| + 0.007

ences between the ULR algorithm and the baseline algorithm a
well as the CL algorithm are mostly similar to the observagiin

the previous experiment. The face annotation performaheare

ied K andT values are illustrated in Figureand Table2 where
both mean and standard deviation results were reported.
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Figure 4: Annotation performance of varied K and 7" values.

Some observations can be drawn from the experimental sesult
First of all, when fixingK, we found that increasing value gen-
erally leads to better hit rate results. This is not surpgssince
generating more annotation results certainly gets a beftence
to hit the relevant name. Second, when fixihigwe found that
the impact of thek value to the annotation performance fairly de-
pends on the specifif value. In particular, wheff” is small (e.g.,

T = 1), increasing thes value leads to the decline of the annota-

5.5 Evaluation on Varied Numbers of Images
per Person in Database

This experiment aims to further examine how the annotaten p
formance is affected by the number of facial images per peirso
building the facial image database. Unlike the previouserpent
with top 100 retrieval facial images per person in the database, we
created three variants of varied-size databases, whidistai top
50, 75, and100 retrieval facial images per person, respectively. We
denote these three databases@®PP075, and R00, respectively.

Figure5 shows the experiment results of average annotation per-
formance. We can draw some observations. First of all, itearc
that the larger the number of facial images per person deliei
our database, the better the average annotation perfoencance
achieved. Second, similar to the previous observation®} tn-
sistently boosts the annotation performance for all thatues,
and achieves the best performance by beating the other tibonpe
for all the cases. Finally, we noticed that enlarging the benof
facial images per person in general leads to the increasesnof
putational costs, including time and space costs for img=nd
retrieval as well as the ULR learning costs.

5.6 Evaluation of Parameter Sensitivity

There are two key parametetsand g in the ULR algorithm. In
the previous experiments, we found the best values by crass v
dation. In this experiment, we further examine their s@ngjtto
the annotation performance. Figurshows an evaluation of anno-
tation performance by a grid search on varied values of patem
a € [0.1,0.6] and 8 € [0,0.7] in one of cross validation experi-
ments. The value of each vertex on the color mesh repredents t
hit rate gap between ULR and ORI.
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Figure 5: The annotation performance on three different dabases, which have different numbers of images per personp&cifically,
P050, P075, and P100 denote the databases having the top0, 75, and 100 retrieval images per person, respectively.
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Figure 6: Evaluation of parameter sensitivity with respectto «
and g for T' = 1. The values of the vertex on the color mesh
illustrate the hit rate gap between ORI and ULR.
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Some observations can be drawn from the results.
found that for allae and 8 values, the proposed ULR scheme al-
ways has a positive improvement over ORI with original Iabel
Second, we found that the bestand 8 values are aboui.3 and
0.1, respectively. Further, we noticed that it is not difficutfind
such gooda and 8 values to get comparable results. Typically,
ULR attains fairly good results when choosiage [0.2, 0.4] and
B € 10.01, 0.4]. These results show that ULR is quite robust to the
parameters and could always enhance the annotation perficem

5.7 Evaluation of Optimization Efficiency

This section aims to conduct extensive evaluations on the ru
ning time cost by the four proposed algorithms. To distisguhe
previous four algorithms clearly, in the following subsens, we
will refer to the four algorithms by the following abbreviians:

e SRF-MGA: Soft-Regularization Formulation solved by the
Multi-step Gradient Algorithm.

e SRF-CDA: Soft-Regularization Formulation solved by the
Coordinate Decent Algorithm.

e CCF-MGA: Convex-Constraint Formulation solved by the
Multi-step Gradient Algorithm.
e CCF-CDA: Convex-Constraint Formulation solved by the Co-
ordinate Decent Algorithm.
5.7.1 Time Cost Evaluation on Artificial Data

We first compare two algorithms: SRF-MGA and CCF-MGA,
which adopt the same gradient-based optimization schenta/o
different formulations, as shown in Algorithth We adopted an
artificial dataset with varied numbers of clasgds= 20, 40, 60,

First, we

80, 100 where each class corresponds to a unique Gaussian dis
bution. We set the number of examples generated from eash cla
as P = 100, and the total number of exampl@&& = 2000, 4000,
6000, 8000, 10000. The goal of the ULR optimization is to -opti
mize the refined label matri¥ < [0, 1]V** which has the to-
tal number of unknown variableg = 40000, 160000, 360000,
640000, 1000000, respectively for each of the above caseshé&
iteration number, we set it t80 for both algorithms.

We randomly generated the artificial datasets and run ttee alg
rithms over these random datasets. This procedure wasteepea
five times. Table8 show the average running time cost, where the
first two columns are the means and their standard deviatbns
tained by both SRF-MGA and CCF-MGA algorithms, respecyivel
Figure7 (a) further illustrates these results. Some observatians ¢
be drawn from these results as follows.

1200 1600 -

=$=SRF-MGA — =$=5SRF-CDA

= ==CCF-MGA 1200 - =9=CCF-CDA
5001 1000 -
600 800 -
400 600 -
400 -
200 200

1] T 1 [ T 1
0 500000 1000000 o 500000 1000000
CY (b)
Figure 7: The running time of the proposed four

algorithm(SRF-MGA,CCF-MGA,SRF-CDA,CCF-CDA).The
group size P is 100. The z-axis presents the number of
variables V', The y-axis is the running time(seconds).

First of all, it is clear that increasing the number of valésb
leads to the increase of the running time cost for both algms.
Second, by comparing the two algorithms based on two differe
formulations, we found that the time cost growth rate of IRGA
is always slower than that of CCF-MGA, which indicates thaFS
MGA runs always more efficiently than CCF-MGA.

To further compare the difference of their growth rates, wye t
to fit the running time costg' w.r.t the number of variableg by a
functionT = a x V?, wherea, b € R are two parameters. By fit-
ting the functions using the data shown in Figi(a), we obtained
a = 9.04F — 7andb = 1.45 for SRF-MGA, andz = 3.70EF — 8
andb = 1.74 for CCF-MGA.

We compare running time cost of RF-CDA and CCF-CDA by
adopting the similar settings as the previous experiment. e
iteration number, we set the outer-loop iteration numbeICiDA



Table 3: Average running time (seconds) of the proposed algo
rithms, where the 2nd rows show the standard deviations.

Table 4: The running time cost (seconds) of SRF-CDA and
CCF-CDA algorithms on 400-person retrieval database. The

| V[ SRF-MGA| CCF-MGA | SRF-CDA| CCF-CDA] top two rows show the running time cost of algorithms with-
20000 2.80 6.76 76.63 136.50 out parallel computing. The last two rows show the results us
+0.15 4 0.06 +0.07 +0.09 ing“ Parallel Computing Toolbox" in Matlab.
160000 29.04 49.05 197.92 330.30 [ Sequentiall P050 | PO75 | P100 |
+0.14 +0.07 +029 | £37.06 SRF-CDA | 2726.1+ 27.9| 4078.0+ 26.3 | 5506.0+ 22.7
360000 95.43 178.45 399.11 607.20 CCF-CDA | 2999.6+ 33.4 | 4519.6+ 34.7 | 6131.3+ 31.8
+£0.56 | +£003 | +£013 | +12.01 [Parallel | PO50 | PO/5 |  P100 |
570000 | 2284449429 | 67023 | 9040 | I speea o755 T66] 15550L 132] 200265133
1000000 428.46 1076.04 102270 | 145740 CCF-CDA | 1184.1+ 18.6 | 1805.9+ 21.5| 2337.2+ 11.3
+ 0.04 +11.99 +8.94 +17.68

to 30 and fix the inner iteration number w.r.t. their subproblems t
30. The average running time cost and their standard deviatioan
illustrated in the last two columns of Taleand Figurer/(b).

The SRF-based algorithm SRF-CDA spent less time cost than
the CCF-based algorithm CCF-CDA. Second, unlike the presvio
results of the MGA based algorithms, we found that the rugnin
time cost grows almost linearly w.r.t the number of variabler
both CDA based algorithms. More specifically, by fitting thae
cost functionl” = a x V® w.r.t. the number of variablgg, we have
a = 3.93E — 3 andb = 0.90 for SRF-CDA, andz = 1.50FE — 2
andb = 0.83 for CCF-CDA, which show that the time cost growth
rates of both algorithms are empirically sublinear. Thisamag-
ing result indicates that both CDA based algorithms areiefftc
and scalable for large-scale datasets.

5.7.2 Time Cost Evaluation on Real 400-Person Data

This experiment is to evaluate running time cost of the CDA-
based algorithms (SRF-CDA and CCF-CDA) on our 400-person
weakly labeled real web facial image dataset. For this ratsbt,
we have 400 persons and about 100 images for each persot, whic
leads to 40000 images and 16-million unknown variables in ou
optimization task. We skipped the evaluation of MGA-basigd-a
rithms (SRF-MGA and CCF-MGA) since they are computatignall
too intensive for this large-scale experiment.

We randomly chosé® = {50, 75, 100} images from each per-
son to build three databases of different sizes. We refehdeet
databases aB050,P075 and P100, respectively. We set the outer
iteration number td 0 for both algorithms, and fixed the inner it-
eration number for their subproblems 36. First, we employed
the CDA-based algorithms (SRF-CDA and CCF-CDA ) directly on
those three databases, then we adopted Baeatlel Computing
Toolbox in Matlab to speed up the loop structure. We simply used
the commandrhatlabpool4” to estimatet local labs for the paral-
lel computing task. The final results are presented in Table

Two observations can be drawn from the above results. Hiest,
same as the previous results, SRF-CDA is faster than CCF-@DA
the real database. Secondly, after applying fPerallel Computing
ToolboX, the running time is significantly reduced, which saved
roughly two-third of the total time cost.

5.7.3 Convergence Evaluation

This experiment is to evaluate the convergence rates obtne f
different optimization algorithms. In particular, we calfer a toy
dataset withA\/ = 100, P = 100, N = 10000 . Figure8 show
the evaluations on the objective functions of the four défe algo-
rithms. For each algorithm, the average running time peatiien
was also displayed on each of the figures. Some observations c
be drawn from the results.

First of all, it is clear that all the algorithms converge ajdy.
In particular, the two MGA-based algorithms almost coneelrgf-
ter 10 iterations, which is slightly slower than the two CbAsed
algorithms that almost converged after 8 iterations. Secuiith
the same formulation, we can see that the final objectiveegabi-
tained by two different solvers are very close, which vabdahe
correctness of the proposed algorithms. Finally, in terfnsnoe
cost per iteration, we found that the algorithms based the f8R
mulation are faster than the algorithms based on the CCFuform
lations. More details about the running time cost comparise
given in the subsequent section.
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Figure 8: The objective function values of the four differert
optimization algorithms at each iteration on the toy data wih
M =100,P = 100 and N = 10000. The average running time
per iteration was also displayed on each of the figures.

6. DISCUSSIONS AND LIMITATIONS

Despite the encouraging results, our work is limited in s@se
pects. First, in our experiments, we assume each name pondgs
to a unique single person, i.e., we do not consider the caftglic
name case. This is however possible in reality. Second, seas
the top retrieved web facial images are related to a queryanum
name. This is clearly true for popular human beings, suchagen
stars and famous politicians. However, when the query fanege
is not a popular person, there may not exist many relevaiat fiac-
ages on the WWW, which is a limitation of all existing datéven
annotation techniques. Third, comparing with the whole WWW
our current facial image database is still not large, thotighes-
sential optimization task in our problem is huge. In our fatwork,
we plan to collect a large database, and develop more effiaien
gorithms to resolve the optimization task.



7. CONCLUSION

This paper investigated a promising search-based facéatiom
framework for mining weakly labeled facial images freelpifable
on the WWW. To enhance the quality of the noisy and incomplete
labels of the web facial images, we proposed a novel Unsigeztv
Label Refinement (ULR) technique by learning to refine thesla
labels from the weakly-labeled data. To make the proposdd te
nique feasible for large-scale problems, we presentedezffiand
scalable optimization algorithms, which successfullwedla ULR
optimization task on a real-world web facial image datastt 400
persons, 40000 facial images, and 16 million variables hipgles
PC. From an extensive set of experiments, we found that e pr
posed technique achieved promising results with ab6t aver-
age hit rate of top-10 annotated names over a challengingeées
with various web facial images captured in a wild. Our resalso
indicated that the proposed ULR technique significantlyassed
the other competitors, including the baseline with theingbla-
bels and other regular solutions in literature. For theriituork,
we will further speed up the current solution for very laggale
applications and investigate other machine learning fecles to
improve the label refinement task.
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