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Abstract
The mismatch negativity (MMN) is a frontal negative

deflection in the human event-related potential that typi-

cally occurs when a repeating auditory stimulus changes

in some manner. The MMN can be elicited by many

kinds of stimulus change, varying from simple changes

in a single stimulus feature to abstract changes in the

relationship between stimuli. The main intracerebral

sources for the MMN are located in the auditory cortices

of the temporal lobe. Since it occurs whether or not stim-

uli are being attended, the MMN represents an automatic

cerebral process for detecting change. The MMN is clini-

cally helpful in terms of demonstrating disordered sen-

sory processing or disordered memory in groups of

patients. Improvements in the techniques for measuring

the MMN and in the paradigms for eliciting it will be

needed before the MMN can become clinically useful as

an objective measurement of such disorders in individu-

al patients.
Copyright © 2000 S. Karger AG, Basel

Introduction

One cannot step twice into the same river, for the water into which
you first stepped has flowed on. Heraclitus, LI

This paper is a selective review of some recent litera-
ture on the mismatch negativity (MMN). Since the MMN
is associated with stimulus changes, the epigraphs for the
paper’s sections are from Heraclitus, an early Greek phi-
losopher who thought deeply about change. (The quota-
tions are from a translation by a modern poet [Davenport,
1995] and the references are to the numbered fragments
presented in an annotated literal translation [Kahn,
1979].) The first quotation describes the paradox that
what we consider the same is actually always changing.
The human brain determines from its experience some
things that it can consider relatively constant or invariant.
It then either accepts these constants and lives with the
variance that they do not completely explain or it remakes
a different set of constants to explain the variance more
effectively. After an introductory section that discusses
these basic ideas, the paper considers some physiological
and psychological aspects of the MMN and then looks at
how the MMN might be useful clinically.
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Phenomenology of the MMN

Wisdom is whole: the knowledge of how things are plotted in their
courses by all other things. Heraclitus, LIV

The MMN is a frontal negative wave occurring in the
event-related potential (ERP) evoked by a stimulus that
differs from preceding stimuli. In general the stimuli are
presented in repeating trains and the stimulus that dif-
fers (the deviant) is less probable than the other stimuli
(the standards). Essential to understanding the role of
the MMN in human information processing is some
knowledge about how it is evoked, how it is measured
and how it relates to other ERP waves that precede,
overlap and follow it. The section concludes with a cate-
gorization of the different kinds of invariance that un-
derlie the MMN.

Basic Parameters of the MMN

The classic paradigm for recording the MMN involves
presenting a regular train of auditory ‘standard’ stimuli in
which occasional ‘deviant’ stimuli differ from the others
in terms of some physical attribute such as frequency.
These stimuli are presented to subjects who are awake but
attending to something other than the auditory stimuli.
The ERPs recorded in such a paradigm are illustrated in
the bottom half of figure 1. The standard stimuli typically
evoke an N1-P2 complex, but if the stimuli are presented
at a rapid rate this response to the standard stimuli is
quite small (less than a microvolt in the figure). The
response to the deviant stimulus contains two negative
waves, which are most clearly seen if the standard re-
sponse is subtracted from the deviant response as is
shown in the bottom ERP waveform of figure 1. The dif-
ference waveform shows a negative wave at the same
latency as the N1 (indicated by the filled arrowhead) and a
later negative wave called the MMN (indicated by the
open arrowhead). The first wave is probably the result of
the enhanced N1 in the deviant response (since the inter-
val between the deviants is much longer than the interval
between the standards and the response is therefore less
refractory). The relative sizes of these two waves depend
on parameters such as the difference between the stan-
dard and deviant stimuli and the intervals between the
stimuli.

The latency of the MMN is determined by the time at
which the deviant stimulus can be distinguished from the
standard stimulus. In terms of sensory discriminations

that are more or less difficult, the timing may index the
accumulation of evidence that a particular stimulus is not
the same as the preceding stimuli. In terms of stimuli that
differ in duration, the latency of the MMN is determined
by the time at which the shorter stimulus (either the stan-
dard or the deviant) ends. Recording the MMN to stimuli
with different durations is a powerful tool because it
allows the experimenter to manipulate the latency at
which the MMN occurs (by changing the durations of the
standard and/or the deviant stimuli) without significantly
changing other aspects of the processing.

When interpreting the latency of the MMN, it is
important to disentangle the difficulty of discrimination
from the timing of the discrimination process in the pro-
cessing of the stimuli. If one wishes to determine which
type of discrimination occurs earlier in the auditory sys-
tem, it is essential to measure MMN latencies when the
difficulties of discrimination are equivalent. When this is
done, the MMN evoked by an earlier than usual stimulus
occurs earlier (from the point in time that the deviance
occurs, i.e. the onset of the deviant stimulus) than the
MMNs evoked by differences in intensity, location and
frequency, all of which have equivalent latencies [Deouell
and Bentin, 1998]. However, the latency for the MMN
evoked by stimuli that differ in terms of periodicity pitch
is longer than the MMN evoked by an equivalent pitch
change in pure tones [Winkler et al., 1997], suggesting that
the cerebral process for determining pitch takes longer for
periodic stimuli than for pure tones (even though the
stimuli may not be much different in terms of perceptual
discriminability). Furthermore, as the interstimulus inter-
val (ISI) gets longer, the latency of the MMN may
increase, suggesting that the memory of the standard is
perhaps less precise at longer intervals and the recognition
of the deviant therefore more difficult [Schröger and
Winkler, 1995].

The amplitude of the MMN in general increases with
increasing differences between the standard and deviant
stimuli. This relationship is generally monotonic but it
may show some ceiling effects, as the difference becomes
large. Some of the changes in amplitude may relate to the
superposition of two or more different types of MMN
waves [Schröger, 1995; Takegata et al., 1999].

The auditory MMN is recorded with maximum nega-
tive amplitude over the frontocentral regions of the scalp.
In general, it is more anteriorly distributed over the scalp
than the auditory N1. Both the N1 and the MMN usually
show polarity inversions when recorded from locations
below the Sylvian fissure. The MMN thus differs from the
N2b which is often superimposed upon the MMN in the
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Fig. 1. ERPs recorded with different kinds of stimulus change. On
the left of the figure are shown different situations wherein the stimu-
li change. The right side of the figure shows the potentials evoked at
the mid-frontal electrode by these changes. The first line shows a situ-
ation wherein a brief (100 ms) tone occurs once every second with an
intensity of 60 dB SPL. The onset of the stimulus evokes a response
that includes an N1 component indicated by the upgoing filled arrow-
head. The second line of the figure illustrates a situation wherein a
continuing tone goes off briefly for 100 ms. The offset of the stimulus
evokes a small N1 wave as indicated by the unfilled arrowhead. A
second N1 wave (indicated by the filled arrowhead) is subsequently
evoked by the re-onset of the continuing stimulus. The second N1 is
larger than the N1 response to the offset despite the fact that it only
follows the preceding offset response by 100 ms. The third line illus-
trates a situation wherein the continuous tone changes in frequency
for a brief period. The changes in frequency occurred smoothly over
the same 10 ms as the rise and fall times of the stimuli. This evokes a
response at the onset of the change as indicated by the filled arrow-
head. The fourth set of data illustrates the situation wherein a repeat-

ing stimulus changes its frequency. Stimuli were presented at a rate of
4/s and occasionally one of the stimuli changed frequency between
1000 and 1200 Hz. The three ERP waveforms plotted on the right
show the responses to the stimuli when a deviant occurred, when a
standard occurred and the difference between these waveforms
(‘mismatch’). The N1 response to the standard stimuli (asterisks) is
very small because of the rapid stimulus rate (it is enhanced when the
standard follows a deviant). The difference waveform shows that the
stimulus change evokes a broad negative wave that probably contains
two components. The first (indicated by the filled arrowhead) proba-
bly represents a change in the N1 response, whereas the second (un-
filled arrowhead) represents an additional MMN. The smaller ver-
sion of this response (in both the deviant and the difference wave-
forms) occurring after the second stimulus probably represents some
mismatch processing of the standard stimulus following a deviant.
For this figure the responses were averaged across 4 subjects. The two
replications occurred in conditions wherein either the 1000-Hz or the
1200-Hz stimulus was the deviant.

parasagittal regions of the scalp but which does not invert
in polarity below the Sylvian fissure when using a nose
reference [Sams et al., 1984, 1990; Alain and Woods,
1997].

Concepts of Change

The main determinant of the MMN is that the stimu-
lus has changed from the previous stimuli. However,
since the characteristic paradigm used to elicit the MMN
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involves discrete stimuli, two changes occur at the time of
the deviant stimulus. The first change is the onset of the
stimulus from the background which is usually quiet. This
change occurs for the standard stimuli as well and is asso-
ciated with an N1 response. The second change is the
change in some feature of the deviant stimulus from a pre-
ceding stimulus. This change occurs by itself if the stimu-
lus is continuously on and just momentarily changes. For
example, a continuous tone may occasionally change its
frequency (and then revert back to the standard frequen-
cy). This change is also associated with an N1 response
(third waveform in fig. 1). Lavikainen et al. [1995] found
two sources for the magnetic N1 response to such a change
in frequency and suggested that these represented the nor-
mal N1 and an MMN, with the MMN occurring earlier
than it would have if the frequency change had been part
of a separate deviant stimulus. This idea is appealing, but
it is also possible that the two components are part of the
normal N1 response. The two-component analysis was not
carried out for the typical N1 to stimulus onset and other
evidence suggests that this also has multiple sources that
vary in the amount they contribute at different latencies
[Näätänen and Picton, 1987; Woods, 1995; Gutschalk et
al., 1998; Picton et al., 1999]. The N1 response to a change
in a particular stimulus attribute is often larger than the
MMN response to a change between two separate stimuli
differing on that attribute. This phenomenon has recently
been highlighted by Martin and Boothroyd [1999] in a
study evaluating the ERPs evoked by an acoustic change.

In general, the onset of any change in an auditory stim-
ulus is associated with an N1 wave. (This is not true if the
duration of a stimulus increases, when there is no onset
response to the change but only the absence of an offset.)
The offset of a stimulus (second waveform in fig. 1) elicits
a smaller N1 response than the onset, given equal on-off
duty cycles. For brief stimuli (less than several hundred
milliseconds) the N1 response to the offset is either unrec-
ognizable or impossible to distinguish from the offset of
the sustained potential. In the data shown in figure 1,
when a continuous tone is briefly turned off (second line),
the N1 to the offset (open arrowhead) is smaller than to the
subsequent onset (filled arrowhead) despite the differ-
ences in the timing of the on and off periods.

It is only when a stimulus differs from one that
occurred previously but not adjacently in time that one
obtains a distinct MMN in addition to the N1 (lower three
waveforms of fig. 1). Therefore, Näätänen and Picton
[1987] suggested that there may be two types of change: a
level change (e.g. from silence to sound, from sound to
silence or from one frequency to another, thus encom-

passing all the changes discussed in the preceding para-
graphs) associated with the N1 response, and a stimulus
change associated with the MMN. The idea of a stimulus
change requires parsing the incoming information into
discrete stimuli. In terms of perception, the two kinds of
change detection may be analogous to sensory analysis
and object recognition.

Relations between the MMN and Other ERP Waves

The MMN can be distinguished from earlier difference
waveforms on several dimensions. The most important
earlier waveform is the N1 wave, which often increases in
amplitude with a change in the stimulus and therefore
shows up in the deviant-standard difference waveform
(fig. 1). The differentiation depends upon five main find-
ings, although these basic findings are not without some
controversy (and we shall return to them in later sections
of the paper). First, a MMN occurs whatever the direction
of the deviance from a standard intensity, whereas the N1

wave gets smaller with decreasing intensity of the stimu-
lus regardless of the difference in intensity between the
deviant and the standard [Näätänen, 1992]. Furthermore,
the N1 difference is not apparent when the dimension of
the deviance involves duration (for stimuli longer than
about 30 ms) or pattern. Second, the N1 responses tend to
be more susceptible to changing the ISI than the MMN.
The N1 wave decreases in amplitude when the interval
between the stimuli decreases whereas the MMN does not
[Mäntysalo and Näätänen, 1987; Czigler et al., 1992]
unless the intervals between the deviants also become
very short. Third, the MMN is more specific to changes in
stimulus attributes than the N1 wave. When the differ-
ences between the standard and deviant are large in the
classic paradigm using frequency deviants, the deviant
stimulus evokes both a larger N1 and an additional MMN,
but when the deviant is very close to the standard, a signif-
icant MMN occurs with little if any change in the N1

[Sams et al., 1985; Scherg et al., 1989]. However, some
evidence suggests that the refractoriness of the N1 may be
much more specific under particular circumstances [Nää-
tänen et al., 1988]. Fourth, as the difference between the
standard and deviant is changed the latency of the MMN
changes, but the latency of N1 or the N1 difference does
not. (Since latency cannot play an informative role in per-
ception without an independent assessment of when the
stimulus occurred, one is tempted to speculate about col-
laboration between the N1 and MMN processes, with the
the N1 providing a latency marker. It is also possible that
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different neurons generate the MMN at different laten-
cies.) Fifth, the intracerebral origins of the two processes
appear to be quite distinct both magnetically [Sams et al.,
1991b] and electrically [Scherg et al., 1989].

The exact roles played by the N1 and the MMN in per-
ception are not clear. The relationships between these
waves and perception were investigated in a complex
study using stimuli that differed in periodicity pitch
[Winkler et al., 1997]. It was found that the N1 response
was significantly affected by the pitch regardless of the
duration of these stimuli, but that the MMN only oc-
curred if the duration of the stimuli was sufficient for the
pitches to be perceptually distinguishable. The results
show some clear differences between the N1 and the
MMN. However, their conclusion that ‘the N1 generating
mechanisms are not part of the sequence of brain events
directly underlying perception’ seems unwarranted. The
MMN occurred later than the N1 and closer to the time
when a particular perceptual response would be made.
The earlier N1 response could indicate the processing of
information that was irrelevant to the perceptual distinc-
tion set up by the MMN paradigm. The fact that it was not
relevant to the MMN distinction, however, does not
mean that it would not have been perceptible in different
contexts.

The MMN is also distinguished from later difference
waveforms that occur in the ERPs such as the N2 wave
and the P300 wave. This distinction is predominantly
based upon the fact that the MMN is relatively unaffected
by either the relevance of the stimulus to any task that the
subject is performing or the amount of attention that the
subject is paying to the stimuli [Näätänen et al., 1978].
When attention is paid to the stimuli, an N2 wave is often
superimposed on the MMN. In earlier days the two waves
were called N2a and N2b [Näätänen et al., 1982]. One way
in which they tend to be clearly distinguished is by the
scalp topography. When using a nose reference the auto-
matic MMN often reverses its polarity as the active elec-
trode descends below the level of the Sylvian fissure to
become a positive wave at the mastoid, whereas the atten-
tion-dependent N2b does not [Sams et al., 1990].

The N400 that occurs in response to unpredicted words
shares some characteristics with the MMN. Most particu-
larly, the N400 is evoked by stimuli that are not predicted
on the basis of the preceding stimuli. Words that occa-
sionally repeat in a list of other words show a positive dis-
placement in the ERPs relative to their first presentation
[for a review, see Rugg and Doyle, 1994]. This repetition
effect can be observed even when the repetition of the
words is irrelevant to the subject’s task, though it does not

occur unless attention is paid to the words themselves
[McCarthy and Nobre, 1993; Otten et al., 1993]. The
repetition effect might represent some extra processing
accorded repeated words, but it can just as easily be inter-
preted in terms of the absence of some N400-like process in
the response to unrepeated words [Rugg et al., 1988].
From this perspective, the positive deflection would re-
present, at least in part, an attenuation of the N400 elicited
by unrepeated (or unprimed) words. The N400 may be
similar to the MMN in the sense that both are associated
with a mismatch between what the system is primed to
process and what is actually presented. However, the level
of processing at which these mismatches occur differs.
The auditory N400 may itself be preceded by an earlier
negative wave that indexes the phonological rather than
semantic unexpectedness of the stimulus [Connolly et al.,
1995]. It is unclear what relationship this bears to the
MMN recorded to a deviant phoneme in a more classic
MMN paradigm [Maiste et al., 1995; Näätänen et al.,
1997]. Nevertheless, the results indicate that mismatch
processes occur at multiple levels during the processing of
sensory information. What we call the MMN differs from
later mismatch processes by being automatic.

Modality

The MMN has been extensively described in the audi-
tory modality. Whether or not it occurs in other sensory
modalities remains unclear [recently reviewed by Näätä-
nen and Alho, 1995]. The question of whether the MMN
or an analogue thereof occurs in modalities other than the
auditory modality is crucial to our understanding of what
the MMN represents. Does it only occur during the pro-
cessing of auditory information? If so, why is the auditory
system special? Is it common to all sensory processing? If
so, why is it difficult to record outside the auditory sys-
tem?

It is possible that modality-specific differences in sen-
sory memory or the nature of sensory analysis may make
the MMN difficult to record in non-auditory modalities.
It is also possible that attention may work differently in
the different sensory modalities. Visual stimuli may need
attention to be processed to a level sufficient to support
the differentiation of standards from deviants, whereas
auditory stimuli may be automatically processed to a
higher level. The auditory system lacks the powerful
attentional controls exercised by where the gaze is di-
rected and whether the eyelids are open or not.
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Another explanation for the difficulty in detecting an
MMN in other modalities might be the complexity of the
generators in these modalities. The auditory cortices are
mainly arrayed on the supratemporal plane and auditory
processing in these cortices will be associated with dipoles
that tend to point frontocentrally regardless of their loca-
tion on the supratemporal plane. Mismatch processes in
the somatosensory system may have overlapping radial
and tangential dipoles and may derive from both SI and
SII cortical areas, much like the simple sensory responses.
In the visual system, the number of different cortical
areas, the specificity of processing in each of these areas,
and the great variety in the orientations of the dipoles gen-
erated in these areas could explain the lack of a clear
MMN. Even the exogenous visual evoked potentials (of-
ten called P1, N1, and P2) vary much more in their scalp
distribution with differences in the stimuli and the way in
which they are processed than do the auditory evoked
potentials. The choice of reference electrode in the visual
system is problematic, since the ears and mastoids can
pick up potentials from the temporo-occipital regions.

Despite these complexities, there is some recent evi-
dence for ERP differences between non-auditory stan-
dards and deviants that might represent mismatch pro-
cessing. In the somatosensory system, the extra negative
deflection that occurs in the 100- to 200-ms range when a
vibratory stimulus occasionally shifts from one finger to
another may represent a mismatch process [Kekoni et al.,
1997], although it is difficult to distinguish this from an
enhancement of the usual N140 response. Tales et al.
[1998] used a visual paradigm wherein double bars occa-
sionally replaced single bars above and below an attended
foveal stimulus. Both types of peripheral stimuli were
irrelevant to the task and outside of the focus of attention
on the foveal field (although still clearly visible). The
deviant visual stimuli elicited a temporo-occipital nega-
tive wave (recorded using a frontal reference) in the laten-
cy range of 250–400 ms that might represent the visual
analogue of the auditory MMN. This was later than the
posterior N2 wave that occurred when the foveal target
was detected. A recent study has suggested that an olfacto-
ry MMN might be evoked when a deviant odor occurs in a
regular train of unattended odors [Krauel et al., 1999].

Standards and Deviants

Crucial to any understanding of the MMN is some idea
of what constitutes ‘standard’ and ‘deviant’. Two pro-
cesses underlie the brain’s distinction between standards

and deviants: parsing the incoming information into
units and categorizing these units in terms of their prob-
ability of occurrence. The units may vary with the type
of information being received and with the sensory abili-
ties of the receiver. Although the deviant is most typical-
ly a deviant stimulus, it may also be a deviant feature or,
when defined by multiple stimuli, a deviant event. How-
ever it is defined, the variant is less probable than the
standard.

In order for the MMN system to recognize that a
deviant is different from the standard there must be a
memory of the standard. Näätänen [1992] considered the
relevant memory to be sensory memory. However, two
levels of representation seem to be involved: representa-
tions of the recent acoustic past and representations of
regularities or invariances extracted from what is avail-
able in sensory memory [Schröger, 1997; Ritter et al.,
1998; Winkler et al., in press]. Sensory memory provides
the raw data from which invariant aspects of the stimuli
are extracted. The extraction of the rules governing the
stimuli might occur in sensory memory or in some other
system with access to the information in sensory memory.
A minimum of two stimuli must be presented in order for
the system to establish a representation of invariance for
frequency [Winkler et al., 1996a]. The minimum number
of stimuli required for the system to establish other kinds
of invariances remains to be determined. Once a repre-
sentation of invariance has been established, a stimulus
that violates that representation can elicit an MMN. Five
kinds of invariance can be considered: simple, complex,
hypercomplex, patterned or abstract.

Simple Invariance
This involves a situation wherein the standard stimuli

are all identical in every possible way (frequency, intensi-
ty, duration, location, etc.). Infrequent deviant stimuli
that differ in any discriminable manner from the standard
stimuli elicit an MMN, indicating that representations of
invariance for all the acoustic parameters are established.
The classic example is a simple oddball paradigm, such as
was used in the discovery of the MMN [Näätänen et al.,
1978]. Although the standards may be simple, they can
also be complicated in structure. For example, they may
be phonemic stimuli composed of different formants
[Näätänen et al., 1997]. What is crucial is that all stan-
dards are identical.

Complex Invariance
This occurs in circumstances where none of the stimuli

available in sensory memory at any given moment are
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identical, but some features of these stimuli are identical.
An example is a paradigm presenting tones of many dif-
ferent frequencies and intensities such that no two tones
within the span of sensory memory have the same combi-
nation of frequency and intensity. There are, therefore, no
standard stimuli as such. However, if a tone deviates with
respect to a feature that is otherwise constant, such as
duration, it elicits an MMN [Gomes et al., 1995]. The
MMN system finds what feature is constant in the chang-
ing standard stimuli and establishes a representation for
this invariance.

Hypercomplex Invariance
In this situation, a combination of multiple stimulus

features defines what is invariant. The standard stimuli
may come in several forms each defined by a particular
set of stimulus features, and the deviant stimulus is the
rare occurrence of a stimulus combining features from
different standard stimuli. The fact that the deviant stim-
uli that elicit the MMN do not differ from representations
of invariance based on any one feature differentiates
hypercomplex invariance from simple and complex in-
variance. An example involves standard stimuli charac-
terized by one of three different intensity-frequency com-
binations [Gomes et al., 1997]. The deviant has the fre-
quency of one of the standard stimuli and the intensity of
another standard stimulus, but this particular combina-
tion of features is specific to the improbable deviant stim-
ulus. Similar results were obtained by Sussman et al.
[1998a] who used location and frequency as the stimulus
features and by Takegata et al. [1999] who used intensity
and frequency.

Pattern Invariance
This involves relationships between different stimuli.

An example is a brief tone that regularly alternates
between two frequencies as it repeats. A deviant stimulus
is the occasional repetition of the previous frequency rath-
er than the standard alternation to the other frequency
[Nordby et al., 1988b; Alain et al., 1994]. In this situation
the pattern of alternation is what is invariant and the dis-
ruption of this patttern elicits the MMN. Pattern invar-
iance can involve a sequence of as many as 8 tones [Nää-
tänen et al., 1993b] and can involve changes in intensity
as well as changes in frequency [Schröger et al., 1996].
Another type of pattern deviance involves the timing of
the standard stimuli with the deviant stimuli identical to
the standard stimulus but occurring after a shorter than
usual ISI [Ford and Hillyard, 1981; Nordby et al., 1988a].
Here the regular interval between the stimuli is what is

invariant. Pattern deviance may thus involve either the
sequence or the timing of stimuli.

Abstract Invariance
This occurs when what is invariant across stimuli can-

not be determined on the basis of the absolute physical
attributes of stimuli. Saarinen et al. [1992] used pairs of
stimuli that had a particular relationship (e.g., the second
tone was higher in frequency than the first tone), but the
actual attributes of the pairs randomly varied among five
different levels. A pair of tones that had a different rela-
tionship (e.g., decreased in frequency from the first to the
second tone) elicited the MMN. In this case, what was
invariant had to be based on an abstract rule. Paavilainen
et al. [1995] extended this finding to a situation where one
rule applied to pairs of tones delivered to one ear (e.g., they
went up in frequency) and another rule applied to pairs of
tones delivered to the other ear (they went down in fre-
quency). In a further extension of this finding, Paavilainen
et al. [1998] varied the absolute frequencies of the tone
pairs among ten levels and randomly varied the ear to
which the first tone of a given pair was delivered. Another
example of an abstract rule associated with the MMN
occurs when the perceived pitch of the standard stimuli
regularly decreases and deviance occurs whenever the
pitch increases or remains the same [Tervaniemi et al.,
1994a]. The deviance is the absence of a decrease in the
perceived pitch from one stimulus to the next, regardless
of the pitch of the particular deviant stimulus.

The differentiation between the different representa-
tions of invariance is not always clear-cut. A complicated
stimulus event may be characterized by a particular pat-
tern of tones [Winkler and Schröger, 1995]. The invar-
iance in this pattern may yield a simple invariance if the
stimulus event is considered as a single stimulus and a
pattern invariance if the tones comprising the stimulus
event are considered separately. The difference would
likely depend on the rapidity at which the successive parts
are presented. The type of invariance might also vary with
the context in which it occurs. A simple acoustic change
such as frequency may be interpreted as a deviance from a
multi-stimulus pattern (rather than just a deviance in fre-
quency) if it occurs together with other changes in a pat-
terned sequence of stimuli [Alain et al., 1998a]. Pattern
and abstract invariances are clearly related, with pattern
invariance depending on the specific features (such as
their frequencies, intensities or durations) of the stimuli
that make up that particular pattern, and abstract invar-
iance depending on the relationship between stimulus fea-
tures independently of their specific values.
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The types of representations of invariance differ in
terms of the logic that defines what is invariant. For sim-
ple invariance, the logic involves the identity of all the
acoustic features of the standards and the inequality of the
deviant stimulus. For complex invariance, a disjunctive
process is used: some of the stimulus features may be
invariant while others are not. For hypercomplex invar-
iance, the logic involves conjunction: the multiple stan-
dard stimuli each combine features in a unique way. For
pattern invariance, the logic requires the inference of con-
stant regularities involving more than one stimulus. For
abstract invariance, the logic requires the inference of a
relationship between stimuli (or between stimulus fea-
tures) independently of the specific stimuli or features.
Although logical terms often describe conscious mental
processes, the MMN processes do not require conscious
cognition and, indeed, may provide some insight into log-
ical processes that occur automatically in the human
brain.

The distinction between the different kinds of invar-
iance is important from more than a theoretical point of
view. The different kinds of invariance need to be repre-
sented in different neuronal circuits. These processes can
work quite independently, as shown by Takegata et al.
[1999] who found that a stimulus that differed from the
standard in terms of both a simple feature (location) as
well as a conjunction of features (frequency and intensi-
ty), elicited an MMN that was equal to the sum of the
MMNs evoked separately by feature or feature conjunc-
tion deviants. The neuronal mechanisms for the different
types of invariance may occur in different regions of the
brain and may show different effects of attention or arous-
al. Thus, Alain et al. [1999] have shown that the pattern
MMN has a different scalp distribution from the frequen-
cy MMN, and Alain and Woods [1997] have shown that
the pattern MMN is susceptible to attentional modulation
whereas the intensity MMN is not.

Representations of invariance may be based on single
features or gestalt-like combinations of features [Gomes
et al., 1997]. At times the brain may combine different
variations of the standard (e.g., slightly different levels of
intensity) or ‘substandards’ into one general representa-
tion of invariance typified by the average of the various
substandards [Winkler et al., 1990]. In other situations,
the memory of the different standard stimuli might be
maintained separately. Thus, Winkler et al. [1992]
showed that two representations of invariance along one
stimulus dimension (in this case, two levels of frequency)
can be maintained simultaneously, and Winkler et al.
[1996b] showed that a single deviant stimulus could

evoke two MMNs when it had a duration that differed
from two different standard durations. There might be
some trade-off between making multiple memories for
different standard stimuli (or features) and combining
stimuli together into an overall gestalt-like standard.
There may also be no limit to the number of kind of repre-
sentations of invariance that may be maintained simulta-
neously. By way of illustration, Gomes et al. [1995] varied
intensity and frequency. Since the stimuli were delivered
in such a way that two identical stimuli could not be
present in sensory memory at the same time (an average
of 72 trials elapsed between presentations of two tones
that had the same combination of intensity and frequen-
cy), it was only possible for regularities of separate fea-
tures to be extracted. In this case, stimulus duration was
kept constant, and a change in stimulus duration elicited
the MMN. Thus, a representation of the invariance of
stimulus duration was developed. However, there is no
reason to believe that changes in any of the other features
that were constant across tones (rise time, perceived loca-
tion, etc.) would not have elicited MMNs as well.

The actual process whereby the brain establishes some
representation of invariance has not been extensively
investigated. Some recent studies have looked at the
MMN as the brain learns to discriminate standard and
deviant stimuli [Näätänen et al., 1993b; Kraus et al.,
1995; Tremblay et al., 1998]. Repetition is clearly essen-
tial and the more probable the occurrence of a particular
stimulus, feature or pattern among others, the more likely
will it be included in the representation of what is invari-
ant [Ritter et al., 1995]. Attention may not be necessary
but it likely facilitates the process of standardization. Oth-
er recent studies have looked at how extensive past experi-
ence with language [Näätänen et al., 1997; Cheour et al.,
1998; Winkler et al., 1999] or with music [Koelsch et al.,
1999] can affect the sensitivity of the MMN in present
paradigms. We know much about the kinds of invariances
the MMN system detects. The mechanisms whereby the
brain determines what is invariant are yet to be discov-
ered.

Physiological Approaches to the MMN

Nature loves to hide. Heraclitus, X

We do not yet understand what the MMN represents
in terms of physiological processes. Exactly how a model
of a standard stimulus is made by the brain and how this
might be compared to incoming sensory information is
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Fig. 2. Source analysis of the N1 and MMN waves. These results
derived from data obtained by Otten et al. [in press]. The stimuli
occurred at a rate of 1/1.5 s. Deviant stimuli occurred with a proba-
bility of 25%. Data were obtained from 12 subjects and combined
over conditions wherein the subject performed either an easy or a
difficult visual attention task. The grand mean waveforms at Fz are
plotted in the upper left. Below these data are shown maps (of both
the voltage and the current source density) for the N1 wave to the
standard stimulus and for the MMN wave obtained in the difference
waveform. The maps are plotted using an azimuthal equidistance
projection with the outside limit of the map representing a level near

the mastoids. The MMN has its maximum amplitude slightly anteri-
or to that of the N1 response. Both measurements show a clear polari-
ty inversion below the Sylvian fissure that is most evident in the cur-
rent source density (CSD) plots. On the right of the figure are shown
the results of source analysis using Brain Electric Source Analysis.
The sources were constrained to fit the waveforms at the latencies of
the N1 peak in the standard waveform and the MMN in the differ-
ence waveform. The analysis was constrained to have only two
dipoles and for these to be symmetrically located between the hemi-
spheres. The source dipoles for the MMN are slightly anterior to
those for the N1 response.

not known. Certain experimental approaches have
worked in the past to increase our understanding of the
physiological bases of the scalp-recorded potentials and
these have also been pursued for the MMN.

Scalp Topography and Source Analysis

A very important approach to understanding the brain
processes underlying different ERP waves is to determine
their intracerebral sources. There are small but consistent
differences between the scalp distribution of the N1 wave
and the MMN wave. In particular the MMN wave is
usually more frontal in its distribution. Source analyses of

the two waves show that they may both derive from focal
intracerebral currents on the supratemporal plane, with
the generator for the MMN being slightly anterior to the
generator for the N1 wave (fig. 2). These results, which
have consistently been found for both electrical [Scherg et
al., 1989] and magnetic recordings [Hari et al., 1984;
Sams et al., 1991b; Tiitinen et al., 1993], clearly indicate
that the generators are different. However, a caveat is that
there may be significant overlap between the two genera-
tors. Some of the neurons responding during the N1 may
also be responding during the MMN. For example, the N1

may be generated in a large area of the supratemporal
plane with an equivalent dipole at the centre of the wide-
spread activation, and the MMN may be generated in
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small areas of the auditory cortex specific to processing
the particular auditory attribute that characterizes the
deviant.

An additional frontal generator for the MMN has been
suggested on the basis of scalp current source densities
[Giard et al., 1990]. This may represent some frontal
response to the information processed in the temporal
lobes or activity in some parallel system that monitors
attentional processes. This component likely represents
activity that is stimulus independent in terms of cognitive
processing. (The term ‘stimulus independent’ is used
instead of ‘non-specific’ since the latter often carries con-
notations of the epiphenomenal, and since the activity
may be quite specific in terms of response processing.)

The scalp topography of the MMN can be different for
different kinds of MMN. Giard et al. [1995] compared the
scalp distribution of the MMN elicited by rare deviant
sounds differing from the standard in intensity, frequency
or duration. They found that the scalp topography varied
as a function of the type of deviant and proposed that dif-
ferent MMNs derive from different neural generators.
Frodl-Bauch et al. [1997] found that equivalent dipole
sources underlying the frequency MMN were significant-
ly more anterior than the sources underlying the duration
MMN. Alho et al. [1996] found that the magnetic mis-
match response evoked by a change in tonal frequency
showed a different intracerebral source from a similar
change in one element of a combination of musical notes
(a chord). This suggests that the processing of the de-
viance is specific to the type of standard stimulus (a tone
or a chord) rather than to the actual physical change (a
frequency deviance). Näätänen et al. [1997] found a larger
magnetic mismatch response in the left hemisphere com-
pared to the right for phonemic stimuli. Tervaniemi et al.
[1999a] found that the source strengths for the magnetic
mismatch responses differed in their interhemispheric
symmetry when the mismatch involved phonemes or mu-
sical chords. The source strengths were not different in the
left hemisphere, but the source for the chord mismatch
was much larger than the source for the phoneme mis-
match in the right hemisphere. The source locations dif-
fered in both hemispheres between chords and phonemes.
Alain et al. [1999] found that the electrical MMN in
response to a frequency deviant was more frontal than the
MMN in response to a pattern deviance.

These results indicate that the source underlying differ-
ent MMNs may differ. However, although specific MMN
generators may exist for detecting deviances of different
kinds, it is also possible that the same set of generators
may contribute to each of the different scalp-recorded

MMNs but that the relative contribution of each genera-
tor may vary. For example, the generators may include a
process specific to detecting deviance and another pro-
cess, such as calling attention to the change in the stimulus
environment regardless of the type of change. The two
generators may have different scalp topographies, as may
for example occur if a sensory MMN is generated in the
temporal lobe and a stimulus-independent MMN is gen-
erated in the frontal lobe. The different scalp distributions
may then reflect different degrees of activation of sensory
and stimulus-independent generators. For example, the
activation of the stimulus-independent generator may de-
pend upon such things as the size of the mismatch. If this
is so, it is essential to compare scalp topographies across
the different types of deviance after adjusting for the dis-
criminability of the deviant stimuli. Deouell and Bentin
[1998] closely controlled for discrimination difficulty and
were unable to find any significant difference in scalp
topography among MMNs related to changes in pitch,
intensity, interval and location. These negative results,
however, may have been caused by the difficulty in distin-
guishing subtle differences in scalp distribution when the
measured signals are small relative to the noise levels.
Paavilainen et al. [1991] found similar scalp topographies
among frequency, intensity and duration MMNs (with a
right-sided predominance for all types) but noted that the
polarity inversion at the mastoid was less prominent for
the intensity MMN than for the others, indicating some
differences in the source configurations underlying the
different MMNs.

Using a principal-component analysis of the topogra-
phies, Alain et al. [1999] were able to demonstrate that no
common signal space could account for the MMNs
evoked by frequency deviance and pattern deviance. This
result indicates that the two kinds of MMN do not arise in
the same set of generators with varying relative strengths.
The neuronal circuitry underlying deviance detection
thus varies as a function of the type of deviance. Since
Tiitinen et al. [1993] found that sources of the magnetic
response to a frequency mismatch were tonotopically
organized in a manner similar to the N1m response, it
appears that the neurons underlying a particular type of
deviance detection also vary with the actual deviant stim-
ulus, i.e. that the mismatch response is specific to the
deviant stimulus and not just the amount of deviance. We
therefore suggest that the scalp-recorded MMN is gener-
ated by neurons in the temporal lobe that specifically
react to the stimulus change and by other neurons (proba-
bly frontal) that are stimulus independent. We further
suggest that the groups of neurons in the temporal lobe
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responsible for generating the MMN differ for different
dimensions of deviance, and that different neurons within
these groups are activated by different deviant stimuli (or
features) along these dimensions.

Lesions

The evaluation of deviance-detection responses in pa-
tients with focal cerebral lesions adds another dimension
to our knowledge of processes underlying the MMN.
Woods et al. [1993] found that the MMN was not affected
by temporoparietal lesions that affected the N1 wave,
indicating that the MMN was probably generated in
regions of the temporal lobe anterior to the N1. Alain et al.
[1998c] examined the effect of unilateral damage to the
prefrontal cortex, temporoparietal cortex, and hippocam-
pus on the MMN. These results indicate that lesions to the
temporal lobes significantly attenuate the MMN to stimu-
li presented in the ear contralateral to the lesion. The
MMN in these lesioned patients is far more lateralized
than the N1 response. The MMN may therefore reflect a
level of processing that occurs after auditory objects have
been placed in contralateral space.

Focal frontal lobe lesions attenuate the MMN to stimu-
li in either ear (contralateral or ipsilateral to the lesion)
[Alho et al., 1994b; Alain et al., 1998c]. The frontal lobe is
therefore somehow involved in the mismatch process,
either by participating in the network underlying the
memory system or by facilitating the memory processing.
In the latter case, the frontal lobe might act to set up the
sensory system to respond to deviance in certain ways and
with certain thresholds.

Intervals between Stimuli

A physiological response becomes smaller when the ISI
becomes shorter. The usual interpretation of this phe-
nomenon is in terms of refractory periods. However, oth-
er mechanisms are possible. The response may represent
the re-activation of neurons that normally respond to the
stimulus. If these neurons maintain their response for a
period of time, they need only be brought back to the fir-
ing level needed to represent a stimulus. This ‘re-activa-
tion’ hypothesis depends upon the fact that the sensory
evoked potentials mainly occur at the onset of a stimulus,
when there is synchronized activity in a population of
neurons, and do not occur during a continued response to
the stimulus (other than small sustained baseline shifts)

because the neuronal firing pattern becomes desynchron-
ized. However, this hypothetical re-activation would be
metabolically costly in terms of sustaining activity in the
responsive neurons. It is more efficient to code the memo-
ry for the previous stimulus in terms of subliminal
changes in the excitability of the neurons. Mathematical
modelling of the responses of cortical neurons indicates
that it is possible to maintain such changes of excitability
for several seconds [May, 1999].

Changing the ISI is a powerful way to dissociate the
MMN and the N1 response. The shorter the interval from
the preceding stimulus, the smaller the N1 wave, as distin-
guished from the MMN which changes little. Some re-
ports have suggested that MMN increases with decreasing
ISI [Sams et al., 1993]. Most reports, however, have found
that the MMN is not significantly increased by decreasing
ISIs, although its relative resistance to decreasing inter-
vals still makes it quite different from the N1 [Näätänen et
al., 1987; Böttcher-Gandor and Ullsperger, 1992; Czigler
et al., 1992; Schröger and Winkler, 1995].

Unfortunately, the desired distinction is probably not
as clear as it seems initially. Five different parameters
may determine the responses in these experiments: the
interval between the standard stimuli, the interval be-
tween the deviant and the preceding standard, the proba-
bility that a deviant stimulus will occur on any particular
trial, the interval between the deviant stimuli, and the
number of standard stimuli intervening between the de-
viants. Manipulating one of these variables can indirectly
affect the others. For example, the less probable a deviant
stimulus, the longer the average interval between deviant
stimuli and the larger the number of intervening standard
stimuli. The most common experimental manipulation of
changing the general ISI (both standard-standard and
standard-deviant) will change both the time between the
last standard and the deviant and the time between the
preceding deviant and the present deviant. Javitt et al.
[1998] looked at the MMN recorded under multiple ISIs
and deviant probabilities. The MMN was significantly
larger the more improbable the deviant stimulus and was
not significantly affected by the ISI. The MMN showed
some increase with increasing interdeviant interval, but
this was not significant on statistical testing. Sams et al.
[1983] looked at the MMN in terms of the sequence of
preceding stimuli and found that the MMN was larger if
the deviant stimulus was preceded by a greater number of
standard stimuli. These data contain an additional com-
plexity in that the standard stimulus following a deviant
stimulus can evoke an MMN.
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Fig. 3. Effects of interdeviant interval on the
MMN. These responses represent deviant-
standard difference waveforms obtained
during a study of the effects of attention on
the mismatch on the MMN [Otten et al., in
press]. The stimuli occurred at a rate of 2/s,
and deviant stimuli occurred with a proba-
bility of 25%. Deviant stimuli were separate-
ly analysed on the basis of how many stan-
dards intervened between the preceding de-
viant stimulus and the one evoking the re-
sponse. The greater the number of these
stimuli, i.e. the greater the interval between
the deviants, the larger the MMN response
recorded with a latency between 150 and
200 ms. The MMN was recorded as a nega-
tive wave at Fz or a positive wave at the right
mastoid (RM).

The MMN may be determined by two temporal fac-
tors. First is the interval between the deviant stimulus and
the preceding standard stimulus. Näätänen [1992] has
suggested that a smaller MMN occurs when this interval
is longer. However, it is not clear exactly how long the
interval can be before the MMN no longer occurs or how
the MMN amplitude varies with increasing interval. For
example, the amplitude may maintain itself at a fairly
constant level and then after a period of time the MMN
may no longer occur [Ritter et al., 1998]. Second is the
interval between one deviant stimulus and the preceding
deviant stimulus. This relationship may be very similar to
that of the N1 wave in response to repeating stimuli that
do not change, with a longer interdeviant interval causing
a larger MMN. In experiments comparing measurements
across blocks, the interdeviant interval is confounded
with the probability of the deviant stimulus. Within-block
comparisons can partially disentangle the two parameters
(at least as regards the global probability of the deviant
stimulus). Figure 3 presents some data from an experi-
ment that was primarily designed to look at the effects of
attention and ISI on the MMN (which we shall discuss
more fully later in this paper). If we maintain a constant
probability for the deviant stimulus and look at the MMN
separately for different intervals between the deviants, the
MMN is indeed larger when the interval between deviants
increases.

These results might also be explained by the number of
standard stimuli intervening between the deviant stimuli.
It is possible that the memory strength is increased by

repetition of the standard stimuli and that the deviant
stimulus thus evokes a larger MMN because of the stron-
ger standard memory. Imada et al. [1993] looked at the
temporal determinants of the magnetic mismatch re-
sponse using paradigms which independently manipu-
lated the intervals between the deviant stimulus and the
immediately preceding standard stimulus, and the inter-
val between the deviant stimuli. They found that the mag-
netic mismatch response increased significantly with in-
creasing interdeviant interval and showed a slight (but
insignificant) decrease with increasing interval from the
preceding standard stimulus. They also used a complex
paradigm which maintained a constant interdeviant in-
terval and a constant interval between the deviant and the
preceding standard while varying the number of interven-
ing standard stimuli. There was no significant change in
the amplitude of the mismatch response.

Physiological Mechanisms of the MMN

Although this paper cannot extensively review the
studies of the MMN in animals, three aspects are worth
noting in relation to the physiological mechanisms that
underlie the MMN. First, an MMN-like wave can be
recorded in many different regions of the auditory system
[Csépe et al., 1989; Kraus et al., 1994]. It thus seems to
represent a widespread neuronal mechanism. Second, the
MMN appears to involve the same regions of cortex as
normally respond to afferent input [Csépe et al., 1987;
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Javitt et al., 1992]. Third, the MMN is attenuated by
blockade of the NMDA (N-methyl-d-aspartate) receptors
[Javitt et al., 1996].

Näätänen [1992, p. 139f] pointed out that the MMN
might occur through two possible mechanisms: through
the activation of non-refractory cells by ‘fresh’ afferents or
by a comparison of incoming activity to a memory repre-
sentation of the standard stimulus. The fresh afferent
explanation depends upon the specificity of a neuron’s
response to stimuli with different characteristics. For
example, many auditory neurons respond best at one fre-
quency and respond less as the frequency of the stimulus
moves away from this characteristic frequency. A stan-
dard stimulus of a particular frequency activates those
neurons that have this frequency within their receptive
field and makes these neurons temporarily refractory to
further stimulation. If a further standard stimulus occurs
during this refractory period, the total response of the
neurons is smaller than to the first standard stimulus.
However, if a deviant stimulus with a different frequency
occurs during this refractory period, it may activate neu-
rons that are not refractory because they did not respond
to the standard stimulus (since their receptive fields
include the deviant frequency but not the standard fre-
quency). The ensemble response is therefore larger than
that to the standard. This explanation was initially used
by Butler [1968] to account for the effects of changing the
frequency of an auditory stimulus on the N1-P2 response.
The response to the deviant increases as the difference
between the deviant and the standard stimulus increases
(and the number of neurons responding to both stimuli
decreases).

Several aspects of the MMN suggest that it is not
mediated by fresh afferents. First, the MMN does not
occur in the response to the first standard stimulus when
nothing would be refractory. Second, the MMN can occur
at a latency much longer than the response to the standard
stimulus. Third, the latency of the MMN varies inversely
with the size of the difference between deviant and stan-
dard, whereas this is not true of refractory effects on the
N1 (where amplitude changes with little if any effect on
latency). Fourth, the MMN can be evoked if some part of
the standard stimulus is omitted, thereby decreasing the
total number of afferents rather than activating fresh
afferents [Winkler and Näätänen, 1994; Nordby et al.,
1994]. These and other reasons suggest that the MMN
reflects the activity of a set of neurons separate from those
responding to afferent activation. One possibility is that
the MMN indicates the output of a process that compares
the incoming activity to a stored representation of the

standard stimulus [Näätänen and Alho, 1995; Alho, 1995;
Winkler and Näätänen, 1994].

However, the MMN might occur without the need for
a direct comparison between the deviant stimulus and the
memory of the standard stimuli. Näätänen [1984; recent-
ly reviewed in Näätänen and Alho, 1997] suggested that
the repetition of the standard stimuli might act not only to
inhibit a further response to these stimuli but also to dis-
inhibit other neurons with receptive fields more specific
than those that respond to the standard stimulus. These
neurons could then respond if and when stimuli different
from the standard stimuli occur. If they are normally in a
state of tonic inhibition, these neurons would only be-
come responsive once they have been disinhibited by one
or more standard stimuli. This proposal does not require
any comparison process. The duration of the memory
would then be determined by the peristence of the disinhi-
bition. Javitt et al. [1996] suggested that this disinhibition
might involve unblocking NMDA receptors in cortical
neurons, since NMDA antagonists block the generation of
the MMN in primate auditory cortex. A problem with this
proposal is that inhibition (and thus disinhibition) is
usually greater for neurons closer (both topographically
and in terms of their frequency responsiveness) to those
that initially respond to the standard stimulus, whereas
the MMN is larger with greater deviance. This can be
modelled in the circuitry, but the mechanisms are more
complicated than simple disinhibition.

May et al. [1999] have recently proposed a neuronal
model of MMN generation that involves three processes:
recurrent excitation, adaptation (local inhibition) and lat-
eral (non-local) inhibition. The model has been worked
out mathematically using parameters obtained from stud-
ies of neurons in mammalian cerebral cortex. The model
nicely explains both the amplitude and the latency of the
MMN evoked by frequency deviants [Tiitinen et al.,
1994]. The model does not involve a comparison process,
and does not require a set of neurons distinct from those
responding to afferent input. Its virtues are its simplicity
and its derivation from known parameters of cortical neu-
rons. Differences between the receptive fields (tuning
curves) of different neuronal populations might explain
the differences in the source analyses for the N1 response
to the standard (generated by all responding cells) and the
MMN response to the frequency deviant (generated by
those cells that have frequency-specific fields). Similar
neuronal modelling can also provide relatively simple
explanations for such phenomena as the MMN to a
deviant stimulus that is identical to the standard but
occurs at an earlier time than expected [May, 1999]. Mod-
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elling the processes that underlie higher-order invariances
(pattern and abstract) would be more complex, but nev-
ertheless essential to our understanding how the MMN
system works.

Psychological Aspects of the MMN

In searching out the truth be ready for the unexpected, for it is
difficult to find and puzzling when you find it. Heraclitus, VII

The paper now turns to how the MMN is affected by
internal rather than external information. The human
brain builds models of the world, but these models are
unable to predict everything. The MMN system indexes
one of these models. In any modelling system, when the
unexpected occurs, it must be either dismissed as irrele-
vant or incorporated into the model. The key to a better
model is often a minor discrepancy in the present model.

Memory

One important aspect of the MMN is its relationship to
memory. The MMN occurs if the deviant stimulus differs
from some memory of the previous standard stimuli. The
MMN differs from the simple activation of a non-refrac-
tory set of neurons since it only occurs if standard stimuli
have previously occurred, i.e., a memory must have been
initiated before a deviance from that memory can be
detected [Cowan et al., 1993]. A stimulus presented by
itself or after a long interval evokes a large N1 response
but does not evoke any definite MMN. Memory involves
information processed at one time having an effect on
information processed at a later time. Three different
periods of time must be considered when evaluating the
MMN in terms of memory. These times determine the
establishment and persistence of the memory for the
invariance.

First, the information necessary for defining the sepa-
rate stimuli must be integrated over a brief period of time.
Estimates of this period suggest that it is probably in the
range of 150–300 ms. Tervaniemi et al. [1994b] showed
that the omission of the second of two tones in a pair elic-
ited an MMN if the interval between the tones was
140 ms or less (total duration of the pair was 260 ms or
less) but not when the paired tones were separated by a
longer interval. It is likely that at the longer intervals the
tones were perceived as separate rather than paired. Simi-
lar estimates of the interval have come from stimulus
omissions in continuous trains of stimuli [Yabe et al.,

1997]. Repeating two deviant stimuli in a row at different
stimulus intervals gives two MMNs if the interval is lon-
ger than about 200 ms but only one MMN if the interval is
shorter [Winkler et al., 1998; Sussman et al., 1999a]. This
stimulus integration time will probably vary with the type
of stimulus information being integrated.

Second, there must be a time during which the sensory
data are available for regularities in the incoming infor-
mation to be detected. This period of time pertains to the
duration of sensory memory. In an extensive review of the
literature, Cowan [1984] concluded that auditory sensory
memory lasts somewhere between 10 and 20 s. Regulari-
ties recognizable within this period of time can then be
encoded as representations of invariance. For non-pattern
deviance the MMN system must distinguish the different
stimuli, estimate their relative probabilities and catego-
rize them as standard and deviant. Clearly the system
must process at least 3 stimuli – 2 standards and 1 deviant
– before it can determine that one of the stimuli is a
repeating standard and the other a less probable deviant.
Winkler et al. [1996a] found that an MMN to a change in
frequency requires at least 2 standard stimuli. Once a par-
ticular invariance has been learned, a single standard
stimulus can re-establish it at a later time [Cowan et al.,
1993; Winkler et al., 1996a].

In order for the MMN system to recognize a repeating
pattern of stimuli, it must process at least 2 examples of
the standard pattern within the period of sensory memo-
ry. The time over which a pattern can be recognized as
invariant by the MMN system was clearly indicated in a
study wherein stimuli were presented in a regular se-
quence with the deviant stimuli separated by exactly 4
standard stimuli [Sussman et al., 1998b]. When the stimu-
li occurred with an ISI of 1.3 s [Scherg et al., 1989], a clear
MMN occurred with the deviant stimulus even though its
occurrence was completely predictable and not deviant in
terms of the repeating 5-stimulus pattern. Two examples
of the pattern, however, would have taken 13 s, and this
would have been at the limits of sensory memory. If the
ISI was decreased to 100 ms, no clear MMN occurred,
indicating that the system that generates the MMN had
been able to recognize the pattern and therefore did not
consider the fifth element of the pattern as deviant. The
distinctness of the pattern also plays a role, perhaps
because the clarity of information maintained in sensory
memory decays with time. In studies wherein 2 stimuli
alternate, a deviant repetition elicits a larger MMN when
the ISIs are shorter and when the alternating stimuli are
more different [Alain et al., 1994]. When the standard and
deviant stimuli are close together, the MMN system may
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not detect the pattern [Ritter et al., 1992]. The integration
of stimuli into a pattern therefore depends on the distinct-
ness of the stimuli as well as the duration of the pattern.

Third, once it has been established, the representation
of the invariance must last for a period of time without
further reinforcement. There are no definite data con-
cerning this period which might be perhaps 10 or even
20 s, i.e., similar to the duration of sensory memory. This
estimate derives from studies that increase the standard-
deviant interval until the deviant no longer elicits an
MMN [Mäntysalo and Näätänen, 1987; Sams et al.,
1993]. Unfortunately this is difficult since one has to
decide when the measured MMN reaches zero (and this is
not statistically very powerful).

The MMN system is based on two levels of representa-
tion: representation of recent stimuli in sensory memory
and representation of invariances extracted from this
memory. This raises the question of where in the flow of
information processing the representations of invariance
are stored. Schröger [1997] considered representations of
invariance to be stored in the long store of auditory mem-
ory. Ritter et al. [1998] argued that the MMN system both
extracts and maintains the representations of invariance.
Whereas these questions have not been resolved, the view
that the MMN operates on the basis of two levels of repre-
sentation impacts on attempts to use the MMN to deter-
mine the duration of sensory memory. If the two levels of
representation do not have the same duration, the current
practice of lengthening the interval between the standards
and the deviants until the MMN is no longer elicited
yields ambiguous results, since the interval may exceed
the duration of sensory memory or the duration of the
relevant representation of invariance.

Object Perception

Auditory perception involves the grouping of incoming
auditory information into auditory objects located in space
[Bregman, 1990]. Since auditory objects persist over time,
these objects can also be considered as streams of auditory
information. The MMN appears to operate after auditory
objects have been perceptually put together.

An experiment may illustrate this point. Ritter et al. [in
press] presented tones in both ears. One combination of
intensity, frequency, and duration for tones in the left ear
alternated with another combination of these features for
tones in the right ear. The idea was to have multiple fea-
tures go together in each ear, in other words, to create the
impression of two objects, one on the left and one on the

right. The standard duration was 100 ms in the left ear
and 300 ms in the right ear. Occasional deviant stimuli
with a duration of 200 ms occurred in each ear (with the
intensity and frequency appropriate to that ear). If the sys-
tem were only tracking features, as in Gomes et al. [1995],
then 2 MMNs should be elicited with latencies differing
by 100 ms – one mismatching the 100-ms standard and
initiated at 100 ms and one mismatching the 300-ms stan-
dard and initiated at 200 ms. Instead, only 1 MMN was
elicited by deviants delivered to a given ear, with a latency
appropriate for the standard duration of the tones pre-
sented to that ear. There was no MMN at the latency
appropriate for detecting a difference from the imme-
diately preceding tone (in the opposite ear). Thus, it
appears that the MMN system was tracking (or maintain-
ing a memory for) two separate objects.

Sams et al. [1991a] studied the effect of visual informa-
tion on the processing of auditory speech stimuli. All of
the speech stimuli were the syllable /pa/. Most of the stim-
uli were presented together with a video of a speaker arti-
culating the same syllable. However, 16% of the stimuli
were presented together with a visual /ka/ and the subjects
heard these as /ta/ in keeping with the illusion called the
‘McGurk effect’ [McGurk and MacDonald, 1976]. These
discordant stimuli (auditorily identical to the others)
evoked a clear MMN, with a source in the temporal audi-
tory cortex. The putting together of the visual and audito-
ry information (or, more exactly, the effect of the visual
information on the auditory processing) occurs prior to
the MMN system.

Näätänen and Winkler [1999] have reviewed the
MMN literature in the light of current ideas about audito-
ry perception. They propose two distinct stages of audito-
ry information processing. The first stage is the analysis of
the separate features of the sound. The second stage is the
binding together of these features into perceptible audito-
ry objects or representations. They suggest that the audi-
tory N1 occurs after the first stage of processing and the
MMN occurs after the second.

Attention

Many experiments recording the MMN do not clearly
define what the subject is doing when the stimuli are
being presented. Often the subject is reading. However,
sometimes the subject is just described as ‘passively’ lis-
tening to the stimuli. This approach to the MMN would
be reasonable if the MMN were independent of whether
the stimuli are attended or not.
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The initial description of the MMN proposed that it
occurred automatically, regardless of whether or not sub-
jects pay attention to the deviating stimulus [Näätänen et
al., 1978]. Subsequent studies confirmed that MMN am-
plitude to large changes in a simple feature such as tonal
frequency was insensitive to whether or not the stimuli
are being attended [Alho et al., 1992, 1994a; Näätänen et
al., 1993a; Woods et al., 1992]. However, as the definition
of the deviating stimulus becomes more precise in terms
of a simple deviant or more complex in terms of pattern,
the MMN becomes more susceptible to attention. Smaller
MMN amplitudes for ignored stimuli have been found for
small changes in frequency [Alho et al., 1992; Woods et
al., 1992], intensity [Näätänen et al., 1993a; Woldorff et
al., 1991], duration [Alain et al., 1994] and pattern [Alain
and Woods, 1997]. These effects of attention might be
caused in part by the superposition of an attention-depen-
dent N2b component upon the MMN. However, Woldorff
et al. [1998] have recently provided a clear demonstration
that the attention-dependent magnetic MMN elicited by
intensity changes had its source in the auditory cortex.

The circumstance that attention can affect the MMN
does not necessarily mean that the MMN system itself is
directly controlled by attention. As Woldorff et al. [1991]
suggested, the processing of unattended tones in their
experiment might have been attenuated prior to reaching
the MMN system. In support of this possibility, Woldorff
et al. [1987] found an attention effect (a reduction of
activity associated with unattended tones) at a latency of
around 20 ms in the experiment that showed the atten-
tionally sensitive MMN. Attention might therefore not
have had any direct effect on the MMN system but only
on its inputs.

The studies described so far in this section used atten-
tion within the auditory modality to address the automa-
ticity of the MMN. The MMN is most often recorded
when the subject pays attention in the visual modality
(e.g., reads) and ignores the auditory stimuli. Alho et al.
[1992, 1994a] found no effect of visual processing load on
MMN amplitude to either small- or large-frequency de-
viants, and Kathman et al. [1999] found no effect of
visual attention on the MMN to duration or frequency
deviants. A recent study has shown that a visual environ-
ment that is positive and non-threatening elicits a smaller
MMN to auditory deviant stimuli compared to a negative
or neutral visual environment [Surakka et al., 1998].
Whether this works on the input to the MMN system or
on the MMN system itself remains an open question.

To evaluate the effects of visual processing load on the
processing of large frequency deviants occurring at short

or long ISIs, we have recently examined MMN amplitude
while the subject was engaged in a concurrent visual task
with two levels of difficulty [Otten et al., in press]. Red
and green colored numbers (1, 2, 3, 4, 6, 7, 8 or 9) were
presented visually at intervals ranging between 1.4 and
1.9 s. The easy visual task simply involved responding
with one hand when the visual stimulus (regardless of col-
or) was less than 5 and with the other hand when the stim-
ulus was greater than 5. The difficult visual task required
the subject to give a response on the basis of the magni-
tude of the currently presented digit if the digit was of one
color and on the basis of the magnitude of the previously
presented digit (‘one-back’) if the digit was of the other
color. This involved a continuous and effortful allocation
of both memory and attentional resources. Visual task
performance verified the increased demands of the diffi-
cult visual task, with the reaction times being significantly
longer for the more difficult task. Auditory evoked poten-
tials were recorded at two ISIs while the subjects per-
formed the visual tasks. The results (fig. 4) showed no
clear difference in the MMN recorded at the mid-frontal
electrodes over the latency range of 150–200 ms. How-
ever, there were two clear effects of visual processing load
on the difference waveforms.

First, a large late negative wave peaked around 450 ms
in the difference waveform for the fast stimulus rate dur-
ing the easy visual task. This might represent further eval-
uation of the irrelevant deviants when they occur more
frequently and when the concurrent visual task demands
are low. The call to attention might thus be ‘heeded’ when
attentional resources are available. Schröger and Wolff
[1998a] have recorded a similar late frontal negative wave
in a paradigm wherein certain stimulus features were
irrelevant but distracting. Stimuli were equiprobably of
long or short duration. Ten percent of the stimuli had a
deviant frequency from the others. Subjects were asked
either to discriminate whether tones were of short or long
duration (while ignoring the occasional deviations in fre-
quency) or to ignore all auditory stimuli and read a book.
A typical MMN occurred in response to the frequency
deviant in both conditions. In the attend/distract condi-
tion a later negative wave occurred in response to the
irrelevant deviant. This might represent a re-orienting
from the task-irrelevant processing (frequency) back to
the relevant processing (duration) [Schröger, 1998b]. Es-
cera et al. [1998] and Alain and Woods [1997] described a
frontal negative wave with a peak latency at 400 ms in
addition to the typical MMN in the deviant-standard
waveform, but neither speculated on its meaning.
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Fig. 4. Effects of attention on the MMN.
The figure shows the deviant-standard dif-
ference waveforms recorded in response to
auditory stimuli while the subject paid atten-
tion to an easy or a difficult visual task [Ot-
ten et al., in press]. The auditory responses
were obtained at two different ISIs. There is
no clear difference in the MMN recorded
from Fz in relation to the different visual
tasks (filled arrowhead). However, there is a
later negative wave (unfilled upgoing arrow-
head) recorded from Fz when the task was
easy and the rate was fast. Furthermore, a
small positive wave recorded from the right
mastoid (RM) but not the left (LM; downgo-
ing unfilled arrowhead) was also affected by
whether the visual task required more or less
attention.

Second, a small positive wave recorded over the right
mid-temporal and mastoid regions was larger when the
visual task was easy and the stimulus rate slow. This
might represent some activity in the lateral wall of the
temporal lobe in response to the deviant stimulus when
the demands of the visual task are low. With respect to the
classic frontocentral MMN, however, the results showed
no evidence to suggest that visual processing load in-
fluenced the MMN at either short or long ISIs.

Input Systems as Modules

Fodor [1983] proposed that the brain uses information
processing modules. These modules are particularly evi-
dent in the analysis of incoming sensory information.
Modular systems are distinguished from central cognitive
processing in many ways (table 1). These input systems
can process very complicated information, such as sen-
tence structure or lexical decisions. However, the infor-
mation in the system is not affected by expectancies in
other systems and the output is without meaning in rela-
tion to these expectancies. The MMN shares many of
these characteristics.

Some recent evidence for the independence of the
MMN from cognitive processing derived from a para-
digm that presents pairs of stimuli [Ritter et al., 1999].
The first stimulus of the pair is visual and the second
stimulus is auditory. Occasionally, one of the auditory

stimuli is shorter than the other auditory stimuli. The sub-
ject’s task is to respond to this deviant stimulus. In the
‘unpredictable’ condition the visual stimuli have no rela-
tionship to the auditory stimuli other than their timing.
The deviant auditory stimuli elicit an MMN and subse-
quently an N2b and P300 wave as the subject recognizes the
deviant. The paradigm is then altered so that there are
two visual stimuli, with one of these stimuli correctly pre-
dicting the deviant auditory stimulus and the other cor-
rectly predicting the standard auditory stimulus. Now the
subject responds with an N2b-P300 complex to the visual
cue that predicts the deviant stimulus, and the endoge-
nous evoked potentials to the deviant stimulus are mark-
edly decreased. However, the MMN to the deviant audi-
tory stimulus is unaffected by this manipulation. The cog-
nitive system is using the information in the visual cue to
control the motor response and is paying little attention to
the deviant auditory stimulus. However, the MMN sys-
tem continues on its own automatic way pointing out that
the deviant stimulus is different from the preceding stan-
dard stimulus even though this information is unneces-
sary to the cognitive system. These results indicate that
the MMN occurs in a system that works automatically to
detect deviance in the auditory input, regardless of wheth-
er this deviance is useful or not.

We have also looked at this paradigm using cues in the
auditory modality [Picton et al., in preparation]. Since the
auditory system can recognize patterns of stimuli over
periods of a second, it seemed possible that the pairs of
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Table 1. Characteristics of modular systems

Domain specificity ‘specialized systems for specialized tasks’ (p. 52)

Mandatory activation ‘input systems are constrained to apply whenever they can apply’ (p. 53)

Limited central
access

‘only such representations as constitute the final consequences of input processing are fully
and freely available to the cognitive processes that eventuate in the voluntary determination
of overt behaviour’ (p. 56)

Fast processing ‘because these processes are automatic, you save computation (hence time) that would other-
wise have to be devoted to deciding whether, and how, they ought to be performed’ (p. 64)

Informational
encapsulation

‘of all the information that might in principle bear upon a problem of perceptual analysis
only a portion (perhaps only quite a small and stereotyped portion) is actually admitted for
consideration’ (p. 70)

Shallow
outputs

‘basic categorizations are the ones that you would want the input system to deliver assuming
that you are interested in maximizing the information per unit of perceptual integration’
(p. 97)

Fixed neural
architecture

‘hardwired connections indicate privileged paths of informational access; the effect of hard-
wiring is thus to facilitate the flow of information from one neural structure to another’
(p. 98)

Specific breakdown
patterns

‘the agnosias and aphasias constitute patterned failures of functioning ... This is hardly sur-
prising if, on the one hand, input analysis is effected by specific hardwired neural circuitry
and, on the other, the pathologies of the input systems are caused by insult to these special-
ized circuits’ (p. 99)

Characteristic
development

‘the neural mechanisms subserving input analysis develop according to specific, endoge-
nously determined patterns under the impact of environmental releasers’ (p. 100)

Quotations in the second column are from Fodor [1983].

stimuli would be treated as units when both members of
the pair were auditory. We used cues in either the oppo-
site ear or the same ear as the deviant and standard stimu-
li. The results with the auditory cues were similar to the
results with the visual cues (fig. 5). The MMN detects the
deviant stimulus without regard to the fact that this detec-
tion is irrelevant to the task. The information about what
response to make is provided by the cue and the deviant
auditory stimulus only confirms what the subject already
knows. Even when the cue and the deviant stimulus are in
the same ear, the MMN still occurs. The system does not
process the stimuli as pairs even when they are in the
same modality and in the same ear. Several factors need
to be considered in this regard. First, the interval between
the paired stimuli is longer than the 200–300 ms required
to integrate an auditory event. Different results might
have been obtained with a shorter interval between the
paired stimuli, particularly when both stimuli were audi-
tory. Second, the MMN system may not have been able to
recognize the invariance that the cue for the deviant stim-
ulus always preceded the deviant. Only rarely would two

or more cue-deviant pairs occur in the 10- to 20-second
period of auditory sensory memory. Different results
might have been obtained if the cue-deviant stimuli had
been more probable.

Clinical Usefulness of the MMN

We know health by illness, good by evil, satisfaction by hunger,
leisure by fatigue. Heraclitus, LXVII

The MMN has been recorded in many different clini-
cal contexts. Its advantage over the sensory evoked poten-
tials is that it reflects discrimination and memory in addi-
tion to sensation. Its advantage over the later endogenous
evoked potentials is that it occurs automatically and does
not require the patient’s involvement in any task. The
MMN may be useful in clinical situations in two different
ways. The first is to evaluate the perceptual and mne-
monic processing that occurs in a group of patients with a
particular disorder. This information may help us to
understand what is going wrong in this disorder. A second
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Fig. 5. MMN as a modular input system. These data represent the
results from a study that extended and replicated the findings of Rit-
ter et al. [1999]. Stimuli were presented in pairs with 600 ms between
the onset of the stimuli. The first stimulus was a ‘cue’ and the second
stimulus was one of two auditory stimuli – a probable standard stim-
ulus and an improbable deviant stimulus. The duration of the
deviant auditory stimulus was 100 ms and that of the standard 200
ms. Three types of cues were used: a visual cue (X or O) or an audito-
ry cue that could be either in the same ear as the standard and deviant
(monotic) or in the opposite ear (dichotic). Two conditions were
used: in the ‘predictable’ condition, the cue informed the subject
whether the following auditory stimulus would be a standard or a
deviant: in the ‘unpredictable’ condition, only one cue occurred and

there was no way to know beforehand whether the second stimulus
would be a standard or a deviant. The subject’s task was to press a
button in response to the deviant stimulus. In the predictable condi-
tions, a contingent negative variation wave occurs at Fz between the
cue (first vertical line) and the standard or deviant auditory stimulus
(second vertical line) as the subject prepares to make a decision about
this stimulus. The arrows indicate that an MMN can be recorded in
response to the deviant stimulus regardless of whether it is predicta-
ble or unpredictable. This MMN is most easily recognized as a posi-
tive (upward) deflection at the mastoids where it is not contaminated
by the N2b wave that occurs at Fz. The third vertical line is at 825 ms,
125 ms after the latency at which the 100-ms deviant stimulus would
have been detectable.

use would be to diagnose a particular abnormality of pro-
cessing or a particular clinical disorder in an individual
patient. These two clinical uses require different statistics.
Increased understanding of a disorder can derive from
group comparisons. Diagnosing an individual patient re-
quires that the measurements in that patient be outside
the limits of what is considered normal. Because of the
small size of the MMN, there are definite problems in dis-
tinguishing the response from the residual background
EEG. Statements about groups are possible, but individu-
al measurements are not yet sufficiently reliable, sensitive
or specific to make statements about individual subjects.

Signals in Noise

The MMN is not as large as many other ERP waves and
it occurs in high levels of background noise. The MMN
varies in amplitude from fractions of a microvolt to several
microvolts. Although it is only a few times larger than the
auditory brainstem response, it is usually averaged over
many fewer trials than the thousands used to record the
auditory brainstem response clinically. How to recognize
whether an MMN is present or not is the most important
question to be considered in any application of the MMN to
either clinical diagnosis or experimental science.
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Distinguishing the MMN from the averaged back-
ground noise raises two problems. First, calculating differ-
ence waveforms increases noise in the recording since the
noise of the standard is added to the noise in the deviant
response. Second, it is not always clear where to look for
the MMN. Multiple measurements taken at multiple
latencies are much more difficult to assess statistically
than arbitrary single measurements. The ‘integrated
MMN’ [Ponton et al., 1997] and other area measurements
are reasonable ways to combine multiple measurements
into one.

In evaluating the MMN there are always fewer deviant
responses than standard responses. The usual measure-
ment of the MMN involves either comparing the deviant
response to the standard or comparing the deviant-stan-
dard difference to zero. In both situations, the noise levels
that determine whether the results are significant are pri-
marily those of the deviant response. As McGee et al.
[1997b] have pointed out, it is far better to obtain the best
standard response possible by averaging all available
responses rather than to make the standard response as
noisy as the deviant response by only averaging a selected
subsample of the standard responses. Since the standard
following a deviant may contain some MMN, it might be
reasonable not to include such trials in the average stan-
dard response. In certain situations, when there are stimu-
lus-specific artefacts or sensory responses, it is necessary
to compare responses to the same stimulus when it acts as
an improbable deviant and when it is the probable stan-
dard [Ponton and Don, 1995]. Again, it is important to
obtain the best standard response possible.

What type of measurement provides the best discrimi-
nation of the MMN from background noise? Different
papers have measured the MMN peak amplitude, the
mean MMN value over an arbitrarily determined latency
range and the area under the curve above the baseline
between the time points where the MMN first exceeds
and finally returns below baseline. McGee et al. [1997a]
compared the efficiency of various MMN measurements
by determining both their hit rate (how many times an
MMN was correctly detected in deviant-standard differ-
ence waveforms) and their false alarm rate (how many
times an MMN was inappropriately identified in stan-
dard-standard difference waveforms). They found that an
area measurement was the best single discriminator for
the MMN. However, for the data used (phoneme mis-
match in children), the discrimination was not precise for
single subjects (a hit rate of 80% with a false alarm rate of
28% yielding a d’ of 1.42).

The integrated MMN technique [Ponton et al., 1997]
has several advantages over simple amplitude measure-
ments. First, it integrates the measured amplitude over
time (until a point which is selected a priori to remove
any possible bias from picking the largest difference a
posteriori). Second, it does not calculate difference wave-
forms but directly compares the integrated deviant re-
sponse to the integrated standard response. Third, it
takes advantage of the greater number of standard re-
sponses to assess the distribution of the standard re-
sponse (by randomly sampling from the available stan-
dard responses) and then compares the deviant response
to this distribution. Fourth, the statistical assessment is
distribution free since the probability of the integrated
deviant response being included within the distribution
of the integrated standard responses is directly deter-
mined by how many standard responses are above or
below the deviant response.

The PC1 technique for detecting an ERP signal per-
forms a principal-component analysis of a set of ERP
waveforms [Achim, 1995]. In order to apply this to the
MMN, one needs a set of replicate MMN waveforms from
a subject. The deviant responses may be obtained from
single deviant trials or (preferably) from averages over
small numbers of deviant trials. Standard responses are
averaged during the period of time when the deviant stim-
uli occurred (thus basing the standard responses on more
trials than the deviant responses). The standard responses
are subtracted away from the concurrent deviant re-
sponses to give a set of difference waveforms. A principal-
component analysis of the difference waveforms yields a
first component that explains the greatest part of the vari-
ance of these waveforms. This first principal component
is an unbiased estimate of the constant response present
in the replicate waveforms. Each of the individual wave-
forms is then related to this first principal-component
waveform by point-by-point multiplication and summing
the resultant products (effectively the same as calculating
‘component scores’). If there is no MMN (or other differ-
ence) present, the scores will be randomly distributed
around zero; if there is an MMN, the scores will tend to
share either a positive or negative polarity (depending on
the polarity of the principal-component waveform). A
two-tailed t test on these scores will provide an unbiased
and sensitive test of whether or not an MMN is present in
the recording. In principle, this should offer all the advan-
tages of the integrated MMN approach, but it embeds the
further feature that the different data points are not equal-
ly weighted: the weights are adapted to the data, being
determined from the dominant waveform shared by the
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Fig. 6. Principal-component analysis of the MMN. The data are
from a single subject in a single block of trials recorded during the
study of Otten et al. [in press]. Stimuli occurred at a rate of 2/s. At the
top of the figure are shown the mean waveforms over the recording
block. The standard responses were averaged over 420 trials and the
deviant responses were averaged over 140 trials. In response to the
standard there is no recognizable N1 response because at these rates
the response consists mainly of a P1-P2 wave. In the middle of the
figure are shown 28 superimposed subaverages for each of these
responses. For these waveforms averaging was performed over 15

trials for the standard responses and 5 trials for the deviant
responses. Difference waveforms were calculated by subtracting the
subaveraged standard responses from the subaveraged deviant re-
sponses. The replications are plotted at one half the scale of the block-
averaged responses. At the bottom of the figure are shown the first
principal components obtained from an analysis of the subaverages.
The scale for this response is arbitrary. Underneath these waveforms
are shown the probabilities (t test) that there is a response in the
subaverages that is consistent with the waveform of this first princi-
pal component.

various replications of the standard-deviant difference.
Figure 6 shows this technique in operation.

This approach has several advantages. First, it looks
for a waveform rather than for a deflection in a particular
direction. Thus, the measurement of the mismatch effect
is not compromised if the MMN is followed by a positive
wave. (On the other hand, the technique will not necessar-
ily detect the MMN and will just as easily detect a signifi-
cant change in the N1 or P300 waves.) Second, it can com-
bine data across different scalp locations. The waveforms
recorded from the different scalp locations are just con-
catenated prior to being submitted to the principal-com-
ponent analysis. This may improve the statistical power
of the test, depending on the signal-to-noise ratios in the
additional channels. Third, it can be a priori limited to
look only at a selected latency region, chosen on the basis
of where one expects to see the MMN difference.

Whatever the technique for identifying the MMN,
increasing the signal-to-noise ratio of the recording will be
necessary if the MMN is to be used as a clinical test to
assess individual patients. The noise level can be reduced
in two ways: filtering and averaging. Most studies of the
MMN do not optimally filter the recordings. Since the
MMN has most of its energy in the 2- to 5-Hz frequency
band, digitally filtering the recordings using a much tight-
er bandpass than the usual 0.1–30 Hz should be worth-
while (e.g., Tervaniemi et al. [1999b] used 2–10 Hz).
Although this will distort other parts of the ERP wave-
form such as the N1 and the P300 waves, it should provide
a better look at the MMN.

Averaging more deviant responses will decrease the
noise level in the recording. If the MMN were constant
with decreasing interdeviant interval, the recording
would be more efficient in paradigms using shorter inter-
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deviant intervals since more deviant responses would be
averaged within a given period of time. Since the MMN is
likely to be smaller at shorter interdeviant intervals, one
can calculate a measure of efficiency at each interval by
dividing the amplitude by the square root of the average
interval between the deviant stimuli (discussed in terms
of the N1 in Picton et al. [1977]). Such efficiency measures
can be used to choose the stimulus paradigm that will pro-
vide the best signal-to-noise ratio in a given amount of
testing time.

These considerations assume that the MMN has a con-
stant amplitude. Although the MMN is replicable be-
tween recording sessions on different days [Pekkonen et
al., 1995], there is sometimes a tendency for the MMN to
decrease in size over a prolonged recording period [Lang
et al., 1995]. This decrease may be due to adaptation of
the generator process or a decrease in vigilance [Sallinen
and Lyytinen, 1997]. Other studies have shown that the
MMN recorded frontally (but not at the mastoid) may
actually increase from one block to the next [Baldeweg et
al., 1999b]. This may possibly be due to the superimposi-
tion of a frontal N2b wave with changes in attention in
passive subjects. Adaptation, attention and sleepiness
therefore need to be considered in designing the optimal
recording paradigm.

Reliability, Sensitivity and Specificity

In order for a physiological measurement to be used clin-
ically, it must reliably and accurately discriminate between
patients with a particular disorder and those without. Reli-
ability measures the closeness of multiple measurement in
a particular subject in a particular state. Several recent
papers have clearly documented that the MMN is reason-
ably reliable in that different recording sessions provide
similar measurements [Pekkonen et al., 1995; Joutsiniemi
et al., 1998; Kathman et al., 1999] with correlation coeffi-
cients reaching 0.78 [Tervaniemi et al., 1999b].

While reliability looks at intrasubject variance, the dif-
ferentiation between patients and normal subjects relies
on intersubject variances [Sackett et al., 1991]. The dis-
crimination of a particular patient from a group of normal
subjects will depend on the limits of the normal measure-
ments. If the limits of normal amplitude include zero, it
will not be possible to consider any MMN abnormally
small or absent. Although the data were available, the reli-
ability studies mentioned in the previous paragraph did
not focus on the limits of normal. The data illustrated in
the papers suggest that the lower limit of MMN amplitude

in normal subjects approaches zero. The variances of the
results in the normal group and in the patient group lead
to measures of sensitivity and specificity. Once a criterion
of abnormality (e.g., an MMN smaller than 0.5 ÌV) is
determined, the sensitivity and specificity of a test can be
estimated. Sensitivity is the probability that an abnormal
measurement will be obtained in a group of patients with
the disorder to be diagnosed. Specificity is the probability
that the response will be normal in a group of patients
without the disorder. Other approaches combine these
estimates into a measurement of test accuracy [Swets,
1988]. None of these techniques have yet been applied to
the MMN measurements.

Problems with Patients

Patients with clinical disorders are quite different from
the normal control subjects that have provided most of
our knowledge about the MMN. ERPs recorded from
patients are often smaller and more variable than those
recorded from normal control subjects. Indeed, the intent
of a clinical ERP study is often to demonstrate that a par-
ticular ERP component is absent or smaller than in nor-
mal subjects. Demonstrating that the MMN is absent or
smaller than normal will require much more averaging
than simply demonstrating that it is present with normal
amplitude (itself not always an easy task). This problem is
compounded with the fact that the level of background
EEG noise and the incidence of non-cerebral artefacts are
often greater in patients than in normal subjects.

In terms of the signal-to-noise ratios, it may be worth-
while to reconsider the N1 in terms of clinical diagnosis,
since the N1 wave can be much larger than the MMN.
Martin and Boothroyd [1999] demonstrated that the N1

wave evoked by a change in the ongoing acoustic parame-
ters of a sound (between a tonal complex with a periodic
quality and a noise with the same spectral envelope but no
periodicity) displayed a significantly larger signal-to-noise
ratio than the MMN evoked by a deviant stimulus show-
ing a similar change in acoustic parameters. O’Donnell et
al. [1994] found a significant difference in N1 amplitude
but no significant difference in MMN between schizo-
phrenic patients and controls. In comparing the N1 and
the MMN the final decision will rest on both the ease of
recording and the accuracy whereby the measurements
predict perceptual ability. The N1 has mainly been used to
estimate hearing threshold rather than perceptual dis-
crimination, and different paradigms will be needed for
looking at discrimination [Martin and Boothroyd, 1999].
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Physiologists and psychologists usually work with
groups of subjects and look for cerebral processes that dif-
fer between the groups. Clinical testing needs to conclude
something about each individual patient. Differences be-
tween groups may not be distinct enough to indicate any-
thing definite about an individual subject. Group effects
are interesting to the clinician by suggesting pathological
mechanisms. However, these effects cannot lead to a clin-
ical test unless they are so large that there is little overlap
between the groups.

Demonstrating that a possible clinical test is worth-
while requires calculating the cost and effectiveness
(which derives from sensitivity and specificity) of the test.
How well does it characterize an individual patient as dif-
ferent from normal? How often does it characterize a nor-
mal subject as abnormal (false alarms)? How often does it
incorrectly characterize a patient as normal (miss)?
Choosing the best ratio of false alarms to misses will
depend on the test’s costs (for administering the test to all
the subjects plus the cost of missing some of the patients)
and the benefits (of making the diagnosis in a patient and
treating the patient before a diagnosis could otherwise
have been made). Cost-benefit calculations must be based
on the group of subjects usually referred for testing (and
not on a group of patients and a group of completely nor-
mal subjects). Patients with a similar presentation to
those that are to be diagnosed (e.g., depressed as opposed
to demented patients) are often far more difficult to dis-
tinguish from the target patients than completely normal
subjects. Patienthood is one of the problems of clinical
diagnosis. Differentiating patients from normal subjects
is often much easier than differentiating patients of one
kind from those of another. In this regard, the results of
Catts et al. [1995], showing that the MMN was reduced in
schizophrenic patients but not in patients with affective
disorders, are important.

The MMN would be most useful in patients for whom
there is no other clear diagnostic test. Unfortunately this
makes it difficult to validate the test on the basis of diag-
nosis, prognosis or response to treatment. Bootstrapping
is often necessary, in the sense that one may find that
patients categorized on the basis of differences in their
MMN may turn out to be different in other aspects, such
as their response to treatment. However, intelligent boots
are helpful – some theoretical justification for why the
MMN is affected or not in a particular disorder will make
it more likely for the measurement to be diagnostically
helpful.

Disorders of Perception

Perhaps the most important clinical application of the
MMN may be to demonstrate auditory discrimination in
patients who are unable to respond behaviourally. The
main paradigm for studying discrimination is to measure
the presence or absence of the MMN as the difference
between the deviant and the standard is decreased. The
presence of an MMN indicates that the brain is capable of
discriminating the stimuli. The lowest level at which an
MMN can be demonstrated is the electrophysiological
threshold for discrimination. In experimental studies of
normal subjects this threshold is very similar to the sub-
ject’s behavioural threshold [Sams et al., 1985]. At times
it may also be possible to see an MMN at subthreshold
level when the subject is uncertain [Näätänen, 1992,
p. 138]. However, in testing patients whose signal-to-
noise levels are much less than in normal subjects, it is not
easy to demonstrate the presence of a small MMN near
threshold. Measuring discrimination threshold requires
that the standard and deviant stimuli be brought closer
and closer together until there is no longer a recognizable
MMN. The tester must be sure when a response is not
present (and this is a statistical nightmare). If one sets
threshold at the level where a statistically reliable MMN is
detected, the electrophysiological threshold will signifi-
cantly exceed the behavioural threshold. Another ap-
proach is to determine whether some parameter of the
MMN measured at a suprathreshold level correlates with
the subject’s perceptual ability [Lang et al., 1990]. For
example, if the MMN amplitude evoked by a frequency
deviance of X Hz is larger than some criterion, perhaps
one can conclude that the perceptual threshold is less than
some fraction of X Hz.

Of particular importance is the evaluation of speech
discrimination. In infants and young children it is essen-
tial to have some measure that can reliably demonstrate
whether or not the child can discriminate normal speech
sounds. Studies of the MMN in children have suggested
that this might be such a measurement [Kraus et al., 1993;
Csépe, 1995], although problems with intersubject vari-
ability and response detection remain [Lang et al., 1995].
Of particular importance is the demonstration of mis-
match responses in infants [Alho and Cheour, 1997] since
it is essential to find out about hearing problems as early
as possible. Since many causes of abnormal discrimina-
tion occur in the cochlea, one may not need to record as
late as the MMN to demonstrate the abnormality. Re-
sponses to frequency modulation can be obtained from
the brainstem [John and Picton, in preparation], and the

D
ow

nl
oa

de
d 

by
: 

U
ni

ve
rs

ity
 T

or
on

to
 L

ib
r.

14
2.

15
0.

19
0.

39
 -

 1
2/

7/
20

13
 4

:1
2:

17
 P

M



134 Audiol Neurootol 2000;5:111–139 Picton/Alain/Otten/Ritter/Achim

lack of such responses could indicate that sensory analysis
is not working well enough to allow a later MMN. Nev-
ertheless, a significant proportion of patients with central
auditory processing disorders probably have cortical rath-
er than subcortical disorders, and the MMN might then
be the earliest abnormality. Measurements of the MMN
might also demonstrate abnormalities in children whose
primary abnormalities are in the domains of learning or
language rather than hearing [Kraus et al., 1996]. Balde-
weg et al. [1999a] have shown that dyslexic subjects have
abnormalities in the MMN to changes in frequency but
not changes in duration.

Many studies have shown that schizophrenic patients
characteristically have smaller MMN than normal sub-
jects [reviewed in Gené-Cos et al., 1999]. Javitt et al.
[1995] have shown that the MMN is smaller in schizo-
phrenic patients than control subjects but that the effects
of deviant probability and interdeviant interval were sim-
ilar in the two groups, suggesting abnormal perceptual
mechanisms rather than abnormal memory mechanisms
[Javitt et al., 1998]. Alain et al. [1998b] found that the
pattern MMN in schizophrenic patients has a different
scalp topography than in normal subjects. This suggests
that pattern perception is particularly disordered in
schizophrenic subjects. 

Disorders of Memory

The basic paradigm for studying memory with the
MMN is to evaluate the MMN while varying the temporal
parameters of memory. Pekkonen et al. [1993, 1996]
found, for example, that the MMN decreases with in-
creasing ISIs (from 1 to 4.5 s) and that this change was
greater in elderly than in young subjects. The decrease was
even greater in patients with Alzheimer’s disease [Pek-
konen et al., 1994]. These results suggest that the MMN
indexes a deterioration in the persistence of auditory sen-
sory memory with normal aging and that this is exacer-
bated in Alzheimer’s disease. This paradigm is one case
where within-patient statistics may be used, because the
diagnostic sign would be the positive detection of a differ-
ence in MMN between two conditions (i.e., that the
MMN is significantly smaller at the longer of two adjacent
ISIs). This is simpler than making a decision on the failure
to detect something.

As we have pointed out, however, the MMN is charac-
terized by multiple temporal parameters. Among these
are the time over which stimuli can be integrated, the time
over which a pattern of invariance can be detected, and

the time over which the representations of this invariance
can be maintained. All of these need to be manipulated
and evaluated in patients with disorders of memory. The
simple change of the ISI is a much more complex manipu-
lation than it seems and may not be the best approach to
demonstrating memory disorders.

Disorders of Consciousness

The MMN has been used to demonstrate that con-
sciousness may be about to return in comatose patients
[Kane et al., 1996]. This is and exciting finding. However,
the relationship between the MMN and consciousness is
indirect and is probably mediated by some intervening
variable such as the extent of brain damage. The MMN
does not represent conscious processing. It represents an
automatic processing of sensory information. Such auto-
matic processing may be a necessary prerequisite of con-
scious processing. However, if one wishes specifically to
examine conscious processing, other components of the
ERP might be more important. In the patient coming out
of coma, these other potentials may also relate to progno-
sis [Gott et al., 1991; Guérit et al., 1999; Fischer et al.,
1999; Kane et al., 2000].

Conclusion

To do the same thing over and over is not only boredom: it is to be
controlled by rather than to control what you do. Heraclitus, LIII

This short and selective review concludes with some
comments about whither our research efforts might go.
The field is vigorous and will continue to enhance our
understanding of cerebral function, but it might be worth-
while to consider some particular directions – the new
water in the old river.

It is always important that we make our experiments
relevant to the real world. Real-world environments do
not always fit easily with the technical needs for recording
ERPs which requires time-locking of the recording to
stimuli and repetition to allow averaging, but we should
try our best to use natural stimuli. The present trend to
using real stimuli is important and should be continued.
The MMN system did probably not evolve to tell us about
sounds that we only hear in the laboratory, and it will be
important to examine how the MMN system processes
speech sounds [Kraus et al., 1995; Cheour et al., 1998].
The fact that it is automatic and highly discriminative
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probably means that it contributes importantly to percep-
tion. Likely candidates for this contribution are auditory
scene analysis (streaming and the recognition of auditory
objects) and the perception of speech (the prediction of
upcoming sounds or the distinction between competing
sound sequences). Scene analysis likely occurs prior to the
MMN [Sussman et al., 1999a] since the MMN system can
work on the basis of auditory objects [Ritter et al., in prep-
aration]. However, the MMN may serve to monitor this
processing when the auditory input is not being attended
to.

Along the same vein, it might be worthwhile to pursue
more intensively the functional significance of the MMN.
Much of our research effort has been directed to finding
out what determines the MMN. We need now to increase
our efforts to understand the role played by the MMN in
information processing. There are several suggestions in
the literature about this role. The MMN might represent a
trigger for attentional involvement with the stimuli [Nää-
tänen, 1992] – a ‘call’ to attention [ Giard et al., 1990] that
may or may not be heeded by higher levels of the nervous
system depending on the context. Giard et al. [1990] have
suggested that the temporal MMN might represent the
detection of a discrepancy and the right frontal MMN the
call to attention. It is also possible that the MMN repre-
sents an automatic adaptation of an ongoing model of the
auditory world [Winkler et al., 1996b]. Experiments that
look at what happens to other cognitive processes when an
MMN occurs [Schröger and Wolff, 1998a, b; Escera et al.,
1998] indicate an important direction for future re-
search.

There should be more research on the neural mecha-
nisms of the MMN in animals [Javitt et al., 1996]. Results
with animals can provide a more exact testing of the var-
ious theories of how the MMN system operates. Further-
more, such research might allow us to determine the neu-
ronal transmitter systems involved. Mathematically mod-
elling the processes [May, 1999] will allow the limited ani-
mal data to be extrapolated into the great variety of para-
digms used in human studies.

It is probably worthwhile to use paradigms designed to
look specifically at particular memory or sensory pro-
cesses rather than the routine ‘oddball’ paradigm. There is
much more to the MMN than will be found by manipulat-
ing the probability of the deviant and the ISI. Even these
simple parameters are confounded in the simple oddball
paradigm.

One of the advantages of the MMN is that it does not
require the cognitive involvement of the subject in the
task. Fewer behavioural controls and measurements are

needed. The MMN can tell us a lot about the sensory pro-
cesses that provide input to cognition. Indeed, there may
not be an easy behavioural way to examine these sensory
processes, since they are ‘cognitively impenetrable’. On
the other hand, the MMN cannot tell us much about con-
scious processing. The brain is little conscious of irrele-
vant sounds when it is engaged in reading a book. Since
conscious cognitive processes are variable in their electro-
physiological manifestations and difficult to understand,
the ease of the MMN is beguiling. This is not to fault the
importance of the MMN or of passive paradigms. Rather,
it is to recall the importance of the later ERP waves and
active paradigms. In many situations it might be worth-
while to record ERPs both when the subjects are actively
attending to the stimuli and when they are not. Not only
can such recordings be used to monitor what is going on in
conscious processing (e.g., the differences in the contin-
gent negative variation in fig. 5), but they may also tell us
how the information analysed in the automatic MMN sys-
tem is used at higher levels in the brain.

This paper derives from a presentation at a meeting on
the clinical applications of the MMN held in Helsinki
under the direction of Risto Näätänen. The discovery of
the MMN [Näätänen et al., 1978] was an important con-
tribution to our understanding of how the human brain
works. In the context of this issue celebrating the coming
of age of the MMN, it is interesting to wonder why such a
discovery occurred. Näätänen was and is knowledgeable,
persistent and optimistic. Knowledge allowed insight,
persistence provided data, optimism gave energy, and our
understanding of auditory processing has increased re-
markably with our study of the MMN. As this review has
indicated, we still need more details about the MMN and
we need to fit these details together into a working theory
of how the brain perceives the world, predicts what will
happen and notices what has not been predicted. There
remain many experiments to do.

Men who wish to know about the world must learn about it in its
particular details. Heraclitus, IX

Acknowledgments

The research was supported by the Medical Research Council of
Canada. Patricia Van Roon assisted in both the collection of the data
and the preparation of the manuscript.

D
ow

nl
oa

de
d 

by
: 

U
ni

ve
rs

ity
 T

or
on

to
 L

ib
r.

14
2.

15
0.

19
0.

39
 -

 1
2/

7/
20

13
 4

:1
2:

17
 P

M



136 Audiol Neurootol 2000;5:111–139 Picton/Alain/Otten/Ritter/Achim

References

Achim A: Signal detection in averaged evoked po-
tentials: Monte Carlo comparison of the sensi-
tivity of different methods. Electroencephalogr
Clin Neurophysiol 1995;96:574–584.

Alain C, Achim A, Woods DL: Separate memory-
related processing for auditory frequency and
patterns. Psychophysiology 1999;36:737–744.

Alain C, Cortese F, Picton TW: Event-related brain
activity associated with auditory pattern pro-
cessing. Neuroreport 1998a;9:3537–3541.

Alain C, Hargrave R, Woods DL: Processing of
auditory stimuli during visual attention in pa-
tients with schizophrenia. Biol Psychiatry
1998b;44:1151–1159.

Alain C, Woods DL: Attention modulates auditory
pattern memory as indexed by event-related
brain potentials. Psychophysiology 1997;34:
534–546.

Alain C, Woods DL, Knight RT: A distributed cor-
tical network for auditory sensory memory in
humans. Brain Res 1998c;812:23–37.

Alain C, Woods DL, Ogawa KH: Brain indices of
automatic pattern processing. Neuroreport
1994;6:140–144.

Alho K: Cerebral generators of mismatch negativi-
ty (MMN) and its magnetic counterpart
(MMNm) elicited by sound changes. Ear Hear
1995;16:38–51.

Alho K, Cheour M: Auditory discrimination in
infants as revealed by the mismatch negativity
of the event-related brain potential. Dev Neu-
ropsychol 1997;13:157–165.

Alho K, Tervaniemi M, Huotilainen M, Lavikai-
nen J, Tiitinen H, Ilmoniemi RJ, Knuutila J,
Näätänen R: Processing of complex sounds in
the human auditory cortex as revealed by mag-
netic brain responses. Psychophysiology 1996;
33:369–375.

Alho K, Woods DL, Algazi A: Processing of audito-
ry stimuli during auditory and visual attention
as revealed by event-related potentials. Psycho-
physiology 1994a;31:469–479.

Alho K, Woods DL, Algazi A, Knight RT, Näätän-
en R: Lesions of frontal cortex diminish the
auditory mismatch negativity. Electroencepha-
logr Clin Neurophysiol 1994b;91:353–362.

Alho K, Woods D, Algazi A, Näätänen R: Intermo-
dal selective attention. II. Effects of attentional
load on processing of auditory and visual stim-
uli in central space. Electroencephalogr Clin
Neurophysiol 1992;82:356–368.

Baldeweg T, Richardson A, Watkins S, Foale C,
Gruzelier J: Impaired auditory frequency dis-
crimination in dyslexia detected with mis-
match evoked potentials. Ann Neurol 1999a;
45:495–503.

Baldeweg T, Williams JD, Gruzelier JH: Differ-
ential changes in frontal and sub-temporal
components of mismatch negativity. Int J Psy-
chophysiol 1999b;33:143–148.

Böttcher-Gandor C, Ullsperger P: Mismatch nega-
tivity in event-related potentials to auditory
stimuli as a function of varying interstimulus
interval. Psychophysiology 1992;29:546–550.

Bregman AS: Auditory Scene Analysis: The Percep-
tual Organization of Sound. Cambridge, MIT
Press, 1990.

Butler RA: Effect of changes in stimulus frequency
and intensity on habituation of the human ver-
tex potential. J Acoust Soc Am 1968;44:945–
950.

Catts SV, Shelley A-M, War PB, Liebert B, McCon-
aghy N, Andrews S, Michie PT: Brain potential
evidence for an auditory sensory memory defi-
cit in schizophrenia. Am J Psychiatry 1995;
152:213–219.

Cheour M, Ceponiene R, Lehtokoski A, Luuk A,
Allik J, Alho K, Näätänen R: Development of
language-specific phoneme representations in
the infant brain. Nature Neurosci 1998;1:351–
353.

Connolly JF, Phillips NA, Forbes KAK: The effects
of phonological and semantic features of sen-
tence-ending words on event-related brain po-
tentials. Electroencephalogr Clin Neurophysiol
1995;94:276–287.

Cowan N: On short and long auditory stores. Psy-
chol Bull 1984;96:341–370.

Cowan N, Winkler I, Teder W, Näätänen R: Mem-
ory prerequisites of the mismatch negativity in
the auditory event-related potential (ERP). J
Exp Psychol Learn Mem Cogn 1993;19:909–
921.

Csépe V: On the origin and development of the
mismatch negativity. Ear Hear 1995;16:91–
104.

Csépe V, Karmos G, Molnar M: Evoked potential
correlates of stimulus deviance during wakeful-
ness and sleep in cat: Animal model of mis-
match negativity. Electroencephalogr Clin
Neurophysiol 1987;66:571–578.

Csépe V, Karmos G, Molnar M: Subcortical
evoked potential correlates of early informa-
tion processing: Mismatch negativity in cats; in
Basar E, Bullock TH (eds): Dynamics of Senso-
ry and Cognitive Processing by the Brain. Ber-
lin, Springer, 1989, pp 279–289.

Czigler I, Csibra G, Csontos A: Age and inter-stim-
ulus interval effects on event-related potentials
to frequent and infrequent auditory stimuli.
Biol Psychol 1992;33:195–206.

Davenport G: 7 Greeks. New York, New Direc-
tions, 1995.

Deouell LY, Bentin S: Variable cerebral responses
to equally distinct deviants in four auditory
dimensions: A mismatch negativity study. Psy-
chophysiology 1998;35:745–754.

Escera C, Alho K, Winkler I, Näätänen R: Neural
mechanisms of involuntary attention to acous-
tic novelty and change. J Cogn Neurosci 1998;
10:590–604.

Fischer C, Morlet D, Bouchet P, Luaute J, Jourdan
C, Salord F: Mismatch negativity and late audi-
tory evoked potentials in comatose patients.
Clin Neurophysiol 1999;110:1601–1610.

Fodor JA: Modularity of Mind. Cambridge, MIT
Press, 1983.

Ford JM, Hillyard SA: Event-related potentials
(ERPs) to interruptions of a steady rhythm.
Psychophysiology 1981;18:322–330.

Frodl-Bauch T, Kathmann N, Möller HJ, Hegerl U:
Dipole localization and test-retest reliability of
frequency and duration mismatch negativity
generator processes. Brain Topogr 1997;10:3–
8.

Gené-Cos N, Ring HA, Pottinger RC, Barrett G:
Possible roles for mismatch negativity in neu-
ropsychiatry. Neuropsychiatr Neuropsychol
Behav Neurol 1999;12:17–27.

Giard MH, Lavikainen J, Reinikainen K, Bertrand
O, Pernier J, Näätänen R: Separate representa-
tion of stimulus frequency, intensity, and dura-
tion in auditory sensory memory: An event-
related potential and dipole-model study. J
Cogn Neurosci 1995;7:133–143.

Giard MH, Perrin F, Pernier J, Bouchet P: Brain
generators implicated in the processing of audi-
tory stimulus deviance: A topographic ERP
study. Psychophysiology 1990;27:627–640.

Gomes H, Bernstein R, Ritter W, Vaughan HG Jr,
Miller J: Storage of feature conjunctions in
transient auditory memory. Psychophysiology
1997;34:712–716.

Gomes H, Ritter W, Vaughan HG Jr: The nature of
pre-attentive storage in the auditory system. J
Cogn Neurosci 1995;7:81–94.

Gott PS, Rabinowicz AL, DeGiorgio CM: P300
auditory event-related potentials in nontrau-
matic coma. Arch Neurol 1991;48:1267–1270.

Guérit JM, Verougstraete D, de Tourtchaninoff M,
Debatisse D, Witdoeckt C: ERPs obtained with
the auditory oddball paradigm in coma and
altered states of consciousness: Clinical rela-
tionships, prognostic value, and origin of com-
ponents. Clin Neurophysiol 1999;110:1260–
1269.

Gutschalk A, Scherg M, Picton TW, Mase R, Roth
R, Ille N, Klenk A, Hähnel S: Multiple source
components of middle and late latency audito-
ry evoked fields; in Hashimoto I, Kakigi R
(eds): Recent advances in human neurophysiol-
ogy. Amsterdam, Elsevier, 1998, pp 270–278.

Hari R, Hämäläinen M, Ilmoniemi R, Kaukoranta
E, Reinikainen K, Salminen J, Alho K, Näätä-
nen R, Sams M: Responses of the primary
auditory cortex to pitch changes in a sequence
of tone pips: Neuromagnetic recordings in
man. Neurosci Lett 1984;50:127–132.

Imada T, Hari R, Loveless N, McEvoy L, Sams M:
Determinants of the auditory mismatch re-
sponse. Electroencephalogr Clin Neurophysiol
1993;87:144–153.

Javitt DC, Doneshka P, Grochowski S, Ritter W:
Impaired mismatch negativity generation re-
flects widespread dysfunction of working mem-
ory in schizophrenia. Arch Gen Psychiatry
1995;52:550–558.

Javitt DC, Grochowski S, Shelley A-M, Ritter W:
Impaired mismatch negativity (MMN) genera-
tion in schizophrenia as a function of stimulus
deviance, probability, and interstimulus/inter-
deviant interval. Electroencephalogr Clin Neu-
rophysiol 1998;108:143–153.

Javitt DC, Schroeder CE, Steinschneider M, Arez-
zo JC, Vaughan HG Jr: Demonstration of mis-
match negativity in the monkey. Electroen-
cephalogr Clin Neurophysiol 1992;83:87–90.

D
ow

nl
oa

de
d 

by
: 

U
ni

ve
rs

ity
 T

or
on

to
 L

ib
r.

14
2.

15
0.

19
0.

39
 -

 1
2/

7/
20

13
 4

:1
2:

17
 P

M



Mismatch Negativity Audiol Neurootol 2000;5:111–139 137

Javitt DC, Steinschneider M, Schroeder CE, Arez-
zo JC: Role of cortical N-methyl-D-aspartate
receptors in auditory sensory memory and mis-
match negativity generation: Implications for
schizophrenia. Proc Natl Acad Sci USA 1996;
93:11962–11967.

John MS, Picton TW: Human steady state re-
sponses to amplitude and frequency modulated
tones. In preparation.

Joutsiniemi SL, Ilvonen T, Sinkkonen J, Huotilai-
nen M, Tervaniemi M, Lehtokoski A, Rinne T,
Näätänen R: The mismatch negativity for du-
ration decrement of auditory stimuli in healthy
subjects. Electroencephalogr Clin Neurophys-
iol 1998;108:154–159.

Kahn CA: The Art and Thought of Heraclitus: An
Edition of the Fragments with Translation and
Commentary. Cambridge, Cambridge Univer-
sity Press, 1979.

Kane NM, Butter SR, Simpson T: Coma outcome
prediction using event-related potentials: P3
and mismatch negativity. Audiol Neurootol
2000;5:186–191.

Kane NM, Curry SH, Rowlands CA, Manara AR,
Lewis T, Moss T, Cummins BM Butler SR:
Event-related potentials – Neurophysiological
tools for predicting emergence and early out-
come from traumatic coma. Intensive Care
Med 1996;22:39–46.

Kathman N, Frodl-Bauch T, Hegerl U: Stability of
the mismatch negativity under different stimu-
lus and attention conditions. Clin Neurophys-
iol 1999;110:317–323.

Kekoni J, Hämäläinen H, Saarinen M, Gröhn J,
Reinikainen K, Lehtokoski A, Näätänen R:
Rate effect and mismatch responses in the
somatosensory system: ERP recordings in hu-
mans. Biol Psychol 1997;46:125–142.

Koelsch S, Schröger E, Tervaniemi M: Superior
pre-attentive auditory processing in musicians.
Neuroreport 1999;10:1309–1313.

Krauel K, Schott P, Sojka B, Pause BM, Ferstl R: Is
there a mismatch negativity analogue in the
olfactory event-related potential? Psychophys-
iol 1999;13:49–55.

Kraus N, McGee T, Carrell T, King C, Tremblay K,
Nicol T: Central auditory system plasticity as-
sociated with speech discrimination training. J
Cogn Neurosci 1995;7:27–34.

Kraus N, McGee TJ, Carrell TD, Zecker SG, Nicol
TG, Koch DB: Auditory neurophysiologic re-
sponses and discrimination deficits in children
with learning problems. Science 1996;273:
971–973.

Kraus N, McGee T, Littman T, Nicol T, King C:
Encoding of accoustic change involves non-pri-
mary auditory thalamus. J Neurophysiol 1994;
72:1270–1277.

Kraus N, McGee T, Micco A, Sharma A, Carrell T,
Nicol T: Mismatch in school-age children to
speech stimuli that are just perceptibly differ-
ent. Electroencephalogr Clin Neurophysiol
1993;88:123–130.

Lang AH, Eerola O, Korpilahti P, Holopainen I,
Salo S, Aaltonen O: Practical issues in the clini-
cal application of mismatch negativity. Ear
Hear 1995;16:118–130.

Lang H, Nyrke T, Ek M, Aaltonen O, Raimo I,
Näätänen R: Pitch discrimination performance
and auditory event-related potentials; in Bru-
nia CHM, Gaillard AWK, Kok A, Mulder G,
Verbaten MN (eds): Psychophysiological Brain
Research. Tilburg, Tilburg University Press,
1990, vol 1, pp 294–298.

Lavikainen J, Huotilainen M, Ilmoniemi RJ, Simo-
la JT, Näätänen R: Pitch change of a contin-
uous tone activates two distinct processes in
human auditory cortex: A study with whole
head magnetometer. Electroencephalogr Clin
Neurophysiol 1995;96:93–96.

McCarthy G, Nobre AC: Modulation of semantic
processing by spatial selective attention. Elec-
troencephalogr Clin Neurophysiol 1993;88:
210–219.

McGee T, Kraus N, Nicol T: Is it really a mismatch
negativity? An assessment of methods for de-
termining response validity in individual sub-
jects. Electroencephalogr Clin Neurophysiol
1997a;104:359–368.

McGee T, Nicol T, Kraus N: Improving the MMN
signal-to-noise ratio. Poster presented to the
International Electric Response Audiometry
Study Group, Memphis, June 1997b.

McGurk H, MacDonald J: Hearing lips and seeing
voices. Nature 1976;264:746–748.

Maiste AC, Wiens AS, Hunt MJ, Scherg M, Picton
TW: Event-related potentials and the categori-
cal perception of speech sounds. Ear Hear
1995;16:68–90.

Mäntysalo S, Näätänen R: The duration of a neu-
ronal trace of an auditory stimulus as indicated
by event-related potentials. Biol Psychol 1987;
24:183–195.

Martin BA, Boothroyd A: Cortical, auditory, event-
related potentials in responses to periodic and
aperiodic stimuli with the same spectral enve-
lope. Ear Hear 1999;20:33–44.

May P: Memory Traces in Human Auditory Cor-
tex; doctoral thesis, King’s College, University
of London, 1999.

May P, Tiitinen H, Ilmoniemi RJ, Nyman G, Tay-
lor JG, Näätänen R: Frequency change detec-
tion in human auditory cortex. J Comput Neu-
rosci 1999;6:91–120.

Näätänen R: In search of a short duration memory
trace of a stimulus in the human brain; in Pulk-
kinen L, Lyytinen P (eds): Human Action and
Personality: Essays in Honour of Martti Ta-
kala. Jyväskylä, University of Jyväskylä, 1984,
pp 29–43.

Näätänen R: Attention and Brain Function. Hills-
dale, Erlbaum, 1992.

Näätänen R, Alho K: Mismatch negativity – A
unique measure of sensory processing in audi-
tion. Int J Neurosci 1995;80:317–337.

Näätänen R, Alho K: Mismatch negativity (MMN)
– The measure for central sound representation
accuracy. Audiol Neurootol 1997;2:341–353.

Näätänen R, Gaillard AWK, Mäntysalo S: Early
selective-attention effect on evoked potential
reinterpreted. Acta Psychol (Amst) 1978;42:
313–329.

Näätänen R, Lehtokoski A, Lennes M, Cheour M,
Huotilainen M, Iivonen A, Vainio M, Alku P,
Ilmoniemi RJ, Luuk A, Allik J, Sinkkonen J,
Alho K: Language-specific phoneme represen-
tations revealed by electric and magnetic brain
responses. Nature 1997;385:432–434.

Näätänen R, Paavilainen P, Alho K, Reinikainen
K, Sams K: Inter-stimulus interval and the mis-
match negativity; in Barber C, Blum T (eds):
Evoked Potentials III. London, Butterworth,
1987, pp 392–397.

Näätänen R, Paavilainen P, Tiitinen H, Jiang D,
Alho K: Attention and mismatch negativity.
Psychophysiology 1993a;30:436–450.

Näätänen R, Picton TW: The N1 wave of the
human electric and magnetic response to
sound: A review and an analysis of the compo-
nent structure. Psychophysiology 1987;24:
375–425.

Näätänen R, Sams M, Alho K, Paavilainen P,
Reinikainen K, Sokolov EN: Frequency and
location specificity of the human vertex N1
wave. Electroencephalogr Clin Neurophysiol
1988;69:523–531.

Näätänen R, Schröger E, Tervaniemi M, Karakas
S, Paavilainen P: Development of a memory
trace for complex sound pattern in the human
brain. Neuroreport 1993b;4:503–506.

Näätänen R, Simpson M, Loveless NE: Stimulus
deviance and evoked potentials. Biol Psychol
1982;14:53–98.

Näätänen R, Winkler I: The concept of auditory
stimulus representation in cognitive neurosci-
ence. Psychol Bull 1999;125:826–859.

Nordby H, Hammerborg D, Roth WT, Hugdahl K:
ERPs to infrequent omissions and inclusions of
stimulus elements. Psychophysiology 1994;31:
544–552.

Nordby H, Roth WT, Pfefferbaum A: Event-relat-
ed potentials to time-deviant and pitch-deviant
tones. Psychophysiology 1988a;25:249–261.

Nordby H, Roth WT, Pfefferbaum A: Event-relat-
ed potentials to breaks in sequences of alternat-
ing pitches or interstimulus intervals. Psycho-
physiology 1988b;25:262–268.

O’Donnell BF, Hokama H, McCarley RW, Smith
RS, Salisbury DF, Mondrow E, Nestor PG,
Shenton ME: Auditory ERPs to non-target
stimuli in schizophrenia: Relationship to prob-
ability, task-demands and target ERPs. Int J
Psychophysiol 1994;17:219–231.

Otten LJ, Alain C, Picton TW: Effects of visual
attentional load on processing auditory stimuli.
Neuroreport, in press.

Otten LJ, Rugg MD, Doyle MC: Modulation of
event-related potentials by word repetition:
The role of visual selective attention. Psycho-
physiology 1993;30:559–571.

Paavilainen P, Alho K, Reinikainen K, Sams M,
Näätänen R: Right-hemisphere dominance of
different mismatch negativities. Electroenceph-
alogr Clin Neurophysiol 1991;78:464–479.

Paavilainen P, Jaramillo M, Näätänen R: Binaural
information can converge in abstract memory
traces. Psychophysiology 1998;35:483–487.

Paavilainen P, Saarinen J, Tervaniemi M, Näätä-
nen R: Mismatch negativity to changes in ab-
stract sound features during dichotic listening.
J Psychophysiol 1995;9:243–249.

D
ow

nl
oa

de
d 

by
: 

U
ni

ve
rs

ity
 T

or
on

to
 L

ib
r.

14
2.

15
0.

19
0.

39
 -

 1
2/

7/
20

13
 4

:1
2:

17
 P

M



138 Audiol Neurootol 2000;5:111–139 Picton/Alain/Otten/Ritter/Achim

Pekkonen E, Jousmäki V, Könönen M, Reinikai-
nen K, Partanen J: Auditory sensory memory
impairment in Alzheimer’s disease: An event-
related potential study. Neuroreport 1994;5:
2537–2549.

Pekkonen E, Jousmäki V, Partanen J, Karhu J:
Mismatch negativity area and age-related audi-
tory memory. Electroencephalogr Clin Neuro-
physiol 1993;87:321–325.

Pekkonen E, Jousmäki V, Reinikainen K, Partanen
J: Automatic auditory discrimination is im-
paired in Parkinson’s disease. Electroencepha-
logr Clin Neurophysiol 1995;95:47–52.

Pekkonen E, Rinne T, Reinikainen K, Kujala T,
Alho K, Näätänen R: Aging effects on auditory
processing: An event-related potential study.
Exp Aging Res 1996;22:171–184.

Picton TW, Alain C, Woods DL, John MS, Scherg
M, Valdes Sosa P, Bosch-Bayard J, Trujillo NJ:
Intracerebral sources of human auditory-
evoked potentials. Audiol Neurootol 1999;4:
64–79.

Picton TW, Van Roon P, Otten LJ, Alain C, Ritter
W: Mismatch negativities evoked by predict-
able stimuli. In preparation.

Picton TW, Woods DL, Baribeau-Braun J, Healey
TMG: Evoked potential audiometry. J Otolar-
yngol 1977;6:90–119.

Ponton CW, Don M: The mismatch negativity in
cochlear implant users. Ear Hear 1995;16:131–
146.

Ponton CW, Don M, Eggermont JJ, Kwong B: Inte-
grated mismatch negativity (MMN): A noise-
free representation of evoked responses allow-
ing single-point distribution-free statistical
tests. Electroencephalogr Clin Neurophysiol
1997;104:143–150, erratum 381–382.

Ritter W, Deacon D, Gomes H, Javitt DC,
Vaughan HG Jr: The mismatch negativity of
event-related potentials as a probe of transient
auditory memory: A review. Ear Hear 1995;16:
52–67.

Ritter W, Gomes H, Cowan N, Sussman E,
Vaughan HG Jr: Reactivation of a dormant
representation of an auditory stimulus feature.
J Cogn Neurosci 1998;10:605–614.

Ritter W, Paavilainen P, Lavikainen J, Reinikai-
nen K, Alho K, Sams M, Näätänen R: Event-
related potentials to repetition and change of
auditory stimuli. Electroencephalogr Clin Neu-
rophysiol 1992;83:306–321.

Ritter W, Sussman E, Deacon D, Cowan N,
Vaughan HG Jr: Two cognitive systems simul-
taneously prepared for opposite events. Psy-
chophysiology 1999;36:835–838.

Ritter W, Sussman E, Mulholm S: Evidence that
the mismatch negativity system works on the
basis of objects. Neuroreport, in press.

Rugg MD, Doyle MC: Event-related potentials and
stimulus repetition in direct and indirect tests
of memory; in Heinze JH, Munte T, Mangun
GR (eds): Cognitive Electrophysiology. Cam-
bridge, Birkhäuser Boston, 1994, pp 124–148.

Rugg MD, Furda J, Lorist M: The effects of task on
the modulation of event-related potentials by
word repetition. Psychophysiology 1988;25:
55–63.

Saarinen J, Paavilainen P, Schröger E, Tervaniemi
M, Näätänen R: Representation of abstract
attributes of auditory stimuli in the human
brain. Neuroreport 1992;3:1149–1151.

Sackett DL, Haynes RB, Guyatt GH, Tugwell P:
Clinical epidemiology: A basic science for clini-
cal medicine, ed 2. Boston, Little, Brown, 1991,
chapt 4: The interpretation of diagnostic data,
pp 69–152.

Sallinen M, Lyytinen H: Mismatch negativity dur-
ing objective and subjective sleepiness. Psycho-
physiology 1997;34:694–702.

Sams M, Alho K, Näätänen R: Sequential effects in
the ERP in discriminating two stimuli. Biol
Psychol 1983;17:41–58.

Sams M, Alho K, Näätänen R: Short-term habitua-
tion and dishabituation of the mismatch nega-
tivity of the ERP. Psychophysiology 1984;21:
434–441.

Sams M, Aulanko R, Aaltonen O, Näätänen R:
Event-related potentials to infrequent changes
in synthesized phonetic stimuli. J Cogn Neu-
rosci 1990;2:344–357.

Sams M, Aulanko R, Hämäläinen M, Hari R, Lou-
nasmaa O, Lu S, Simola J: Seeing speech:
Visual information from lip movements modi-
fies activity in the human auditory cortex. Neu-
rosci Lett 1991a;127:141–145.

Sams M, Hari R, Rif J, Knuutila J: The human
auditory sensory memory trace persists about
10 sec: Neuromagnetic evidence. J Cogn Neu-
rosci 1993;5:363–370.

Sams M, Kaukoranta E, Hämäläinen M, Näätänen
R: Cortical activity elicited by changes in audi-
tory stimuli: Different sources for the magnetic
N100m and mismatch responses. Psychophysiol-
ogy 1991b;28:21–29.

Sams M, Paavilainen P, Alho K, Näätänen R:
Auditory frequency discrimination and event-
related potentials. Electroencephalogr Clin
Neurophysiol 1985;62:437–448.

Scherg M, Vajsar J, Picton TW: A source analysis
of the late human auditory evoked potentials. J
Cogn Neurosci 1989;1:336–355.

Schröger E: Processing of auditory deviants with
changes in one versus two stimulus dimen-
sions. Psychophysiology 1995;32:55–65.

Schröger E: The influence of stimulus intensity and
inter-stimulus interval on the detection of pitch
and loudness changes. Electroencephalogr Clin
Neurophysiol 1996;100:517–526.

Schröger E: On the detection of auditory devia-
tions: A pre-attentive activation model. Psy-
chophysiology 1997;34:245–257.

Schröger E, Tervaniemi M, Wolff C, Näätänen R:
Preattentive periodicity detection in auditory
patterns as governed by time and intensity
information. Cogn Brain Res 1996;4:145–148.

Schröger E, Winkler I: Presentation rate and mag-
nitude of stimulus deviance effects on human
pre-attentive change detection. Neurosci Lett
1995;193:185–188.

Schröger E, Wolff C: Behavioral and electrophysio-
logical effects of task-irrelevant sound change:
A new distraction paradigm. Cogn Brain Res
1998a;7:71–87.

Schröger E, Wolff C: Attentional orienting and reo-
rienting is indicated by human event-related
brain potentials. Neuroreport 1998b;9:3355–
3358.

Surakka V, Tenhunen-Eskelinen M, Hietanen J,
Sams M: Modulation of human auditory infor-
mation processing by emotional visual stimuli.
Cogn Brain Res 1998;7:159–163.

Sussman E, Gomes H, Nousak JMK, Ritter W,
Vaughan HG Jr: Feature conjunctions and au-
ditory sensory memory. Brain Res 1998a;793:
95–102.

Sussman E, Ritter W, Vaughan HG Jr: Predictabil-
ity of stimulus deviance and the mismatch
negativity. Neuroreport 1998b;9:4167–4170.

Sussman E, Ritter W, Vaughan HG Jr: An investi-
gation of the auditory streaming effect using
event-related brain potentials. Psychophysiolo-
gy 1999a;36:22–34.

Sussman E, Winkler I, Ritter W, Alho K, Näätänen
R: Temporal integration of auditory stimulus
deviance as reflected by the mismatch negativi-
ty. Neurosci Lett 1999b;264:161–164.

Swets JA: Measuring the accuracy of diagnostic sys-
tems. Science 1988;240:1285–1293.

Takegata R, Paavilainen P, Näätänen R, Winkler I:
Independent processing of changes in auditory
single features and feature conjunctions in hu-
mans as indexed by the mismatch negativity.
Neurosci Lett 1999;266:109–112.

Tales A, Newton P, Troscianko T, Butler SR: Mis-
match negativity in the visual modality (ab-
stract). J Psychophysiol 1998;12:400.

Tervaniemi M, Kujala A, Alho K, Virtanen J,
Ilmoniemi RJ, Näätänen R: Functional spe-
cialization of the human auditory cortex in pro-
cessing phonetic and musical sounds: A magne-
toencephalographic (MEG) study. Neuroimage
1999a;9:330–336.

Tervaniemi M, Lehtokoski A, Sinkkonen J, Virta-
nen J, Ilmoniemi RJ, Näätänen R: Test-retest
reliability of mismatch negativity for duration,
frequency and intensity changes. Clin Neuro-
physiol 1999b;110:1388–1393.

Tervaniemi M, Maury S, Näätänen R: Neural rep-
resentation of abstract stimulus features in the
human brain as reflected by the mismatch
negativity. Neuroreport 1994a;5:844–846.

Tervaniemi M, Saarinen J, Paavilainen P, Dani-
lova N, Näätänen R: Temporal integration of
auditory information in sensory memory as
reflected by the mismatch negativity. Biol Psy-
chol 1994b;38:157–167.

Tiitinen H, Alho K, Huotilainen M, Ilmoniemi RJ,
Simola J, Näätänen R: Tonotopic auditory cor-
tex and the magnetoencephalographic (MEG)
equivalent of the mismatch negativity. Psycho-
physiology 1993;30:537–540.

Tiitinen H, May P, Reinikainen K: Attentive nov-
elty detection in humans is governed by pre-
attentive sensory memory. Nature 1994;372:
90–92.

Tremblay K, Kraus N, McGee T: The time course
of auditory perceptual learning: Neurophysio-
logical changes during speech-sound training.
Neuroreport 1998;9:3557–3560.

D
ow

nl
oa

de
d 

by
: 

U
ni

ve
rs

ity
 T

or
on

to
 L

ib
r.

14
2.

15
0.

19
0.

39
 -

 1
2/

7/
20

13
 4

:1
2:

17
 P

M



Mismatch Negativity Audiol Neurootol 2000;5:111–139 139

Winkler I, Cowan N, Csépe V, Czigler I, Näätänen
R: Interactions between transient and long-
term auditory memory as reflected by the mis-
match negativity. J Cogn Neurosci 1996a;8:
403–415.

Winkler I, Czigler I, Jaramillo M, Paavilainen P,
Näätänen R: Temporal constraints of auditory
event synthesis: Evidence from ERPs. Neuro-
report 1998;9:495–499.

Winkler I, Karmos G, Näätänen R: Adaptive mod-
eling of the unattended acoustic environment
reflected in the mismatch negativity event-
related potential. Brain Res 1996b;742:239–
252.

Winkler I, Kujala T, Tiitinen H, Sivonen P, Alku P,
Lehtokoski A, Czigler I, Csépe V, Ilmoniemi
RJ, Näätänen R: Brain responses reveal the
learning of foreign language phonemes. Psy-
chophysiology 1999;36:638–642.

Winkler I, Näätänen R: Event-related brain poten-
tials to infrequent partial omissions in series of
auditory stimuli; in Heinze HJ, Münte T, Man-
gun GR (eds): New Developments in Event-
Related Potentials. Cambridge, Birkhäuser
Boston, 1994, pp 219–226.

Winkler I, Paavilainen P, Alho K, Reinikainen K,
Sams M, Näätänen R: The effect of small varia-
tion of the frequent auditory stimulus on the
event-related brain potential to the infrequent
stimulus. Psychophysiology 1990;27:228–235.

Winkler I, Paavilainen P, Näätänen R: Can echoic
memory store two traces simultaneously? A
study of event-related brain potentials. Psycho-
physiology 1992;29:337–349.

Winkler I, Schröger E: Neural representation for
the temporal structure of sound patterns. Neu-
roreport 1995;6:690–694.

Winkler I, Schröger E, Cowan N: The role of large-
scale perceptual organization in the mismatch
negativity event-related brain potential. J Cogn
Neurosci, in press.

Winkler I, Tervaniemi M, Näätänen R: Two sepa-
rate codes for missing-fundamental pitch in the
human auditory cortex. J Acoust Soc Am 1997;
102:1072–1082.

Woldorff MG, Hackley SA, Hillyard SA: The ef-
fects of channel-selective attention on the mis-
match negativity wave elicited by deviant
tones. Psychophysiology 1991;28:30–42.

Woldorff MG, Hansen JC, Hillyard SA: Evidence
for effects of selective attention in the midla-
tency range of the human auditory event-relat-
ed brain potential. Electroencephalogr Clin
Neurophysiol Suppl 1987;40:146–154.

Woldorff MG, Hillyard SA, Gallen CC, Hampson
SR, Bloom FE: Magnetoencephalographic re-
cordings demonstrate attentional modulation
of mismatch-related neural activity in human
auditory cortex. Psychophysiology 1998;35:
283–292.

Woods DL: The component structure of the human
auditory evoked potential. Electroencephalogr
Clin Neurophysiol Suppl 1995;44:102–109.

Woods DL, Alho K, Algazi A: Intermodal selective
attention. I. Effects on event-related potentials
to lateralized auditory and visual stimuli. Elec-
troencephalogr Clin Neurophysiol 1992;82:
341–355.

Woods DL, Knight RT, Scabini D: Anatomical
substrates of auditory selective attention: Be-
havioral and electrophysiological effects of pos-
terior associated cortex lesions. Cogn Brain Res
1993;1:227–240.

Yabe H, Tervaniemi M, Reinikainen K, Näätänen
R: Temporal window of integration revealed by
MMN to sound omission. Neuroreport 1997;8:
1971–1974.

D
ow

nl
oa

de
d 

by
: 

U
ni

ve
rs

ity
 T

or
on

to
 L

ib
r.

14
2.

15
0.

19
0.

39
 -

 1
2/

7/
20

13
 4

:1
2:

17
 P

M


