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Abstract
This review presents a practical summary of the missing data literature,
including a sketch of missing data theory and descriptions of normal-
model multiple imputation (MI) and maximum likelihood methods.
Practical missing data analysis issues are discussed, most notably the
inclusion of auxiliary variables for improving power and reducing bias.
Solutions are given for missing data challenges such as handling longitu-
dinal, categorical, and clustered data with normal-model MI; including
interactions in the missing data model; and handling large numbers of
variables. The discussion of attrition and nonignorable missingness em-
phasizes the need for longitudinal diagnostics and for reducing the un-
certainty about the missing data mechanism under attrition. Strategies
suggested for reducing attrition bias include using auxiliary variables,
collecting follow-up data on a sample of those initially missing, and
collecting data on intent to drop out. Suggestions are given for moving
forward with research on missing data and attrition.
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INTRODUCTION
AND OVERVIEW

Missing data have challenged researchers since
the beginnings of field research. The chal-
lenge has been particularly acute for longitudi-
nal research, that is, research involving multiple
waves of measurement on the same individu-
als. The main issue is that the analytic pro-
cedures researchers use, many of which were
developed early in the twentieth century, were
designed to have complete data. Until relatively
recently, there was simply no mechanism for
handling the responses that were sometimes
missing within a particular survey, or whole sur-

veys that were missing for some waves of a mul-
tiwave measurement project.

Problems brought about by missing data be-
gan to be addressed in an important way start-
ing in 1987, although a few highly influential
articles did appear before then (e.g., Dempster
et al. 1977, Heckman 1979, Rubin 1976). What
happened in 1987 was nothing short of a rev-
olution in thinking about analysis of missing
data. The revolution began with two major
books that were published that year. Little &
Rubin (1987) published their classic book, Sta-
tistical Analysis with Missing Data (the second
edition was published in 2002). Also, Rubin
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(1987) published his book, Multiple Imputation
for Nonresponse in Surveys. These two books,
coupled with the advent of powerful personal
computing, would lay the groundwork for miss-
ing data software to be developed over the next
20 years and beyond. Also published in 1987
were two articles describing the first truly acces-
sible method for dealing with missing data using
existing structural equation modeling (SEM)
software (Allison 1987, Muthén et al. 1987). Fi-
nally, Tanner & Wong (1987) published their
article on data augmentation, which would be-
come a cornerstone of the multiple imputation
(MI) software that would be developed a decade
later.

Goals of This Review

A major goal of this review is to present ideas
and strategies that will make missing data anal-
yses useful to researchers. My aim here is to
encourage researchers to use the missing data
procedures that are already known to be good
ones. Efforts toward this goal involve summa-
rizing the major research in missing data anal-
ysis over the past several years. However, much
of the reluctance to adopt these procedures is
related to the myths and misconceptions that
continue to abound about the impact of missing
data with and without using these procedures.
Thus, a goal of this review is to clear up many
of the myths and misconceptions surrounding
missing data and analysis with missing data.

Work is required to become a practiced
user of the acceptable (i.e., MI and maximum-
likelihood, or ML) procedures. But that work
would be a lot less onerous if one had con-
fidence that learning these procedures would
truly make one’s work better and that criticisms
surrounding missing data would be materially
reduced.

Researchers should use MI and ML proce-
dures (see Schafer & Graham 2002). They are
good procedures that are based on strong statis-
tical traditions. They can certainly be improved
on, but by how much? I would argue that using
MI and ML procedures gets us at least 90% of
the way to the hypothetical ideal from where

we were 25 years ago. Newer procedures will
continually fine-tune the existing MI and ML
procedures, but the main missing data solutions
are already available and should be used now.

Above all, my goal is that this review will
be of practical value. I hope that my words will
facilitate the use of MI and ML missing data
methods. This is not intended to be a thorough
review of all work and methods relating to miss-
ing data. I have focused on what I believe to be
most useful.

What’s to Come

In the following sections, I discuss three major
missing data topics: missing data theory, anal-
ysis in practice, and attrition and missingness
that is not missing at random. In the first ma-
jor section, I lay out the main tenets of what
I refer to as “missing data theory.” One central
focus in this section is the causes or mechanisms
of missingness. In this section, I discuss what I
refer to as the “old” methods for dealing with
missing data, but as much as possible, my dis-
cussion is limited to methods that remain use-
ful at least in some circumstances. This section
briefly presents the methods I fully endorse: MI
and ML.

In the second major section, I focus on the
practical side of performing missing data anal-
yses. Over the years, I have faced all of these
problems as a data analyst; these are real solu-
tions. Sometimes the solutions are a bit ad hoc.
Better solutions may become available in the
future, but the solutions I present are known
to have minimal harmful impact on statistical
inference, and they will keep you doing analy-
sis, which is the most important thing. In this
section, I also touch on the developing area of
planned missingness designs, an area that opens
up new design possibilities for researchers who
are already making use of the recommended MI
and ML missing data procedures. Contrary to
the old adage that the best solution to miss-
ing data is not to have them, there are times
when building missing data into the overall
measurement design is the best use of limited
resources.
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In the final major section, I describe the area
of attrition and missingness that is not missing
at random. This kind of missingness has proven
to be a major obstacle, especially in longitudi-
nal and intervention research. A good bit of the
problem in this area stems from the fact that the
framework for thinking about these issues was
developed and solidified well before the miss-
ing data revolution. In this section, I propose
a different framework for thinking about attri-
tion and make several suggestions (pleas?) as to
how researchers might proceed in this area.

MISSING DATA THEORY

Causes or Mechanisms of Missingness

Statisticians talk about missingness mecha-
nisms. But what they mean by that term differs
from what social and behavioral scientists think
of as mechanisms. When I (trained as an ex-
perimental social psychologist) use that word, I
think of causal mechanisms. What is the reason
the data are missing? Statisticians, on the other
hand, often are thinking more along the lines of
a description of the missingness. For example,
it is not uncommon to talk about a vector R for
each variable, which takes on the value “1” if
the variable has data for that case, and “0” if the
value is missing for that case. This leads natu-
rally to descriptions of the missing data, that is,
patterns of missingness. For example, suppose
that one has three variables (X, Y1, and Y2), and
suppose that X is never missing but Y1 is miss-
ing for some individuals, and Y2 is missing for a
few more. Or, thinking about it the other way,
suppose one has data for all three variables for
some number of cases, but partial data (X and
Y1) for some number of cases and partial data (X
only) for some other number of cases. The pat-
terns of missingness for a hypothetical N = 100
cases might look like those shown in Table 1.
Also, as shown in Table 1, it not uncommon
for a small number of cases to be present at one
wave, missing at a later wave, and then give data
at a still later wave.

When people talk about the mechanisms
of missingness, three terms come up: miss-

Table 1 Hypothetical patterns of missingness

Variable

X Y1 Y2 N
1 1 1 65
1 1 0 20
1 0 0 10
1 0 1 5

1 = value present; 0 = value missing.

ing completely at random (MCAR), missing
at random (MAR), and missing not at random
(MNAR). Although statisticians prefer not to
use the word “cause,” they do often use the
words “due to” or “depends on” in this context.

With MAR, the missingness (i.e., whether
the data are missing or not) may depend on
observed data, but not on unobserved data
(Schafer & Graham 202).

MCAR is a special case of MAR in which
missingness does not depend on the observed
data either (Schafer & Graham 2002).

With MNAR, missingness does depend on
unobserved data.

More about MAR, MCAR, and MNAR. Al-
though these three important terms do have
specific statistical definitions, their practical
meaning is often elusive. MCAR is perhaps the
easiest to understand. If the cases for which the
data are missing can be thought of as a random
sample of all the cases, then the missingness is
MCAR. This means that everything one might
want to know about the data set as a whole can
be estimated from any of the missing data pat-
terns, including the pattern in which data exist
for all variables, that is, for complete cases (e.g.,
see the top row in Table 1).

Another aspect of MCAR that is particularly
easy to understand for psychologists is that the
word “random” in MCAR means what psychol-
ogists generally think of when they use the term.
The word “random” in MAR, however, means
something rather different from what psychol-
ogists typically think of as random. In fact,
the randomness in MAR missingness means
that once one has conditioned on (e.g., con-
trolled for) all the data one has, any remaining
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missingness is completely random (i.e., it does
not depend on some unobserved variable). Be-
cause of this, I often say that a more precise
term for missing at random would be condi-
tionally missing at random. However, if such a
term were in common use, its acronym (CMAR)
would often be confused with MCAR. Thus, my
feeling about this is that psychologists should
continue to refer to MCAR and MAR but sim-
ply understand that the latter term refers to con-
ditionally missing at random.

Another distinction that is often used with
missingness is the distinction between ignor-
able and nonignorable missingness. Without
going into detail here, suffice it to say that
ignorable missingness applies to MCAR and
MAR, whereas nonignorable missingness is of-
ten used synonymously with MNAR.

An important wrinkle with these terms, es-
pecially MAR and MNAR (or ignorable and
nonignorable), is that they do not apply just to
the data. Rather they apply jointly to the data
and to the analysis that is being used. For exam-
ple, suppose one develops a smoking prevention
intervention and has a treatment group and a
control group (represented by a dummy vari-
able called Program). Suppose that one mea-
sures smoking status at time 2, one year after
implementation of the prevention intervention
(Smoking2). Finally, suppose that some people
have missing data for Smoking2, and that miss-
ingness on Smoking2 depends on smoking sta-
tus measured at time 1, just before the program
implementation (Smoking1). If one includes
Smoking1 in one of the acceptable missing data
procedures (MI or ML), then the missingness
on Smoking2 is conditioned on Smoking1 and
is thus MAR (note that even with complete case
analysis, the regression analysis of Program pre-
dicting Smoking2 is MAR as long as Smoking1

is also included in the model; e.g., see Graham
& Donaldson 1993). However, if the re-
searcher tested a model in which the Program
alone predicted Smoking2, then the missingness
would become MNAR because the researcher
failed to condition on Smoking1, the cause of
missingness.

Many researchers have suggested modify-
ing the names of the missing data mechanisms
in order to have labels that are a bit closer to
regular language usage. However, missing data
theorists believe that these mechanism names
should remain as is. I agree. I now believe we
would be doing psychologists a disservice if
we encouraged them to abandon these terms,
which are so well entrenched in the statistics
literature. Rather, we should continue to use
these terms (MCAR, MAR, and MNAR), but
always define them very carefully using regular
language.

Consequences of MCAR, MAR, and
MNAR. The main consequence of MCAR
missingness is loss of statistical power. The
good thing about MCAR is that analyses yield
unbiased parameter estimates (i.e., estimates
that are close to population values). MAR
missingness (i.e., when the cause of missing-
ness is taken into account) also yields unbiased
parameter estimates. The reason MNAR
missingness is considered a problem is that it
yields biased parameter estimates (discussed at
length below).

Old Analyses: A Brief Summary

This summary is not intended to be a thorough
examination of the “old” approaches for dealing
with missing data. Rather, in order to be of most
practical value, the discussion below focuses on
the old approaches that can still be useful, at
least under some circumstances.

Yardsticks for evaluating methods. I have
judged the various methods (old and new) by
three means. First, the method should yield un-
biased parameter estimates over a wide range
of parameters. That is, the parameter estimate
should be close to the population value for
that parameter. Some of the methods I would
judge to be unacceptable (e.g., mean substitu-
tion) may yield a mean for a particular variable
that is close to the true parameter value (e.g.,
under MCAR), but other parameters using this
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method can be seriously biased. Second, there
should be a method for assessing the degree of
uncertainty about parameter estimates. That is,
one should be able to obtain reasonable esti-
mates of the standard error or confidence inter-
vals. Third, once bias and standard errors have
been dealt with, the method should have good
statistical power.

Complete cases analysis (AKA, listwise
deletion). This approach can be very useful
even today. One concern about listwise deletion
is that it may yield biased parameter estimates
(e.g., see Wothke 2000). For example, groups
with complete data, especially in a longitudi-
nal study, often are quite different from those
that have missing data. Nevertheless, the dif-
ference in those two groups often is embodied
completely in the pretest variables (for which
everyone has data). Thus, as long as those vari-
ables can reasonably be included in the model as
covariates, the bias is often minimal, even with
listwise deletion, especially for multiple regres-
sion models (e.g., see Graham & Donaldson
1993).

However, there will always be some loss of
power with listwise deletion because of the un-
used partial data. And in some instances, this
loss of power can be huge, making this method
an undesirable option. Still, if the loss of cases
due to missing data is small (e.g., less than about
5%), biases and loss of power are both likely
to be inconsequential. I, personally, would still
use one of the missing data approaches even
with just 5% missing cases, and I encourage you

POSITIVE DEFINITE

One good way to think of a matrix that is not positive definite
is that the matrix contains less information than implied by the
number of variables in the matrix. For example, if a matrix con-
tained the correlations of three variables (A, B, and C) and their
sum, then there would be just three variables worth of informa-
tion, even though it contained four variables. Because the sum is
perfectly predicted by the three variables, it adds no new infor-
mation, and the matrix would not be positive definite.

to get used to doing the same. However, if a
researcher chose to stay with listwise deletion
under these special circumstances, I believe it
would be unreasonable for a critic to argue that
it was a bad idea to do so. It is also important
that standard errors based on listwise deletion
are meaningful.

Pairwise deletion. Pairwise deletion is usually
used in conjunction with a correlation matrix.
Each correlation is estimated based on the cases
having data for both variables. The issue with
pairwise deletion is that different correlations
(and variance estimates) are based on differ-
ent subsets of cases. Because of this, it is possi-
ble that parameter estimates based on pairwise
deletion will be biased. However, in my experi-
ence, these biases tend to be small in empirical
data. On the other hand, because different cor-
relations are based on different subsets of cases,
there is no guarantee that the matrix will be
positive definite (see sidebar Positive Definite).
Nonpositive definite matrices cannot be used
for most multivariate statistical analyses. A big-
ger concern with pairwise deletion is that there
is no basis for estimating standard errors.

Because of all these problems, I cannot rec-
ommend pairwise deletion as a general solu-
tion. However, I do still use pairwise deletion
in one specific instance. When I am conduct-
ing preliminary exploratory factor analysis with
a large number of variables, and publication
of the factor analysis results, per se, is not my
goal, I sometimes find it useful to conduct this
analysis with pairwise deletion. As a prelimi-
nary analysis for conducting missing data analy-
sis, I sometimes examine the preliminary eigen-
values from principal components analysis (see
sidebar Eigenvalue). If the last eigenvalue is
positive, then the matrix is positive definite.
Many failures of the expectation-maximization
(better known as EM) algorithm (and MI) are
due to the correlation matrix not being positive
definite.

Other “old” methods. Other old methods in-
clude mean substitution, which I do not recom-
mend. In the “Modern” Missing Data Analysis
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Methods section, I describe a method based on
the EM algorithm that is much preferred over
mean substitution (see the sections on Good
Uses of the EM Algorithm and Imputing a Sin-
gle Data Set from EM Parameters). A second
method that has been described in the litera-
ture involves using a missingness dummy vari-
able in addition to the specially coded miss-
ing value. This approach has been discredited
and should not be used (e.g., see Allison 2002).
Finally, regression-based single imputation has
been employed in the past. Although the con-
cept is a sound one and is the basis for many
of the modern procedures, this method is not
recommended in general.

“Modern” Missing Data
Analysis Methods

The “modern” missing data procedures I con-
sider here are (a) the EM algorithm, (b) multiple
imputation under the normal model, and (c) ML
methods, often referred to as full-information
maximum likelihood (FIML) methods.

EM algorithm. It is actually a misnomer to re-
fer to this as “the” EM algorithm because there
are different EM algorithms for different ap-
plications. Each version of the EM algorithm
reads in the raw data and reads out a different
product, depending on the application. I de-
scribe here the EM algorithm that reads in the
raw data, with missing values, and reads out an
ML variance-covariance matrix and vector of
means. Definitive technical treatments of vari-
ous EM algorithms are given in Little & Rubin
(1987, 2002) and Schafer (1997). Graham and
colleagues provide less-technical descriptions
of the workings of the EM algorithm for co-
variance matrices (Graham & Donaldson 1993;
Graham et al. 1994, 1996, 1997, 2003).

In brief, the EM algorithm is an iterative
procedure that produces maximum likelihood
estimates. For the E-step at one iteration, cases
are read in, one by one. If a value is present,
the sums, sums of squares, and sums of cross-
products are incremented. If the value is miss-
ing, the current best guess for that value is used
instead. The best guess is based on regression-

EIGENVALUE

Eigenvalues are part of the decomposition of a correlation ma-
trix during factor analysis or principal components analysis. Each
eigenvalue represents the variance of the linear combination of
items making up that factor. In principal components, the total
variance for the correlation matrix is the number of items in the
matrix. If the matrix is positive definite, the last eigenvalue will
be positive, that is, it will have variance. However, if the matrix
is not positive definite, one or more of the eigenvalues will be 0,
implying that those factors have no variance, or that they add no
new information over and above the other factors.

based single imputation with all other variables
in the model used as predictors. For the sums,
the best guess value is used as is. For sums
of squares and sums of cross-products, if just
one value is missing, then the quantity is in-
cremented directly. However, if both values are
missing, then the quantity is incremented, and
a correction factor is added. This correction
is conceptually equivalent to adding a random
residual error term in MI (described below).

In the M-step of the same iteration, the pa-
rameters (variances, covariances, and means)
are estimated (calculated) based on the current
values of the sums, sums of squares, and sums
of cross-products. Based on the covariance ma-
trix at this iteration, new regression equations
are calculated for each variable predicted by
all others. These regression equations are then
used to update the best guess for missing values
during the E-step of the next iteration. This
two-step process continues until the elements
of the covariance matrix stop changing. When
the changes from iteration to iteration are so
small that they are judged to be trivial, EM is
said to have converged.

Being ML, the parameter estimates (means,
variances, and covariances) from the EM algo-
rithm are excellent. However, the EM algo-
rithm does not provide standard errors as an
automatic part of the process. One could ob-
tain an estimate of these standard errors using
bootstrap procedures (e.g., see Graham et al.
1997). Although bootstrap procedures (Efron
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1982) are often criticized, they can be quite use-
ful in this context as a means of dealing with
nonnormal data distributions.

Good uses of the EM algorithm. Although
the EM algorithm provides excellent parame-
ter estimates, the lack of convenient standard
errors means that EM is not particularly good
for hypothesis testing. On the other hand, sev-
eral important analyses, often preliminary anal-
yses, don’t use standard errors anyway, so the
EM estimates are very useful. First, it is of-
ten desirable to report means, standard devi-
ations, and sometimes a correlation matrix in
one’s paper. I would argue that the best esti-
mates for these quantities are the ML estimates
provided by EM. Second, data quality analy-
ses, for example, coefficient alpha analyses, be-
cause they typically do not involve standard er-
rors, can easily be based on the EM covariance
matrix (e.g., see Enders 2003; Graham et al.
2002, 2003). The EM covariance matrix is also
an excellent basis for exploratory factor analysis
with missing data. This is especially easy with
the SAS/STAT® software program (SAS Insti-
tute); one simply includes the relevant variables
in Proc MI, asking for the EM matrix to be out-
put. That matrix may then be used as input for
Proc Factor using the “type = cov” option.

Although direct analysis of the EM covari-
ance matrix can be useful, a more widely useful
EM tool is to impute a single data set from EM
parameters (with random error). This proce-
dure has been described in detail in Graham
et al. (2003). This single imputed data set is
known to yield good parameter estimates, close
to the population average. But more impor-
tantly, because it is a complete data set, it may be
read in using virtually any software, including
SPSS. Once read into the software, coefficient
alpha and exploratory factor analyses may be
carried out in the usual way. One caution is that
this data set should not be used for hypothe-
sis testing. Standard errors based on this data
set, say from a multiple regression analysis, will
be too small, sometimes to a substantial extent.
Hypothesis testing should be carried out with
MI or one of the FIML procedures. Note that

the procedure in SPSS for writing out a single
imputed data set based on the EM algorithm is
not recommended unless random error resid-
uals are added after the fact to each imputed
value; the current implementation of SPSS, up
to version 16 at least, writes data out without
adding error (e.g., see von Hippel 2004). This
is known to produce important biases in the data
set (Graham et al. 1996).

Implementations of the EM algorithm.
Good implementations of the EM algorithm
for covariance matrices are widely available.
SAS Proc MI estimates the EM covariance ma-
trix as a by-product of its MI analysis (SAS
Institute). Schafer’s (1997) NORM program, a
stand-alone Microsoft Windows program, also
estimates the EM covariance matrix as a step in
the MI process. Graham et al. (2003) have de-
scribed utilities for making use of that covari-
ance matrix. Graham & Hofer (1992) have cre-
ated a stand-alone DOS-based EM algorithm,
EMCOV, which can be useful in simulations.

Multiple imputation under the normal
model. I describe in this section MI under the
normal model as it is implemented in Schafer’s
(1997) NORM program. MI as implemented
in SAS Proc MI is also based on Schafer’s
(1997) algorithms, and thus is the same kind
of program as NORM. Detailed, step-by-step
instructions for running NORM are available
in Graham et al. (2003; also see Graham &
Hofer 2000, Schafer 1999, Schafer & Olsen
1998). Note that Schafer’s NORM program is
also available as part of the Splus missing data
library (http://www.insightful.com/).

The key to any MI program is to restore the
error variance lost from regression-based single
imputation. Imputed values from single impu-
tation always lie right on the regression line.
But real data always deviate from the regres-
sion line by some amount. In order to restore
this lost variance, the first part of imputation is
to add random error variance (random normal
error in this case). The second part of restor-
ing lost variance relates to the fact that each
imputed value is based on a single regression
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equation, because the regression equation, and
the underlying covariance matrix, is based on a
single draw from the population of interest.

In order to adjust the lost error completely,
one should obtain multiple random draws from
the population and impute multiple times, each
with a different random draw from the popu-
lation. Of course, this is almost never possible;
researchers have just a single sample. One op-
tion might be to simulate random draws from
the population by using bootstrap procedures
(Efron 1982). Another approach is to simulate
random draws from the population using data
augmentation (DA; Tanner & Wong 1987).

The key to Schafer’s NORM program is DA.
NORM first runs EM to obtain starting val-
ues for DA. DA can be thought of as a kind
of stochastic (probabilistic) version of EM. It,
too, is an iterative, two-step process. There is
an imputation step during which DA simulates
the missing data based on the current parame-
ter estimates, and a posterior step during which
DA simulates the parameters given the current
(imputed) data. DA is a member of the Markov-
Chain Monte Carlo family of algorithms. It is
Markov-like in the sense that all of the infor-
mation from one step of DA is contained in the
previous step. Because of this, the parameter es-
timates and imputed values from two adjacent
steps of DA are more similar than one would
expect from two random draws from the popu-
lation. However, after, say, 50 steps of DA, the
parameter estimates and imputed values from
the initial step and those 50 steps removed are
much more like two random draws from the
population. The trick is to determine how many
steps are required before the two imputed data
sets are sufficiently similar to two random draws
from the population. Detailed guidance for this
process is given in Graham et al. (2003). In gen-
eral, the number of iterations it takes EM to
converge is an excellent estimate of the num-
ber of steps there should be between imputed
data sets from DA (this rule applies best to the
NORM program; different MI programs have
different convergence criteria, and this rule may
be slightly different with those MI programs).
In addition, diagnostics are available in NORM

and Proc MI to verify that the number of DA
steps selected was good enough.

Implementations of MI under the normal
model. Implementations of MI under the nor-
mal model are also widely available. Schafer’s
(1997) NORM software is a free program
(see http://methodology.psu.edu/ for the free
download). SAS Proc MI (especially version 9,
but to a large extent version 8.2; SAS Insti-
tute) provides essentially the same features as
NORM. For analyses conducted in SAS, Proc
MI is best. Other implementations of MI are
not guaranteed to be as robust as are those based
on DA or other Markov-Chain Monte Carlo
routines, although such programs may be use-
ful under specific circumstances. For example,
Amelia II (see Honaker et al. 2007, King et al.
2001) and IVEware (Raghunathan 2004) are
two MI programs that merit a look. See Horton
& Kleinman (2007) for a recent review of MI
software.

Special MI software for categorical, longi-
tudinal/cluster, and semi-continuous data.
In this category are Schafer’s (1997) CAT pro-
gram (for categorical data) and MIX program
(for mixed continuous and categorical prob-
lems). Both of these are available (along with
NORM) as special commands in the latest ver-
sion of Splus. Although CAT can certainly be
used to handle imputation with categorical data,
it presents the user with some limitations. Most
importantly, the default in CAT involves what
amounts to the main effects and all possible in-
teractions. Thus, even with a few variables, the
default model can involve a huge number of pa-
rameters. For example, with just five input vari-
ables, CAT estimates parameters for 31 vari-
ables (five main effects, ten 2-way interactions,
ten 3-way interactions, five 4-way interactions,
and one 5-way interaction).

Also included in this category is the PAN
program (for special panel and cluster-data de-
signs, see Schafer 2001, Schafer & Yucel 2002).
PAN was created for the situation in which a
variable, Posatt (beliefs about the positive social
consequences of alcohol use), was measured in
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grades 5, 6, 7, 9, and 10 of a longitudinal study,
but was omitted for all subjects in grade 8. Other
variables (e.g., alcohol use), however, were mea-
sured in all six grades. Because no subject had
data for Posatt measured in eighth grade, MI
under the normal model could not be used to
impute that variable. However, because PAN
also takes into account growth (change) over
time, Posatt 8 can be imputed with PAN. PAN
is also very good for imputing clustered data
(e.g., students within schools) where the num-
ber of clusters is large. Although the potential
for the PAN program is huge, its availability
remains limited.

Olsen & Schafer (2001) have described mul-
tiple imputation for semi-continuous data, es-
pecially in the growth modeling context. Semi-
continuous data come from variables that have
many responses at one value (e.g., 0) and are
more or less normally distributed for values
greater than 0.

Imputing a single data set from EM
parameters. An often useful alternative to an-
alyzing the EM covariance matrix directly is to
impute a single data set based on EM param-
eters (+random error, an option available in
Schafer’s NORM program; see Graham et al.
2003 for details). With data sets imputed using
data augmentation, parameter estimates can be
anywhere in legitimate parameter space. How-
ever, when the single imputation (+error) is
based on the EM covariance matrix, all param-
eter estimates are near the center of the param-
eter space. For this reason, if one analyzes just
one imputed data set, it should be this one. This
data set is very useful for analyses that do not re-
quire hypothesis testing, such as coefficient al-
pha analysis and exploratory factor analysis (see
Graham et al. 2003 for additional details).

FIML methods. FIML methods deal with the
missing data, do parameter estimation, and es-
timate standard errors all in a single step. This
means that the regular, complete-cases algo-
rithms must be completely rewritten to han-
dle missing data. Because this task is somewhat
daunting, software written with the FIML miss-

ing data feature is limited. At present, the fea-
ture is most common in SEM software (in al-
phabetical order, Amos: Arbuckle & Wothke
1999; LISREL: Jöreskog & Sörbom 1996, also
see du Toit & du Toit 2001; Mplus: Muthén,
& Muthén 2007; and Mx: Neale et al. 1999).
Although each of these programs was written
specifically for SEM applications, they can be
used for virtually any analysis that falls within
the general linear model, most notably multiple
regression. For a review of FIML SEM meth-
ods, see Enders (2001a).

Other FIML (or largely FIML) software for
latent class analysis includes Proc LTA (e.g.,
Lanza et al. 2005; also see http://methodology.
psu.edu) and Mplus (Muthén & Muthén 2007).

Other “older” methods. One other method
deserves special mention in this context. Al-
though SEM analysis with missing data is cur-
rently handled almost exclusively by SEM/
FIML methods (see previous section), an older
method involving the multiple group capabili-
ties of SEM programs is very useful for some
applications. This approach was described ini-
tially by Allison (1987) and Muthén et al. (1987).
Among other things, this method has proven
to be extremely useful with simulations involv-
ing missing data (e.g., see Graham et al. 2001,
2006).

This method also continues to be useful for
measurement designs described as “accelerated
longitudinal” or “cohort sequential” (see
Duncan & Duncan 1994; Duncan et al. 1994,
1996; McArdle 1994; McArdle & Hamagami
1991, 1992). With these designs, one collects
data for two or more sets of participants of
different ages over, say, three consecutive years.
For example, one group is 10, 11, and 12 years
old over the three years of a study, and another
group is 11, 12, and 13 years old over the same
three study years. Because no participants
have data for both ages 10 and 13, regular
FIML-based SEM software and normal-model
MI cannot be used in this context. However,
the multiple-group SEM approach may be
used to test a growth model covering growth
over all four ages.
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Dispelling Myths About MAR Missing
Data Methods

Myths abound regarding missing data and anal-
ysis with missing data. Many of these myths
originated with thinking that was developed
well before the missing data revolution. Parts of
that earlier thinking, of course, remain an im-
portant element of modern psychological sci-
ence. But the parts relating to missing data need
to be revised. I address three of the most com-
mon myths in this section. Other myths are
dealt with in the sections that follow.

Imputation is making up the data. It is true
that imputation is the process of plugging in
plausible values where none exist. But the point
of this process is not to obtain the individual
values themselves. Rather, the point is to plug
in these values (multiple times) in order to pre-
serve important characteristics of the data set as
a whole. By “preserve,” I mean that parameter
estimates should be unbiased. That is, the es-
timated mean, for example, should be close to
the true population value for the mean; the es-
timated variance should be close to the true
population value for the variance. In this re-
view, I talk mainly about multiple imputation
under the normal model. Normal-model MI
“preserves” means, variances, covariances, cor-
relations, and linear regression coefficients.

You are unfairly helping yourself by imput-
ing (AKA, it is okay to impute the indepen-
dent variable, but not the dependent vari-
able). There are several versions of this myth.
In the past, some researchers were convinced
that imputation procedures such as normal-
model MI were fine for imputing missing data
that might occur within the set of independent
variables (IVs) (and covariates) of a study. How-
ever, these researchers were very reluctant to
include the dependent variable (DV) in the MI
model when it, too, included missing values.
They felt that it was somehow unfair to impute
the DV.

The truth is that all variables in the analy-
sis model must be included in the imputation

model. The fear is that including the DV in the
imputation model might lead to bias in estimat-
ing the important relationships (e.g., the regres-
sion coefficient of a program variable predicting
the DV). However, the opposite actually hap-
pens. When the DV is included in the model, all
relevant parameter estimates are unbiased, but
excluding the DV from the imputation model
for the IVs and covariates can be shown to pro-
duce biased estimates. The problem with leav-
ing the DV out of the imputation model is this:
When any variable is omitted from the model,
imputation is carried out under the assumption
that the correlation is r = 0 between the omit-
ted variable and variables included in the impu-
tation model. Thus, when the DV is omitted,
the correlations between it and the IVs (and
covariates) included in the model are all sup-
pressed (i.e., biased) toward 0.

MAR methods don’t work if the MAR as-
sumption does not hold (AKA, complete
cases are preferred if MAR does not hold).
With some procedures, such as multiple linear
regression, it is assumed that the data are mul-
tivariate normal. Violation of this assumption
is known to affect the results (most notably the
standard errors of the regression coefficients).
So with multiple regression, if the normality
assumption has been violated, one should use
a different procedure. This logic makes good
sense with multiple regression analysis, but it
does not apply to analysis with missing data be-
cause with multiple regression, when the nor-
mality assumption is violated, other common
procedures work better. But with missing data,
when the MAR assumption has been violated,
the violation affects the old procedures (e.g.,
listwise deletion) as well, and typically this vio-
lation has greater effect on the old procedures.
In short, MI and ML methods are always at
least as good as the old procedures (e.g., list-
wise deletion, except in artificial, unrealistic cir-
cumstances), and MI/ML methods are typically
better than old methods, and often very much
better.

An important difference between MI/ML
methods and complete cases analysis is that
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auxiliary variables (see next section) may be used
with MI/ML in order to reduce the impact of
MNAR missingness. However, there is no good
way of incorporating auxiliary variables into a
complete cases model unless they can reason-
ably be incorporated (e.g., as covariates) into
the model of substantive interest.

PRACTICAL ISSUES: MAKING
MISSING DATA ANALYSIS WORK
IN THE REAL WORLD

The suggestions given here are designed to
make missing data analyses useful in real-world
data situations. Some of the suggestions given
here are necessarily brief. Many other practical
suggestions are given in Graham et al. (2003)
and elsewhere.

Inclusive versus Restrictive Variable
Inclusion Strategies (MI versus FIML)

In some ways, this is the most important lesson
that can be learned when doing missing data
analysis in the real world. Collins et al. (2001)
discussed the differences between “inclusive”
and “restrictive” variable inclusion strategies in
missing data analysis. An inclusive strategy is
one in which auxiliary variables are included in
the model. An auxiliary variable is a variable that
is not part of the model of substantive interest,
but is highly correlated with the variables in the
substantive model. Collins et al. (2001) showed
that including auxiliary variables in the missing
data model can be very helpful in two impor-
tant ways. It can reduce estimation bias due to
MNAR missingness, and it can partially restore
lost power due to missingness.

Collins et al. (2001) note that the potential
auxiliary variable benefit is the same for MI and
FIML analyses but that the typical use of MI
is different from typical use of FIML. For MI
analyses, including auxiliary variables in the im-
putation model has long been practiced and is
very easy to accomplish: Simply add the vari-
ables to the imputation model. Furthermore,
once the auxiliary variables have been included
in the imputation model, subsequent analyses

involving the imputed data benefit from the
auxiliary variables, whether or not those vari-
ables appear in the analysis of substantive inter-
est (this latter benefit also applies to analysis
of the EM covariance matrix). On the other
hand, FIML analyses have typically included
only the variables that are part of the model of
substantive interest. Thus, researchers who use
FIML models have found it difficult to incor-
porate auxiliary variables in a reasonable way.
Fortunately, reasonable approaches for includ-
ing auxiliary variables into SEM/FIML mod-
els now exist (e.g., see Graham 2003; also see
the recently introduced feature in Mplus for
easing the process of including auxiliary vari-
ables). Note that although these methods work
well for SEM/FIML models, no corresponding
strategies are available at present for incorpo-
rating auxiliary variables into latent class FIML
models.

Small Sample Sizes

Graham & Schafer (1999) showed that MI per-
forms very well in small samples (as low as
N = 50), even with very large multiple regres-
sion models (as large as 18 predictors) and even
with as much as 50% missing data in the DV.
The biggest issue with such small samples is not
the missingness, per se, but rather that one sim-
ply does not have much data to begin with and
missingness depletes one’s data even further. MI
was shown to perform very well under these cir-
cumstances; the analyses based on MI data were
as good as the same analyses performed on com-
plete data.

The simulations performed by Graham &
Schafer (1999) also showed that normal-model
MI with nonnormal data works well, as well as
analysis with the same data with no missing val-
ues. Although analysis of imputed data works as
well as analysis with complete datasets, noth-
ing in the imputation process, per se, fixes the
nonnormal data. Thus, in order to correct the
problems with standard errors often found with
nonnormal data, analysis procedures must be
used that give correct standard errors (e.g., the
correction given for SEM by Satorra & Bentler
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1994). Enders (2001b) has drawn similar con-
clusions regarding the use of the FIML missing
data feature for SEM programs.

Rounding

Rounding should be kept to a minimum. MI was
designed to restore the lost variability found in
single imputation, and the MI strategy was de-
signed to yield the correct variability. Rounding
is tantamount to adding more variability to the
imputed values. The added variability is ran-
dom, to be sure, but there is definitely more of
it with rounding than without. This additional
variance is evident in coefficient alpha analyses
with rounded and unrounded imputed values
in a single data set imputed from EM parame-
ters. Coefficient alpha is always a point or two
lower (showing more random error variance)
with rounding than without (also, see the Cat-
egorical Missing Data and Normal-Model MI
section below for a discussion regarding round-
ing for categorical variables).

Number of Imputations in MI

Missing data theorists have often claimed that
good inferences can be made with the num-
ber of imputed data sets (m) as few as m =
3 to 5. They have argued that the relative ef-
ficiency of estimation is very high under these
circumstances, compared to an infinite number
of imputations. However, Graham et al. (2007)
have recently shown that the effects of m on
statistical power for detecting a small effect size
(ρ = 0.10) can be strikingly different from
what is observed for relative efficiency. They
showed that if statistical power is the main con-
sideration, the number of imputations typically
must be much higher than previously thought.
For example, with 50% missing information,
Graham et al. (2007) showed that MI with
m = 5 has a 13% power falloff compared to
the equivalent FIML analysis; with 30% miss-
ing information and m = 5, there was a 7%
power falloff compared to FIML. Graham et al.
(2007) recommend that at least m = 40 impu-
tations are needed with 50% missing informa-

tion to guarantee less than a 1% power falloff
compared to the comparable FIML analysis.

Making EM (and MI) Perform
Better (i.e., Faster)

Factors that affect the speed of MI are the same
as those that affect the speed of EM, so I focus
here on the latter. EM involves matrix manip-
ulations to a large extent, so sample size has
relatively little effect. However, the number of
variables (k) affects EM tremendously. Con-
sider that EM estimates [k (k+1)/2 + k] param-
eters [k variances, (k(k−1)/2) covariances, and
k means]. That means that with 25, 50, 100,
150, and 200 variables, EM must estimate 350,
1325, 5150, 11,475, and 20,300 parameters, re-
spectively. Note that as the number of variables
gets large, the number of estimated parame-
ters in EM gets huge. Although there is leeway
here, I generally try to keep the total number
of variables under 100 even with large sample
sizes of N = 1000 or more. With smaller sam-
ple sizes, a smaller number of variables should
be used.

Also affecting the speed of EM and MI is
the amount of missing information (similar to,
but not the same as, the amount of missing
data). More missing information means EM
converges more slowly. Finally, the distribu-
tions of the variables can affect speed of conver-
gence. With highly skewed data, EM generally
converges much more slowly. For this reason, it
is often a good idea to transform the data (e.g.,
with a log transformation) prior to imputation.
The imputed values can be back-transformed
(e.g., using the antilog) after imputation, if
necessary.

If EM is very slow to converge, for exam-
ple, if it takes more than about 200 iterations,
the speed of convergence can generally be im-
proved. If EM converges in 200 iterations, then
one should ask for 200 steps of data augmenta-
tion between each imputed data set. With m =
40 imputed data sets, one would need to run
40 × 200 = 8000 steps of DA. If EM con-
verged in 1000 iterations, one would need to
run 40 × 1000 = 40,000 steps of DA. The
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additional time can be substantial, especially if
the time between iterations is large.

Including Interactions in the Missing
Data Model

An issue that comes up frequently in missing
data analysis has to do with omitting certain
variables from the missing data model. This
issue is sometimes referred to as being sure
that the imputation model is at least as general
as the analysis model. A clear example is a test
of the effect of an interaction (e.g., the product)
of two variables on some third variable. Because
the product is a nonlinear combination of the
two variables, it is not part of the regular linear
imputation model. The problem with exclud-
ing such variables from the imputation model
is that all imputation is done under the assump-
tion that the correlation is r = 0 between the
omitted variable and all other variables in the
imputation model. In this case, the correlation
between the interaction term and the DVs of
interest will be suppressed toward 0. The solu-
tion is to anticipate any interaction terms and
include the relevant product terms in the im-
putation model.

Another way to conceive of an interaction
is to think of one of the variables as a group-
ing variable (e.g., gender). The interaction in
this case means that the correlation between
two variables is different for males and females.
In the typical imputation model, one imputes
under the model that all correlations are the
same for females and males. A good way to im-
pute under a model that allows these correla-
tions to be different is to impute separately for
males and females. The advantage of this ap-
proach is that all interactions involving gender
can be tested during analysis even if a specific in-
teraction was not anticipated beforehand. This
approach works very well in program effects
analyses. If the program and control groups are
imputed separately, then it is possible to test
any interaction involving the program dummy
variable after the fact. One drawback to imput-
ing separately within groups is that it cuts the
sample size at least in half. This may be accept-

able with a large sample. But if the sample is
too small for this strategy, then including a few
carefully selected product terms may be the best
option.

Longitudinal Data and Special
Longitudinal Missing Data Models

Missing data models have been created for han-
dling special longitudinal data sets (e.g., the
PAN program; Schafer 2001). Some people be-
lieve that programs such as PAN must be used
to impute longitudinal data, for example, in
connection with growth curve modeling (see
“Modern” Missing Data Analysis Methods sec-
tion above). However, this is not the case. It
is easiest to see this by examining the various
ways in which growth curve analyses can be
performed. Special hierarchical linear model-
ing programs (e.g., HLM; Raudenbush & Bryk
2002) can be used for this purpose. However,
standard SEM programs can also be used (e.g.,
see Willett & Sayer 1994). When analyses are
conducted with these models under identical
conditions (e.g., assuming homogeneity of er-
ror variances over time), the results of these two
procedures are identical.

The key for the present review is that
a variance-covariance matrix and vector of
means provide all that is needed for perform-
ing growth modeling in SEM. Thus, any miss-
ing data procedure that preserves (i.e., estimates
without bias) variances, covariances, and means
is acceptable. This is exactly what results from
the EM algorithm, and, asymptotically, with
normal-model MI. In summary, MI under the
normal model, or essentially equivalent SEM
models with a FIML missing data feature, may
safely be used in conjunction with longitudinal
data.

Categorical Missing Data
and Normal-Model MI

Although some researchers believe that missing
categorical data requires special missing data
procedures for categorical data, this is not true
in general. The proportion of people giving the
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“1” response for a two-level categorical variable
coded “1” and “0” is the same as the mean for
that variable. Thus, the important characteris-
tics of this variable are preserved, even using
normal-model MI. If the binary variable (e.g.,
gender) is to be used as a covariate in a regres-
sion analysis, then the imputed values should
be used, as is, without rounding (see Rounding
section above). If the binary variable must be
used in analysis as a binary variable, then each
imputed value should be rounded to the near-
est observed value (0 or 1). There are variations
on this rounding procedure (e.g., see Bernaards
et al. 2007), but the simple rounding is known
to perform very well in empirical data.

With normal-model MI (this also applies to
SEM analysis with FIML), categorical variables
with two levels may be used directly. However,
categorical variables with more than two levels
must first be dummy coded. If there are p levels
in the categorical variable, then p − 1 dummy
variables must be created to represent the cate-
gorical variable. For example, with a categorical
variable with four levels, this dummy coding is
completed as shown in Table 2.

If the original categorical variable has no
missing data, then creating these dummy vari-
ables and using them in the missing data analysis
is all that must be done. However, if the origi-
nal categorical variable does have missing data,
then imputation under the normal model may
not work perfectly, and an ad hoc fix must be
used. The problem is that dummy coding has
precise meaning when all dummy-code values
for a particular person are 0 or if there is exactly
one 1 for the person. If there is a missing value
for the original categorical variable, then all of
the dummy variables will also be missing and it

Table 2 Example of dummy coding with
four-level categorical variable

Dummy variable

Original category D1 D2 D3
1 1 0 0
2 0 1 0
3 0 0 1
4 0 0 0

is possible that a missing value for two (or more)
of the dummy variables could be imputed as a 1
after rounding. If any people have 1 values for
more than one of these dummy variables, then
the meaning of the dummy variables is changed.

If the number of “illegal” imputed values in
this situation is small compared with the overall
sample size, then one could simply leave them.
However, a clever, ad hoc fix for the problem
has been suggested by Paul Allison (2002). To
employ Allison’s fix, it is important to impute
without rounding. Whenever there is an illegal
pattern of imputed values (more than a single
1 for the dummy variables), the value 1 is as-
signed to the dummy variable with the highest
imputed value, and 0 is assigned to all others in
the dummy variable set. The results of this fix
will be excellent under most circumstances.

Estimating proportions and frequencies
with normal-model MI. Although normal-
model MI does a good job of preserving many
important characteristics of the data set as a
whole, it is important to note that it does not
preserve proportions and frequencies, except in
the special case of a variable with just two levels
(e.g., yes and no coded as 1 and 0), in which
case the proportion of people giving the 1 re-
sponse is the same as the mean and is thus pre-
served. However, consider the question, “How
many cigarettes did you smoke yesterday?”
(0 = none, 1 = 1–5, 2 = 6 or more). Re-
searchers may be interested in knowing the pro-
portion of people who have smoked cigarettes.
This is the same as the proportion of people
who did not respond 0, or one minus the pro-
portion who gave the 0 response. Although the
mean of this three-level smoking variable will
be correct with normal-model MI, the pro-
portion of people with the 0 response is not
guaranteed to be correct unless the three-level
smoking variable happens to be normally dis-
tributed (which is unlikely in most popula-
tions). This problem can be corrected simply
by performing a separate EM analysis with the
two-level version of this smoking variable (e.g.,
0 versus other). The EM mean provides the
correct proportion. Correct frequencies for all
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response categories, if needed, may be obtained
in this case by recasting the three-level categor-
ical variable as two dummy variables.

Normal-Model MI
with Clustered Data

The term “clustered data” refers to the situa-
tion in which cases are clustered in naturally
occurring groups, for example, students within
schools. In this situation, the members of each
cluster are often more similar to one another
in some important ways than they are to mem-
bers of other clusters. This type of multilevel
structure requires special methods of analysis
(e.g., Raudenbush & Bryk 2002; also see Murray
1998). These multilevel analysis models allow
variable means to be different across the dif-
ferent clusters (random intercepts model), and
sometimes they allow the covariances to be dif-
ferent in the different clusters (random slopes
and intercepts model). If the analysis of choice
is a random slopes and intercepts model, then,
just as described above, the imputation model
should involve imputing separately within each
cluster. However, if the analysis of choice in-
volves only random intercepts, then a some-
what easier option is available. In this situation,
the cluster membership variable can be dummy
coded. That is, for p clusters, p − 1 dummy
variables would be specified (see Table 2 for a
simple dummy variable example).

With the dummy coding strategy, the p −
1 dummy variables are included in the imputa-
tion model. As long as the number of clusters is
relatively small compared with the sample size,
this dummy coding strategy works well. I have
seen this strategy work well with as many as
35 dummy variables, although a smaller num-
ber is desirable. Remember that the number of
dummy variables takes away from the number
of substantive variables that reasonably can be
used in the imputation model.

When the number of clusters is too high to
work with normal-model MI, several options
are available. A specialty MI model (such as
PAN; Schafer 2001) can be employed, but that
strategy can sometimes be costly in terms of

learning new procedures. In addition, the per-
formance of PAN has not been adequately eval-
uated at this time. Alternatively, the number of
clusters can be reduced in a reasonable way. For
example, if it is known that certain clusters have
similar means, then these clusters could be com-
bined (i.e., they would have the same dummy
variable) prior to imputation (note that this kind
of combining of clusters must be done within
experimental groups). For every combination
of this sort that can be reasonably formed, the
number of dummy variables is reduced by one.
I have even seen the strategy of performing a
k-means cluster analysis on the key study vari-
ables using school averages as input. This type
of analysis would help identify the clusters of
clusters for which means on key variables are
similar.

One factor to take into consideration when
employing the dummy variable approach to
handling cluster data is that sometimes vari-
ables, especially binary variables, that have very
low counts (e.g., marijuana use among fifth
graders) will be constants within one or more
of the clusters. The data should be examined
for this kind of problem prior to attempting the
dummy variable approach. A good way to start is
to perform a principal components analysis on
the variables to be included in the imputation
model, along with the dummy variables. If the
last eigenvalue from this analysis is positive, the
dummy coding strategy will most likely work.

Large Numbers of Variables

This problem represents perhaps the biggest
challenge for missing data analyses in large
field studies, especially longitudinal field stud-
ies. Consider that most constructs are measured
with multiple items. Five constructs with four
items per construct translates into 20 individual
variables. Five waves of measurement produce
100 variables. If more constructs are included in
the analysis, it is difficult to keep the total down
to the k = 100 that I have recommended. It is
even more difficult to keep the variables in the
imputation model to a reasonable number if one
has cluster data and is employing the dummy
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variable strategy (see previous section). Below, I
describe briefly two strategies that have worked
well in practice.

Imputing whole scales. If the analysis in-
volves latent variable analysis (e.g., SEM) such
that the individual variables must be part of
the analysis, then imputing whole scales is not
possible. However, analyses often involve the
whole scales anyway, so imputing at that level is
an excellent compromise. As long as study par-
ticipants have data either for all or for none of
the scale items, then this strategy is easy. The
problem with using this strategy is how to deal
with the partial data on the scale. Schafer &
Graham (2002) suggested that forming a scale
score based on partial data can cause problems
in some situations, but may be fine in others.
In my experience, forming a scale score based
on partial data will be acceptable (a) if a rel-
atively high proportion of variables are used
to form the scale score (and never fewer than
half of the variables), and (b) when the variables
are consistent with the domain sampling model
(Nunnally 1967), and (c) when the variables
have relatively high coefficient alpha. Variables
can be considered consistent with the domain
sampling model when the item-total correla-
tions (or factor loadings) for the variables within
the scale are all similar. Conceptually, it must be
reasonable that dropping one variable from the
scale has essentially the same meaning as drop-
ping any other variables from the scale. Other-
wise, one must either discard any partial data or
impute at the individual item level for that scale.
Imputing at the scale level for even some of the
study scales will often help with the problem of
having too many variables.

Think FIML. Another strategy that works
well in practice is to start with the variables
that would be included in the analysis model
of substantive interest. If the FIML approaches
are used, then these are the only variables that
would be included using the typical practice.
In addition, one should carefully select the few
auxiliary variables that will have the most ben-
eficial impact on the model. Adding auxiliary

variables that are correlated r = 0.50 or bet-
ter with the variables of interest will generally
help the analysis to have less bias and more
power. However, adding auxiliary variables with
lower correlations will typically have little in-
cremental benefit, especially when these addi-
tional variables are correlated with the auxiliary
variables already being used.

Good candidates for auxiliary variables are
the same variables used in the analytic model,
but measured at different waves. For example,
in a test of a program’s effect on smoking at wave
4, with smoking at wave 1 as a covariate, smok-
ing at waves 2 and 3 is not being used in the
analysis model but should be rather highly cor-
related with smoking at wave 4. These two vari-
ables would make excellent auxiliary variables.

A related strategy is to impute variables that
are relatively highly correlated with one an-
other. Suppose, for example, that one would like
to conduct program effect analyses on a large
number of DVs, say 30. But including 30 DVs,
30 wave-1 covariates, and the corresponding
60 variables from waves 2 and 3 (as auxiliary
variables) would be too many, especially con-
sidering that there are perhaps 10 background
variables as covariates and perhaps 20 dummy
variables representing cluster membership. All
these hypothetical variables total 150 variables
in the imputation model.

In this instance, a principal components
analysis on the 30 DVs could identify three
or four sets of items that are relatively highly
correlated. This approach does not need to be
precise; it is simply used as a device for identi-
fying variables that are more correlated. These
groupings of variables would then be imputed
together. By conducting imputation analyses
and analyses in these groupings, nearly all of
the benefits of the auxiliary variables would be
gained at a minimum cost of time for imputa-
tion and analysis.

Practicalities of Measurement:
Planned Missing Data Designs

In this section, I outline the developing area
of planned missingness designs. If you are
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following my advice, you are already (or soon
will be) using the recommended MI and ML
missing data procedures. Thus, it is time to
explore new possibilities with respect to data
collection.

3-Form design. Measurement is the corner-
stone of science. Without measurement, there
is no science. When researchers design the mea-
surement component of their study, they are
universally faced with the dilemma of wanting
to ask more questions than their study partic-
ipants are willing to answer, given what they
are being paid. Invariably, researchers are faced
with the choice of asking fewer questions or
paying their participants more. The 3-form de-
sign (Graham et al. 2006), which has been in
use since the early 1980s (e.g., see Graham
et al. 1984), gives researchers a third choice.
In its generic form, the 3-form design allows
researchers to increase by 33% the number of
questions for which data are collected without
changing the number of questions asked of each
respondent. The trick is to divide all questions
asked into four items sets. The X set, which
contains questions most central to the study
outcomes, is asked of everyone. But the A, B,
and C sets of items are rotated, such that one
set is omitted from each of the three forms.
Table 3 describes the basic idea of the design
(Raghunathan & Grizzle 1995 suggested a sim-
ilar design involving all possible two-set com-
binations of five items sets).

The benefit of the 3-form design is that one
gathers data for 33% more questions than can
be asked of any one participant. Also, impor-
tantly, at least one-third of the participants pro-
vide data for every pair of questions. That is, all
correlations are estimable. This feature is not

Table 3 3-form design

Respondent received item set?

Form X A B C
1 Yes Yes Yes No
2 Yes Yes No Yes
3 Yes No Yes Yes

shared by most other measurement designs of
this general sort (generically described as matrix
sampling). The drawback to the 3-form design
is that some correlations, because they are based
on only one-third of the sample, are tested with
lower power. However, as Graham et al. (2006)
show, virtually all of the possible drawbacks are
under the researcher’s control and can generally
be avoided.

Two-method measurement. Graham et al.
(2006) also described a planned missingness de-
sign called two-method measurement (also see
Allison & Hauser 1991, who describe a re-
lated design). The two-method measurement
design stems from the need to obtain good,
valid measures of the main DV. Researchers
in many domains face a dilemma: (a) collect
data from everyone with a relatively inexpen-
sive, but questionably valid measure (e.g., a
self-administered, self-report measure of recent
physical activity), or (b) collect data from a small
proportion of study participants using a more
valid, but much more expensive, measure (e.g.,
using an expensive accelerometer). The two-
method measurement design allows the collec-
tion of both kinds of data: complete data for
the less expensive measure, and partial data (on
a random sample of participants) for the expen-
sive measure. SEM models are then tested in
which the two kinds of data are both used as in-
dicators of a latent variable of the construct of
interest (e.g., recent physical activity). If certain
assumptions are met (and they are commonly
met), then this SEM approach allows for the test
of the main study hypotheses with more statis-
tical power than is possible with the expensive
measure alone and with more construct validity
than is possible with the inexpensive measure
alone. For details on this design, see Graham
et al. (2006).

ATTRITION AND MNAR
MISSINGNESS

The methods described up to this point are
clear. I believe that the directions we have
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headed, and the MI and ML methods that have
been developed, are the right way to go. My
advice continues to be to learn and use these
methods. I am certain that the major software
writers will continue to help in this regard, and
in a very few years, the software solutions will
be abundant (e.g., see these recent missing data
developments: the feature in Mplus for easing
the process of including auxiliary variables; the
association between SPSS and Amos software;
and the inclusion of MI into SAS/STAT® soft-
ware). But as we move forward into the arena
of attrition and MNAR missingness, the waters
get a bit murky. The following section describes
more of a work in progress. Nevertheless, I be-
lieve that we are making strides, and the way to
move forward is becoming clearer.

It has been said that attrition in longitu-
dinal studies is virtually ubiquitous. Although
that may be true in large part, also ubiqui-
tous is the fear researchers and critics express
that attrition is a threat to the internal validity
of the study and the readiness with which re-
searchers are willing to discount study results
when more than a few percent of the partici-
pants have dropped out along the way. To make
matters worse, even the missing data experts
often make statements that, if taken out of con-
text, seem to verify that the fears about attri-
tion were well founded. To be fair, the concerns
about attrition began well before the missing
data revolution, and in the absence of the cur-
rent knowledge base about missing data, per-
haps taking the conservative approach was the
right thing to do.

But now we have this knowledge base, and
it is time to take another, careful look at at-
trition. It is important to acknowledge that the
conclusions in some studies will be adversely af-
fected by attrition and MNAR missingness, and
I am not suggesting that we pretend that isn’t
the case. But I do believe that the effects of at-
trition on study conclusions in a general sense
are not nearly as severe as commonly feared.
In this section, I describe the beginnings of a
framework for measuring the extent to which
attrition has biasing effects, and I present evi-

dence that the biasing effects of attrition can be
tolerably low, even with what is normally con-
sidered substantial attrition. Furthermore, I cite
research showing that if the recommended safe-
guards are put in place, the effects of attrition
can be further diminished.

With MAR missingness, missing scores at
one wave can be predicted from the scores at
previous waves. This is true even though the
previous scores might be markedly different for
stayers and leavers. With MNAR missingness,
the missing scores cannot be predicted based
on the previous scores; the model that applies
to complete cases for describing how scores
change over time does not apply to those who
have missing data. The practical problem with
MNAR missingness is that the missing scores
could be anywhere (high or low). And because
of this uncertainty, it is possible that clear judg-
ments cannot be made about the study conclu-
sions. The strategies I present in this section
serve to reduce that uncertainty. Some of these
strategies can be employed after the fact (es-
pecially for longitudinal studies), but many of
the strategies must be planned in advance for
maximum effectiveness.

Some Clarifications About Missing
Data Mechanisms

The major three missingness mechanisms are
MCAR, MAR, and MNAR. These three kinds
of missingness should not be thought of as mu-
tually exclusive categories of missingness, de-
spite the fact that they are often misperceived
as such. In particular, MCAR, pure MAR, and
pure MNAR really never exist because the pure
form of any of these requires almost universally
untenable assumptions. The best way to think
of all missing data is as a continuum between
MAR and MNAR. Because all missingness is
MNAR (i.e., not purely MAR), then whether
it is MNAR or not should never be the issue.
Rather than focusing on whether the MI/ML
assumptions are violated, we should answer the
question of whether the violation is big enough
to matter to any practical extent.
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Measuring the Biasing Effects
of Attrition

In order for researchers to move toward a miss-
ing data approach that focuses on the likely
impact of MNAR missingness, they need tools
for measuring the effects of missingness (attri-
tion) on estimation bias. Collins et al. (2001)
made effective use of the standardized bias
(presented as a percent of the standard er-
ror) for this purpose: Standardized Bias =
100 × (average parameter estimate − popu-
lation value)/SE, where SE = the standard er-
ror of the estimate, or the standard deviation
of the sampling distribution for the parameter
estimate in question. Collins et al. (2001) ar-
gued that standardized bias greater than 40%
(i.e., more than 40% of a standard error) rep-
resented estimation bias that was of practical
significance. Armed with this tool for judging
whether MNAR bias was of practical signif-
icance, Collins et al. (2001) showed that the
regression coefficient (X predicting Y), where
the cause of missingness was Z, was biased to
a practical degree only when there was 50%
missing on Y and rZY = 0.90. With 50%
missing on Y and rZY = 0.40, 25% missing
on Y and rZY = 0.90, and 25% missing on
Y and rZY = 0.40, the bias was judged not
to be of practical significance when the cause
of missingness was omitted from the model
(i.e., for MNAR missingness). (Note that al-
though Collins et al. 2001 found that the re-
gression coefficient was largely unbiased, the
mean of Y did show a practical level of bias in
all four of their missingness and rZY scenarios
described above. This may be an issue in some
studies.)

The findings of the Collins et al. (2001)
study are important for a variety of reasons:
(a) they demonstrated the usefulness of stan-
dardized bias as a way of measuring the practi-
cal effects of bias due to attrition, and (b) they
showed that MNAR missingness alone is of-
ten not sufficient to affect the internal valid-
ity of an experimental study to any practical
extent.

Suppression and inflation bias. Two kinds of
attrition bias are inflation and suppression bias.
Inflation bias makes a truly ineffective program,
or experimental manipulation, appear to be ef-
fective. Suppression bias, on the other hand,
makes a truly effective program look less effec-
tive or an ineffective program look as if it had
a harmful effect. When evaluation researchers
write about attrition bias, they usually are talk-
ing about inflation bias, which is a major con-
cern because it calls into question the internal
validity of a study. Suppression bias is much
less important if it occurs along with a signifi-
cant program effect in the desired direction and
thus does not undermine the internal validity of
the study. On the other hand, suppression bias
can be a significant factor if it keeps the truly
effective nature of a program from being ob-
served. The possibility of suppression bias is an
especially important factor during the planning
(and proposal) stages of a project. The chances
are reduced that a project will be funded if the
power to detect true effects is likely to be di-
minished unduly because of suppression bias.

Important quantities in describing miss-
ingness. In any discussion of missing data
and attrition, three quantities are prominently
featured: (a) the amount of missingness (i.e.,
percent missing or percent attrition), (b) rZY, the
correlation between the cause of missingness,
Z, and the model variable containing missing-
ness, Y, and (c) rZR, the correlation between the
cause of missingness, Z, and missingness itself,
R. This last quantity, rZR, is often manipulated
as MAR linear by allowing the probability of
a missing Y to be dependent on the quartiles
of Z. In Collins et al. (2001), for example, the
probabilities of missing on Y were 0.20, 0.40,
0.60, and 0.80 for the first, second, third, and
fourth quartiles of Z, respectively. The magni-
tude of this correlation, rZR, which depends on
the range of these probabilities, can be thought
of as the strength of the lever for missingness.
That is, a wide range means greater impact on
missingness (higher rZR), and a narrow range
means less impact (lower rZR). Collins et al.

568 Graham

A
nn

u.
 R

ev
. P

sy
ch

ol
. 2

00
9.

60
:5

49
-5

76
. D

ow
nl

oa
de

d 
fr

om
 a

rj
ou

rn
al

s.
an

nu
al

re
vi

ew
s.

or
g

by
 P

en
ns

yl
va

ni
a 

St
at

e 
U

ni
ve

rs
ity

 o
n 

08
/1

8/
10

. F
or

 p
er

so
na

l u
se

 o
nl

y.



ANRV364-PS60-21 ARI 27 October 2008 16:22

(2001) used a rather strong lever for missingness
in their simulations. Their lever for 50% miss-
ingness produces rZR = 0.447. A weaker lever
for missingness would involve setting the four
probabilities for Y missing to different val-
ues, for example, 0.35, 0.45, 0.55, and 0.65 for
the four quartiles of Z. This lever also pro-
duces 50% missingness on Y, but corresponds to
rZR = 0.224.

Missing Data Diagnostics

Researchers often want to examine the differ-
ence between stayers and leavers on the pretest
variables of a longitudinal study. Knowledge
will be gained from this practice, but not as
much as researchers might think. Because the
missingness is not MCAR, any differences ob-
served on pretest variables should not be un-
expected. And the information gained cannot
indicate the degree to which the missingness
is MNAR. Perhaps the best value of this kind
of analysis is to identify the pretest variables
that most strongly predict missingness later in
the study; these variables can be included in the
missing data model (e.g., see Heckman 1979,
Leigh et al. 1993).

The diagnostics of Hedeker & Gibbons.
However, making use of longitudinal data and
examining the missingness and the patterns of
change over time on the main DV can be very
enlightening. Hedeker & Gibbons (1997) pro-
vided an excellent example of this kind of di-
agnostic. In the empirical study they used to
illustrate their analytic technique (a pattern
mixture model), they plotted the main DV
over the four main measurement points in
four groups: (a) drug group, data for week 6;
(b) placebo group, data for week 6; (c) drug
group, data missing for week 6; (d ) placebo
group, data missing for week 6 (where week 6
was the final measure in the study).

These plots (Hedeker & Gibbons 1997,
p. 72) show clearly that the changes over time in
all four groups were nearly linear. Among those
with data for the last time point, the participants
in the drug group were clearly doing better than
those in the placebo group. Among those who

did not have data for the last measure (week 6),
the people in the drug condition appeared to
be doing even better, and those in the placebo
condition appeared to be doing even worse.

Although it is highly speculative to extrap-
olate from a single pretest to the last posttest,
extrapolation to the last posttest makes much
more sense when one is working from a clearly
established longitudinal trend. That is, there is
much less uncertainty about what the missing
scores might be on the final measure. In the
Hedeker & Gibbons (1997) study, for exam-
ple, it can be safely assumed that those without
data for the final wave continued along the same
(or similar) trajectory that could be observed
through three of the four time points.

Figure 1 displays the same kind of data
from the Adolescent Alcohol Prevention Trial
(AAPT; Hansen & Graham 1991). The figure
illustrates the same four plots, this time for the
program group (Norm) and comparison group
(No Norm) for those who did have data for
the final follow-up measure at eleventh grade
and for those who did not. It is evident that
just as in the study described by Hedeker &
Gibbons (1997), the plots look reasonably
smooth, and it would be a reasonable to assume

1.2

1.4

1.6

1.8

2

2.2

2.4

2.6

smk7 smk8 smk9 smk10 smk11

Norm No Norm Norm No Norm

Figure 1
Smoking levels over time for those with and without data for the last wave of
measurement. Students in the Norm program group (square markers) reported
lower levels of cigarette smoking than did students in the Comparison group
(circle markers) for those who had data for the last wave of measurement
(eleventh grade; white markers) as well as for those who had missing data for the
last wave of measurement (black markers).
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that the missing smoking scores for eleventh
grade followed this same or a similar trajectory.

All of these plotted points make it more dif-
ficult to imagine that the missing points are
hugely different from where one would guess
they would be based on the observed trajecto-
ries. On the other hand, it would make little
sense to try to predict the missing eleventh-
grade data based on the seventh-grade pretest
data alone. Based only on those pretest scores,
the missing eleventh-grade scores could indeed
be anywhere.

The data described by Hedeker & Gibbons
(1997) and the data presented here are very well
behaved. However, not all plots of the main DV
over time will be this smooth. In a longitudinal
study, for example, the changes in the DV over
time may not conform to a simple, well-defined
curve (linear or curvilinear). Under those con-
ditions, predicting the missing final data point
would be much more difficult.

Nonignorable (MNAR) Methods

Nonignorable methods (e.g., see Demirtas
2005; Demirtas & Schafer 2003; Hedeker &
Gibbons 1997; Little 1993, 1994, 1995) may
be very useful. However, it is not necessarily
true that any particular method will be better
than MAR methods (e.g., normal-model MI or
ML) for any particular empirical study. It is well
known that methods for handling nonignorable
data require the analyst to make assumptions
about the model of missingness. If this model is
incorrect, the MNAR model may perform even
less well than standard MAR methods (e.g., see
Demirtas & Schafer 2003).

On the other hand, MNAR methods such as
pattern mixture models may, as argued above,
be excellent tools for describing the missingness
in longitudinal fashion, thereby increasing one’s
confidence in many instances about the true na-
ture of the missingness. As suggested by Little
(1993, 1994, 1995), this type of model can be a
good way to perform sensitivity analyses about
the model structure. If the same general study
conclusions are made over a wide variety of pos-
sible missing data models, then one has greater

confidence in those study conclusions. In ad-
dition, the models suggested by Hedeker &
Gibbons (1997) may prove to be especially use-
ful when the longitudinal patterns of the main
DV are as smooth as they described.

Strategies for Reducing the Biasing
Effects of Attrition

Use auxiliary variables. Probably the single
best strategy for reducing bias (and increasing
statistical power lost owing to missing data) is
to include good auxiliary variables in the miss-
ing data model (see Collins et al. 2001). As
Little (1995) put it, “one should collect covari-
ates that are useful for predicting missing val-
ues.” It is important that these variables need
only be good for predicting the missing values;
they need not be related to missingness, per se.
Good candidate variables for auxiliary variables
are measures of the main DV that happen not to
be in the analysis model. However, if the analy-
sis already involves all measures of the DV (e.g.,
with latent growth modeling analyses), then the
incremental benefit of other potential auxiliary
variables is likely to be small.

Collins et al. (2001) showed that including
an auxiliary variable with rZY = 0.40 reduced
relatively little bias in any of the parameters ex-
amined. However, including an auxiliary vari-
able with rZY = 0.90 had a major impact on bias.
Later simulations have suggested that the ben-
efit from auxiliary variables begins to be notice-
able at about rZY = 0.50 or 0.60. Furthermore,
it appears that one or two auxiliary variables
with rZY = 0.60 are better than 20 auxiliary
variables whose correlations with Y are all less
than rZY = 0.40. This is true because such vari-
ables are often intercorrelated, and the incre-
mental benefit of adding them to the model is
very small.

Longitudinal missing data diagnostics. The
excellent strategy described by Hedeker &
Gibbons (1997) is discussed above. If longitu-
dinal data are available, this strategy is a good
way to describe the missingness patterns. Not
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all patterns will be good. The best longitudinal
patterns are those that reduce the uncertainty
about what the missing scores might be at the
last waves of measurement.

Measuring intent to drop out. Schafer &
Graham (2002) suggested that a potentially
good way of reducing attrition bias is to mea-
sure participants’ intent to drop out of the study.
Some people say they will drop out and do drop
out, whereas others say they will drop out and
do not. Those who do not drop out provide a
good basis for imputing the scores of those who
do. Demirtas & Schafer (2003) suggested that
this approach might be one good way of deal-
ing with MNAR missingness. Leon et al. (2007)
performed a simulation that suggested that this
approach can be useful.

Collecting follow-up data from those
initially missing. Perhaps the best way of
dealing with MNAR missingness is to follow
up and measure a random sample of those
initially missing from the measurement ses-
sion (e.g., see Glynn et al. 1993, Graham &
Donaldson 1993). This strategy is not easy,
and it is impossible in some research settings
(e.g., where study participants have died). How-
ever, even if some studies are conducted that
include these follow-up measures from a ran-
dom sample of those initially missing, it could
shed enormous light on the issues surrounding
MNAR missingness. With a few well-placed
studies of this sort, we would be an excel-
lent position to establish the true bias from
using MAR methods and a variety of MNAR
methods.

One wrinkle with this approach is that al-
though collecting data from a random sample of
those initially missing can be very difficult, col-
lecting data from a nonrandom sample of those
initially missing is much easier. Although in-
ferences from this nonrandom sample are gen-
erally weaker than inferences possible from a
random sample, data such as these may be of
much value (e.g., see Glynn et al. 1993).

Suggestions for Reporting About
Attrition in an Empirical Study

1. Avoid generic, possibly misleading, state-
ments about the degree to which attrition
plagues longitudinal research.

2. Be precise about the amount of attrition;
avoid vague terms that connote a miss-
ing data problem. Use precise percentage
of dropout from treatment and control
groups if that is relevant.

3. Missingness on the main DV can be
caused by (a) the program itself, (b) the
DV itself, (c) the program × DV inter-
action, or (d ) any combination of these
factors. Perform analyses that lay out as
clearly as possible which version of attri-
tion is most likely in the particular study
(e.g., see Hedeker & Gibbons 1997).

4. Based on longitudinal diagnostics, assess
the degree of estimation bias, for ex-
ample, using standardized bias (e.g., see
Collins et al. 2001) for this configuration
and percent of attrition, and determine
the kind of bias (suppression or inflation).

5. Draw study conclusions in light of these
facts.

Suggestions for Conduct
and Reporting of Simulation
Studies on Attrition

1. Avoid generic, possibly misleading, state-
ments about the degree to which attrition
plagues longitudinal research. Limit the
number of assertions about the possible
problems associated with attrition. Those
of us who do this kind of simulation study
must shoulder the responsibility of be-
ing precise in how we talk about these
topics—what we say can be very influen-
tial. Be careful to give proper citations for
any statement about the degree to which
attrition is known to be a problem or not.
Try to focus on the constructiveness of
taking proper steps to minimize any bias-
ing effects of attrition.

2. Be precise about the amount of attri-
tion in the simulation study. Provide a
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sufficient number of citations to demon-
strate that this amount of attrition is of
plausible relevance in the substantive area
to which the simulation study applies.

3. Be precise about the configuration of at-
trition simulated in the study. If the con-
figuration of attrition is simulated in a
manner different from that used in other
simulation studies, then provide a de-
scription of the procedure in plain terms
and in comparison with the approaches
of other simulation researchers (e.g., see
the difference in style between Collins
et al. 2001 and Leon et al. 2007). Dif-
ferent approaches are all valuable; read-
ers with varying degrees of technical skill
just need to know how they relate to one
another.

Be precise about the strength of attrition
used in the simulation. For example, Collins
et al. (2001) specified increasing missingness
probabilities for the four quartiles of the vari-
able Z (0.20 for Q1, 0.40 for Q2, 0.60 for Q3,
and 0.80 for Q4). As it turns out, this was very
strong attrition compared to what it could have
been (e.g., 0.35 for Q1, 0.45 for Q2, 0.55 for
Q3, and 0.65 for Q4). This is important because
the strength used produced bias in the Collins
et al. (2001) study that would present practi-
cal problems, whereas the latter strength would
produce a level of bias that Collins and cowork-
ers would have judged to be acceptably low,
even with 50% missingness on Y, and rZY =
0.90 in both cases. Also, present a sufficient
number of citations from the empirical liter-
ature to demonstrate that the strength of ef-
fect used in the simulation actually occurs in
empirical research to an extent that makes the
study useful. As noted above, the strength of
attrition used in the Collins et al. (2001) study
was greater than is typically seen in empirical
research.

More Research is Needed

Collins et al. (2001) did a nice job of describ-
ing the standardized bias concept, which they

used as one of the primary yardsticks of prac-
tical importance of missing data bias. In their
study, they used 40% bias (parameter estimate
is four-tenths of a standard error different from
the population value) as the cutoff for MNAR
bias that would be of practical concern. Any-
thing greater than 40% would be considered to
be of practical concern. This implies that any-
thing 40% or less would be considered to be of
no practical concern.

Collins et al. (2001) went out on a limb
with an estimate of a cutoff for practical effect
of MNAR bias, and this study is an excellent
starting place for this kind of research. I am
reminded of the early days of SEM research,
when researchers were struggling to find in-
dices of practical model fit and to find cut-
offs for such indices above which a model’s fit
might be judged as “good.” Bentler & Bonett
(1980) were the first to provide any kind of cut-
off (0.90 for their nonnormed fit index). SEM
researchers were eager to employ this 0.90 cut-
off, but with considerable experience with this
fit index, eventually began to realize that per-
haps 0.95 was a better cutoff.

I suggest that researchers involved with
work where attrition is a factor (both empirical
and simulation studies) begin to develop expe-
rience with the standardized bias concept used
by Collins et al. (2001). But after years of expe-
rience, will we still believe that 40% bias is the
best cutoff? It is easy to show that a standard-
ized bias of 40% corresponds to a change in the
t-value of 0.4. Can we tolerate such a change?
Other issues surround the use of standardized
bias. For example, larger sample sizes produce
more standardized bias. Future research should
address the possibility that different cut points
are needed for different sample sizes.

Other indices of the practical impact of
attrition bias. In the SEM literature, re-
searchers now enjoy a plethora of indices of
practical fit. There are even three or four funda-
mentally different approaches to these indices
of practical fit. We need more such approaches
to the practical effects of attrition. I encourage
the development of such indices.
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Collecting data on a random sample of those
initially missing. Many authors have recom-
mended collecting data on a random sample of
those initially missing. However, most of this
has involved simulation work and not actual
data collection. Carefully conducted empirical
studies along the lines suggested by Glynn et al.
(1993) and Graham & Donaldson (1993) to
determine the actual extent of MNAR biases
would be valuable, not just to the individual em-
pirical study, but also to the study of attrition
in general. If this type of study is conducted
properly, it will give us much-needed informa-
tion about the effect of MNAR processes on
estimation bias. It is possible that the kinds of
studies for which MNAR biases are greatest are
precisely the studies for which collection of ad-
ditional data on the initial dropouts is most dif-
ficult. Nevertheless, even a few such studies will
be a great benefit.

Empirical studies testing benefit of intent
to drop out questions. The simulation study
conducted by Leon et al. (2007) suggests that
this strategy is promising. However, empirical
studies are needed that make use of these kinds
of procedures. Best, perhaps, would be a few
carefully conducted studies that examined the
combination of this approach with the approach
of collecting data on a random sample of those
initially missing.

SUMMARY AND CONCLUSIONS

1. Several excellent, useful, and accessible
programs exist for performing analy-

sis with missing data with multiple im-
putation under the normal model and
maximum-likelihood (or FIML) meth-
ods. Use them! My wish is that 10 years
from now, everyone will be making use
of these procedures as a matter of course.
Having these methods serve as our basic
platform will raise the quality of every-
one’s research.

2. Gain experience with MNAR missing
data (e.g., from attrition), especially with
the measures of the practical effect of
MNAR data. Use the indices that exist,
and evaluate them. Come up with your
own levels of what constitutes acceptable
levels of estimation bias. Where possi-
ble, publish articles describing a new ap-
proach to evaluating the practical impact
of MNAR missingness on study conclu-
sions.

3. Try to move away from the fear of missing
data and attrition. Situations will occur in
which missing data and attrition will af-
fect your research conclusions in an unde-
sirable way. But don’t fear that eventual-
ity. Embrace the knowledge that you will
be more confident in your research con-
clusions, either way. Don’t see this possi-
ble situation as a reason not to understand
missing data issues. Focus instead on the
idea that your new knowledge means that
when your research conclusions are de-
sirable, you needn’t have the fear that you
got away with something. Rather, you can
go ahead with the cautious optimism that
your study really did work.
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