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Misunderstandings and omissions in textbook accounts of effect sizes 

Paul H. Morris 

Abstract 

There have been frequent attempts in psychology to reduce the reliance on null hypothesis 

significance testing (NHST) as the criterion for establishing the importance of results. Many 

authorities now recommend the reporting of effect sizes (ESs) as a supplement or alternative 

to NHST. However, there is extensive specialist literature highlighting problems associated 

with the use and interpretation of ESs. A review of the coverage of ESs in over 100 textbooks 

on statistical analysis in behavioural science revealed widespread neglect of ESs and the 

relevant critical issues that have widespread coverage in the more specialist literature. For 

example, many textbooks claim that ESs should be interpreted as a simple measure of the 

practical real-world importance of a result despite the fact that ESs are profoundly influenced 

by features of design and analysis strategy. We seek to highlight areas of misunderstanding 

about ESs found in the pedagogical literature in light of the more specialist literature, and 

make recommendations to researchers for the appropriate use and interpretation of ESs. This 

is critical as statistics textbooks have a crucial role in the education of researchers.  

Keywords: effect size, the new statistics, NHST, textbooks, methodology, statistical 

reporting 
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There is now widespread acceptance that there has been an over reliance on null 

hypothesis significance testing (NHST) as a means of determining the credibility and 

importance of results from inferential tests in psychological research (Boring, 1919; 

Chandler, 1957; Cohen, 1994; Cumming, Fidler, Kalinowski & Lai, 2012; Denis, 2003; 

Gigerenzer, 1993; Meehl, 1978; Rozeboom, 1960). Indeed, hundreds of articles documenting 

the shortcomings of NHST have been published over the decades but as Rozeboom (1997) 

states, “It is a sociology of science wonderment that this statistical practice has remained so 

unresponsive to criticism” (p. 335). It is also noteworthy that there are consistent 

misunderstandings about the true meaning of NHST (Berger, 2003).  

Critics of NHST have proposed a number of alternative approaches (e.g. Bayesian 

modelling), but the most common suggestion to improve statistical interpretation has been to 

include effect sizes (ESs) in addition to p values (Cohen, 1962; 1988; 1994; Vaughan & 

Corballis, 1969; Wilkinson & APA Task Force on Statistical Inference, 1999). The reporting 

and interpretation of ESs also play a critical role in what Cumming (2014) terms “The New 

Statistics” (p. 7). However, the calculation and interpretation of ESs is by no means 

straightforward and there is an extensive specialist literature covering difficulties associated 

with the use of ESs (Baguley, 2009; Cortina, & Landis, 2009; Fern & Monroe, 1996; 

Grissom & Kim, 2014; Morris & DeShon 2002; O’Grady, 1982; Olejnik & Algina, 2003; 

Onwuegbuzie & Levin, 2003; Osborne, 2003; Petrinovich, 1979; Richardson, 1996; 

Rosenthal, Rosnow & Rubin, 2000; Sackett, Laczo & Arvey, 2002). A recent article by Pek 

and Flora (2018) provides a guide to the appropriate reporting of ESs.  

Despite widespread attempts to encourage researchers to include and interpret ESs in 

research papers, change in relevant practice has been very slow (Cumming et al., 2007; Sun, 
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Pan & Wang, 2010). Gigerenzer, Krauss and Vitouch (2004) have identified the statistics 

textbook as one important reason for the glacial nature of change. Indeed, there is a growing 

literature on the influence of the information and misinformation found in psychology 

textbooks (Costa & Shimp, 2011; Costall & Morris, 2015; Levine, Worboys & Taylor, 1973). 

For most research psychologists, statistical analysis is a tool of the trade rather than a 

research interest of itself. Many active researchers refer to statistics textbooks for guidance 

with regard to the conduct and interpretation of statistical analyses and textbooks may have 

an important role in determining how many researchers use and interpret ESs. Textbooks also 

often reflect the received wisdom about a particular topic. Therefore, a careful examination of 

the treatment of ESs in textbooks may be very important in understanding how research 

psychologists are being advised with regard to ESs. In this paper, we highlight the major 

issues surrounding the use of ESs covered in the specialist literature and show how the 

neglect of these issues is leading to consistent misunderstandings about ESs in textbooks.  

We used a variety of methods to source information from textbooks, some systematic 

and some less systematic. We looked for relevant books (books with ES in the title; general 

books on research methods and statistical analysis for the behavioural sciences and related 

disciplines) from all major publishers (education publishers in the top 10 by income, source 

of information was Publishers Weekly), we also used “effect size” as a search term in Google 

Books. In our analyses below, we include evidence from over 100 books. 

Are ES transparent measures of the practical “real world” importance of a result?  

In this section we address the issue of whether ESs can be regarded as a measure of 

practical importance. There are two types of ES, standardized and unstandardized. 

Standardized ESs have been defined by Baguley (2009) as “a standardized measure of effect 

[…..]which has been scaled in terms of the variability of the sample or population from 
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which the measure was taken. In contrast, simple effect size (Frick, 1994) is unstandardized 

and expressed in the original unit of analysis” (p. 604). In the overwhelming majority of 

journal articles and books the use of the term ES refers to standardized ES. We focus on 

standardized ESs in this section. 

One of the criticisms of NHST is that it provides no indication of the magnitude of any 

effect, and therefore indicates nothing about the practical importance of a result. In contrast it 

seems intuitively reasonable that ESs may provide evidence for the practical importance of a 

result. However, there is a fundamental problem with treating ES as a measure of practical, 

real world importance – ESs are profoundly influenced by experimental design and the type 

of analysis employed (Fern & Monroe, 1996; Onwuegbuzie & Levin, 2003). For example, 

the use of an independent groups or repeated measures design can have a major influence on 

ES. In an independent groups design, individual differences variance is included in the 

general error term and is thus part of the calculation of the ES. In a repeated measures study, 

the portion of variance attributable to individual differences is typically treated as a separate 

effect and is thus excluded from the comparison of treatment and error variance in the 

calculation of the ES (Maxwell & Delaney, 1990). Therefore, repeated measures designs 

often produce larger ESs than independent groups designs (Keppel, 1991; O’Grady, 1982). 

For example, data (Levy, 1973) producing the following means and standard deviations: M = 

8.00, SD = 4.85; M = 11.00, SD = 5.43; M = 14.00, SD = 3.741 were analysed using a one-

way repeated measures analysis of variance (ANOVA) and then rearranged for analysis using 

a one-way independent groups ANOVA. The eta squared produced from the repeated 

measures ANOVA was .66 whereas the eta squared for the independent groups ANOVA was 

less than half at .30. There are better measures of ES than eta squared, however, these are the 

                                                           
1 It is typically the case that repeated measures designs produce larger ESs as the repeated 
measures are often highly correlated.   
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results that Statistical Package for the Social Sciences (SPSS [IBM], 2017) would have 

produced and we suspect that many researchers would have taken the eta squared values at 

face value2. 

A related problem is that depending on the ES employed, the magnitude of an effect 

associated with a particular independent variable can change when other variables are added 

into the model. This is a particular issue for partial eta squared (the default ANOVA ES 

measure in SPSS). We produced a data set where the variance associated with one 

independent variable was 224.50 and the error variance was 10946.10. We added another 

independent variable to the analysis that accounted for a large amount of variance which 

reduced the size of error term from 10946.10 to 683.60. The partial eta squared for the first 

independent variable increased from .02 to .25 with the inclusion of the second variable. We 

would again stress that there are better measures of ES than partial eta squared, however, the 

point is that the selection and interpretation of ES statistics is by no means straightforward. 

The addition of levels within a variable can also change the magnitude of the ES (O’Grady, 

1982). There have been attempts to correct for various aspects of design on ES, with varying 

success (e.g. Cooper, Hedges & Valentine, 2009; Dunlap, Cortina, Vaslow & Burke, 1996; 

Morris & DeShon, 2002; Olejnik & Algina, 2003).  

There are other factors that can profoundly affect study ES. Range restriction and 

attenuation both affect the accuracy of the estimate of the true magnitude of ESs (Bobko, 

Roth & Bobko, 2001; Osborne, 2003; Sackett, Laczo & Arvey, 2002). Both these effects are 

more traditionally associated with correlational techniques but can also affect tests of 

difference (Bobko, Roth & Bobko, 2001). The range restriction effect is a function of 

sampling technique. If the sample for a test is taken from the centre of the distribution, 

                                                           
2 SPSS reports partial eta squared by default but there is no difference between partial eta 
squared and eta squared for simple one factor designs. 
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ignoring the extreme tails, the sample ES is likely to be an underestimate of the true 

magnitude, whereas if only the extreme tails are sampled, the ES is exaggerated. Attenuation 

typically leads to the underestimate of the population correlation that is a function of the 

unreliability of the measurement of the two test variables, although attenuation can result in 

overestimation in more complex models. Correction formulae are available to ameliorate both 

effects (Ghiselli, 1964; Wiberg & Sundström, 2009). Despite the fact that these problems 

have a long history in psychology (Pearson, 1904; Spearman, 1904), they are widely 

neglected in any discussion of ESs in almost all textbooks in the context of ESs (see Baguley 

[2009] for a complete discussion on the limitations of standardized ESs).  

We did find a small number of textbooks that described how study design directly 

controls ES magnitude. In fact, Cohen (1988), who has been perhaps the most influential 

psychologist in raising the importance of ESs, was emphatic that there are a number of issues 

regarding the conduct of a study (including study design) that can be a very important 

determinant of ES magnitude.  

“Thus, operative effect size may be increased not only by improvement in 

measurement and experimental technique, but also by improved designs.” 

(Cohen, 1988, p. 13)3  

However, in the overwhelming majority of textbooks, readers are explicitly encouraged 

to view ESs as a simple index of the practical importance of a result. The relationship 

between the type of design and type of analysis employed and ES magnitude is entirely 

neglected. A very simple and neat narrative is presented in many textbooks: NHST provides 

                                                           
3 See also references 13, 17, 56,71 and 110 for quotes in the online supplement to 
this paper. All subsequent numbers in footnotes refer to supporting quotes 
referenced by number in the online supplement.  
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information about whether or not the result is due to chance, whereas ESs are described as 

providing information about the practical, real world significance of the result. 

“Therefore, regardless of the level of statistical significance, one can ask to 

what extent the result is useful for understanding how one variable 

practically influences the other. In fact, evaluators often refer to effect sizes 

as ‘practical significance’ over and against statistical significance.” (Abbot, 

2010, p. 20.)4  

It is clear that a large number of authors make very strong claims about the 

interpretation of ESs. ESs are alleged to provide an unproblematic index of the 

practical, real world importance of the results obtained and many explicitly use 

both these terms. Indeed, many authors introduce ESs using a subheading of 

“practical significance” (e.g. Stangor, 2014; Steinberg, 2010; Stufflebeam & 

Shinkfield, 2007; Weiner, Schinka & Velicer, 2012). A related claim is that ESs are 

a (best) estimate of population or real-world differences. “Effect size […..] The 

degree to which a phenomenon is present in the population….” (Cohen, 1988, p. 

10.)5  

Therefore, it appears that some authors actively encourage readers to regard a study ES 

as not local to the study, but as a measure of the real world, population effect. In the 

overwhelming majority of textbooks there were no caveats about the interpretation of ESs. 

Similarly, there is no recognition that ES estimates need to be treated with caution as ESs are 

strongly influenced by decisions about design and analysis, or that ESs are not unbiased 

indicators of effects in the ‘real world’. The fundamental problem with using ESs in the 

                                                           
4 See also 1, 4, 6, 21, 24, 25, 27, 29, 30, 40, 48, 50, 53, 62, 65, 70, 72, 74, 79, 80, 89, 93, 94, 
98, 102, 109, 113, 114, 121, 123, 124, 126, 128, 132. 
5 See also 12, 15, 16,28, 49, 58, 66, 73, 76, 86, 106, 127. 
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context of experiments is elegantly summarised by Petrinovich (1979) in a paper on 

functionalism. 

“The very power and elegance of the experiment render it inappropriate to 

determine the probable importance of an independent variable to control a 

dependent variable. If the experiment is done well enough, if the 

experimenter is good enough and is able, by direct or by statistical control, to 

eliminate all potentially relevant variables from exerting any influence, then 

the variable left free to vary must account for a large proportion of the total 

variance in the dependent variable, even though it might control only a 

miniscule proportion of the variance in natural settings where all variables 

are free to covary unhindered by the experimenter. The experiment, then, is 

ideal to determine possibility, but it falls short of being adequate to determine 

external probability.” (p. 376) (italics original) 

Experiments were developed to investigate causal relationships between variables; they 

were not developed to assess the magnitude of effect. The superiority of experiments to other 

forms of investigation is that they allow strong claims about causality. The causal 

relationships found in experiments can also exist in the “real world” environments, but it is 

highly unlikely that ESs will ever be a precise measure of “real world” ESs.  

ESs in correlational designs, which are usually less controlled than experimental 

studies, may be closer to “real world” ESs. However, it is sometimes claimed that the term 

ES should be restricted to experiments.   

“I do not like effect size as a term, at least when it is used in studies that do 

not assess interventions. The problem, in my view, is that its name (effect 
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size) implies that one variable in a relationship affects (causes) another.” 

(Rosenthal, & Rosenthal, 2011, p. 80.)  

The arguments presented in this paper are largely restricted to experimental 

studies, because this is the context in which most arguments about ESs are presented in 

the literature. Arguments surrounding the use of ESs in correlational studies could be 

very different.  

In summary, there is much evidence that suggests that ESs should not be treated 

as simple indexes of the practical importance of a result, however, many textbook authors 

are arguing that the main function of ESs is to provide information about practical, real 

world effects.  

What is a big ES and what is a small ES? 

Cortina and Landis (2009) present strong arguments that small effect sizes can 

sometimes be important and large effect sizes can be unimportant (see also Lenth [2007] who 

presents a really straightforward account of how to approach this problem when performing  

power calculations). They warn of the dangers of equating a fixed set of ES magnitudes with 

the importance of the result. As an exceptionally influential statistician, Cohen (1988) may be 

the inadvertent originator of the problem that Cortina and Landis raise, as Cohen does indeed 

suggest that certain ES magnitudes should be considered as small, medium and large and 

many textbooks adopt such an interpretation. The implicit assumption is that a small ES 

means that the result is unimportant whereas a large ES is always important.   

“Luckily, Cohen (1988) has made some widely accepted suggestions about 

what constitutes a large or small effect: r = 0.10 (small effect) […..] r = .30 

(medium effect […..] r = .50 (large effect) […..]. We can use these 
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guidelines to assess the importance of our experimental effects (regardless 

of the significance of the test statistic).” (Field & Hole, 2002, p. 153.)6 

However, Cohen was explicit that his ES guidelines serve as a very rough rule of thumb 

to be used as a last resort, and only apply where there is no theoretical or practical rationale 

available for determining the importance of an ES magnitude. In most cases the importance 

of a magnitude of an ES should be defined in relation to the qualities of a particular variable 

and the context of the study. Many textbooks do recognise Cohen’s actual position and 

provide a nuanced discussion of the relationship between ES magnitude and importance.  

“Cohen’s diffidence toward criteria for characterizing effect sizes was, in 

part, a consequence of his opinion that the size of an effect depends on what 

is being studied.” (Dattalo, 2008, p. 41.)7 

In summary, although many authors do recommend Cohen’s rough and ready rule of 

thumb regarding the interpretation of the size of ESs with little qualification, there is an 

increasing recognition within the literature that the relationship between the magnitude of an 

ES and the substantive importance of an ES is by no means straightforward. However, it 

should be emphasized that such a recognition does not take into account the more 

fundamental issue that the ES magnitude is itself influenced by study design. 

Sample size and ES 

Many textbooks devote considerable space to the influence of sample size on sampling 

distributions of basic statistics such as the mean. Sample size is also frequently discussed in 

relation to ESs. However, the most frequent assertion regarding ES and sample size is that 

                                                           
6 See also 10, 20, 23, 26, 32, 38, 68, 77, 90, 97, 112, 115, 116, 119, 130, 135. 
7 See also 3, 19, 22, 51, 81, 83, 88, 104, 111. 
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ESs are not influenced by the size of samples; indeed, many textbooks go further and state 

that one of the great advantages of ESs is that, unlike p values, ESs are uninfluenced by 

sample size.   

“Effect size is a standardized value that indicates the size of a difference 

with respect to a measure of spread, but is not affected by sample size.” 

(Nolan & Heinzen, 2007, p. 543.)8 

This view is misleading with regard to the actual relationship between ESs and sample 

size. Whether or not a particular test statistic value (e.g. a t value) is statistically significant is 

of course entirely dependent on sample size. For a given difference in means, with the same 

standard deviations, the t value as well as the p value change as a function of the increase in 

sample size. It is quite true that the same does not apply for the ES. For a given difference in 

means, with the same standard deviations, the actual value of the ES statistic does not change 

as sample size changes.  

However, sample size does profoundly affect ES (Fan, 2001) because, although it does 

not change the magnitude of the effect, it does influence the reliability and precision of the 

estimate. Furthermore, small samples tend to produce more extreme ES estimates, which, 

when combined with bias for reporting significant results, can result in spurious ES estimates 

being introduced into the literature. A small number of textbooks do acknowledge that small 

samples can lead to unreliable estimates of ES.   

“That is an effect size may be less reliable with smaller numbers – say under 

25.” (Orlich, Harder, Callahan, Trevisan & Brown, 2012, p. 95.) 9 

                                                           
8 See also 43, 57, 84, 85, 87, 92, 100, 120, 129.  
 
9 See also 9 and 91 



Running head: MISUNDERSTANDINGS OF EFFECT SIZES 
 

 
 

12 

Furthermore, the size of the sample influences both the estimate of the means and 

standard deviations due to the central limit theorem. Confidence intervals of ESs do directly 

reflect the influence of sample size (i.e. everything else being equal, the confidence interval 

of the ES will be smaller the larger the sample size). Some general textbooks contain 

information about confidence intervals for ESs (e.g. Beins, 2012; Little, 2013), but extensive 

discussions of confidence intervals are largely restricted to books about the new statistics 

(e.g. Cumming, 2012), books specifically about ESs (e.g. Ellis, 2010) and books on meta-

analysis (e.g. Grissom & Kim, 2014). It should also be noted that confidence intervals of 

more straightforward statistics, such as the mean, are widely misinterpreted (Hoekstra, 

Morey, Rouder & Wagenmakers, 2014). Sample size has another direct effect on ES. There is 

a considerable literature that suggests that ESs are in many cases inflated when small sample 

sizes are used (Baguley, 2009), particularly with reference to some very common measures of 

ES such as Cohen’s d (Nagakawa & Cuthill, 2007). Other common measures of ES such as 

eta squared also tend to be an over estimate of variance explained with small sample sizes 

(Levine & Hullet, 2002). There is also evidence that large sample sizes may lead to 

underestimates of ES (Bakan, 1966). This is simply not discussed in general textbooks 

(Rutherford, 2012, is an exception). In summary, the message from most textbooks is that, 

despite much evidence to the contrary, sample size is not an important factor in the 

interpretation of ESs.  

Categorisation of ESs: Unstandardized and standardized ESs 

There are many ways to categorize ESs, but the most basic categories are standardized 

ESs that scale differences and relationships according to the distributions (such as d and r) 

and unstandardized ESs which are in essence the descriptive statistics (such as the raw 

difference between means). The majority of textbooks use the term ES to refer to 

standardized ESs and define ESs with reference to standardized ESs. 
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“Effect size is expressed in standard deviations and plotted on a normal 

distribution curve.” (Jarvis, 2006, p. 193.) 10 

Many textbooks do not even mention unstandardized ESs. Those that do include are 

Baguley, (2012), Brace, Kemp and Snelgar, (2016), Robins, Fraley and Krueger, (2009) and 

Wilcox (2010); however, the vast majority of textbooks only describe standardized ESs, and 

actually define ESs with reference to standardized ES.  

When different types of ES are mentioned, the reference is usually to variance accounted for 

ESs versus difference measures using the standard deviation. 

“Effect Size: A statistically significant outcome does not give information 

about the strength or size of the outcome […….]. Statisticians have 

proposed many effect size measures that fall mainly into two types or 

families, the r family and the d family.” (Morgan, Leech, Gloeckner & 

Barrett, 2013, p. 101.) 

The neglect of unstandardized ES has been noted in a very small number of textbooks. 

“Unfortunately, the current emphasis on standardized effect sizes has led 

some researchers to omit the original metric means in published articles. 

Both the standardized and unstandardized results should be reported even 

though a choice is made to focus on one or the other in the text describing 

the experimental outcome.” (Huitema, 2011, p. 14.) 

This neglect of unstandardized ESs is widespread despite the fact that the APA task 

force report on the reporting of statistics recommends the use of unstandardized ESs where 

                                                           
10 See also 37, 54, 59, 64, 75, 95, 96, 99, 103, 118, 122, 131. 
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possible (Wilkinson & APA Task Force on Statistical Inference, 1999). In review papers 

examining the reporting of ESs (e.g. Sun, Pan & Wang, 2010) there is also a tacit assumption 

that ES only refers to standardized ES, because almost all published studies include raw ESs, 

for example means of groups. One important problem associated with standardized ESs is 

that wildly different data sets can produce precisely the same standardized ES value. For 

example, a t-test with a very small absolute difference between the means and small standard 

deviations could produce precisely the same Cohen’s d value as a t-test with a very large 

difference between the means and large standard deviations. The absolute magnitude of the 

difference between the means and the distributions around those means could be crucial to 

the psychological interpretation of the result. Baguley (2009) provides an excellent summary 

of the principal advantages of unstandardized ESs in many contexts; the most striking 

advantage is that unstandardized ESs are entirely free from the influence of the experimental 

control of the size of the variance (Baguley also notes that the units are meaningful and the 

calculations are straightforward). Given the importance and advantages of unstandardized 

ESs in many circumstances, their neglect in textbooks is potentially very damaging for the 

discipline.  

What are the appropriate indices of ES? 

Most authors neglect the issue of appropriateness of different measures of ES for 

different research designs. The vast majority of texts only mention d or r. There are of course 

exceptions; for example Morgan, Leech, Gloeckner and Barrett (2013) provide an excellent 

and lengthy account of the relevant issues. One reason for the neglect may be the fact that 

there is no consensus on this issue (Levin & Robinson, 1999). The major decisions regard 

whether to select differences measured in terms of standards deviation (standardized mean 

differences, the d family) or indices expressing the ES as a percentage of variance (proportion 

of the variance explained, the r family). Correlational studies almost always use some variant 
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of the r family because the ES is also the test statistic, whereas simple tests of difference are 

more likely to use the d family. There is no consensus on which is the preferred option, and 

from a conceptual point of view there is little difference. However, there is almost a complete 

neglect of the issue of biased and unbiased indices of ESs. There are of course exceptions 

where there is recognition of the importance of the selection of the effect size. 

“In addition, the choice of effect size index (e.g. Cohen’s d or Hedge’s g) is 

a critical decision…” (Hulsizer & Woolf, 2009, p. 141.)11 

Authorities recognize that many of the standard measures of ES are biased and suggest 

alternatives (Baguley, 2009). For example, Hedge’s g is a more unbiased estimate than d, 

whereas epsilon squared and omega squared are regarded as more unbiased estimates of 

population ESs than the more commonly used eta squared. There are also some very coherent 

arguments for matching particular designs to particular measures of ESs (e.g. Olejnik & 

Algina, 2003). All of these issues are widely neglected in textbooks. There is also no 

agreement about how to calculate the ES for even very basic statistical analysis. For example, 

there is no consensus about the correct formula to use for calculating the ES for a repeated 

measures t-test (Cumming, 2012). The arguments surrounding the latter (or any repeated 

measure design, see Baguley [2012] and Bakeman [2005] for guidance) are by no means 

straightforward. They focus on the best estimate of variability; for example, one method 

simply uses the standard deviation of the variable measured at time one, whereas another 

alternative uses the standard deviation of the differences between the pairs of scores. 

Remaining definitions of ES 

                                                           
11 See also 63 and 138 
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We have discussed a range of issues covered in textbooks regarding ES which have 

included references to how ESs are defined. For example, many textbook authors have 

defined ESs in terms of their practical significance. The discussion of standardized and 

unstandardized ESs also involves defining the nature of ESs. So here we add some definitions 

not covered elsewhere.  

A number of journal articles have already made the point that there are different and 

often contradictory ways in which ESs are defined. Nakagawa and Cuthill (2007) point out 

that ES can refer to: (a) “a statistic which estimates the magnitude of an effect” (e.g. r); (b) 

“the actual values calculated from certain effect statistics” (e.g. r = .3); or (c) “a relevant 

interpretation of an estimated magnitude of an effect from the effect statistics” (e.g. 

“medium”) (p. 593). Several authors define ES with reference to the null hypothesis. 

 “…Whereas a test of statistical significance is traditionally used to provide 

evidence (attained p value) that a null hypothesis is wrong, an effect size 

(ES) measures the degree to which such a null hypothesis is wrong (if it is 

wrong).” (Grissom & Kim, 2005, p. 5.) 12 

Defining ES in relation to falsification is placing ES firmly within the framework of 

NHST. Placing ESs within this context could be seen as contradictory as many of the 

definitions used in previous sections (see Sample Size and ES in particular) define ESs in 

contrast to hypothesis testing and p values. Such a view may be best summarised by this 

quote from Greer and Mulhern (2002): 

                                                           
12 See also 11, 14, 42, 45, 47, 60, 67, 78, 107, 125, 133, 134, 136, 137. 
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“…effect size – the strength of the systematic relationship in the data that is 

independent of statistical significance.” (p. 264.)13 

Other textbooks give no real explanation of ESs but merely provide a minimalist description 

in the manner in which the calculation of the mean might be described.  

“A standardized way to describe the difference divides it by the estimated 

standard deviation for each group. This is called the effect size.” (Agresti & 

Finlay, 2008, p. 200.)14 

These explanations are not really helpful to the novice or experienced researcher as they 

provide no explanation or context. Other authors mention the term ES in passing but offer no 

real introduction or explanation for the term (e.g. Greasley, 2007). 

The final definition is ES as an objective measure of the observed effect. 

“An effect size is simply an objective and (usually) standardized measure of 

the magnitude of observed effect”. (Field, 2018, p. 113). 15,16   

The claim for the objective nature of ES is particularly interesting. The p value of .05 has 

been regarded as an objective criterion for making decisions about whether or not a result is 

of importance and the authors are suggesting the substitution of ESs for p values for making 

this decision. However, as discussed previously, there is increasing recognition that the 

relationship between the magnitude of a particular ES and its substantive meaning is 

                                                           
13 See also 21 and 44 
14 See also 2, 5, 7, 8, 18, 31, 35, 36, 39, 41, 46, 52, 55, 59, 69, 105, 108, 117. 
15 In fairness to the authors – they then go on to provide a more nuanced account and discuss 
the importance of interpretation of ESs in the context of particular experiments. 
16 See also 33 and 34. 
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problematic; what constitutes a small, medium or large ES is entirely dependent on context. 

Therefore, the claim of objectivity of the ES is particularly problematic. 

Quantitative summary of coverage of ESs in textbooks 

In summary, our review of textbooks has revealed that there is a widespread neglect of 

ESs. Furthermore, the most common accounts to be found regarding ES are frequently 

misleading. Good coverage of ESs is the exception rather than the rule. In figure 1 we 

summarise our review of the textbooks. We note whether six domains of interest have been 

covered accurately, inaccurately or minimally/not at all in the textbooks we have reviewed. 

The domains refer to the major problems covered in the preceding text: (1) the extent to 

which ES is presented as a simple index of practical real world effects without regard to the 

influences of experimental design (this domain is labelled ‘practical’ in the figure); (2) ES is 

interpreted as being associated with particular values of small, medium and large regardless 

of design and context (labelled ‘magnitude’ in the figure); (3) sample size is presented as 

having little or no effect on ES (labelled ‘sample size’ in the figure); (4) there is little or no 

coverage of unstandardized ESs (labelled ‘unstandardized’ in the figure); (5) the effect of 

selection of ES measure is not discussed (labelled as ‘measure’ in the figure); and (6) ES is 

defined in terms of reference to the null hypothesis (labelled as ‘null’ in the figure). 
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Figure 1. Number of books with accurate, inaccurate or no/minimal coverage of six domains 

regarding ESs (n = 138 textbooks) 

The most striking aspect of figure 1 is that most textbooks devote very little coverage to ESs 

at all. However, the most common description to be found is that an ES is a measure of real 

world practical importance.  
 

Conclusions 

We have presented evidence that many textbooks make strong claims that ESs provide 

unproblematic information about the practical, real world importance of experimental results; 

in fact, many textbooks claim that this is the primary purpose of ESs. Furthermore, we 

present existing arguments that ESs in experimental settings is profoundly influenced by 

several aspects of experimental design entirely under the control of the experimenter. The 

crucial connection that is not routinely made is that if the ES is under the control of the 

experimenter, it cannot be a straightforward measure of real world, practical significance. 

Furthermore, we also suggest that standardized ESs in experimental settings are never an 

unbiased estimate of the real work effect (whereas causality may generalise from the 

experiment to the “real world”), as, by definition, experiments control extraneous variables 

and hence reduce the error term, and therefore increase the magnitude of the ES. We have the 
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paradox that the more artfully controlled the experiment (and many experimentalists would 

instinctively associate high levels of control as the hallmark of quality), the more inaccurate 

the estimate of the real world effect. The review of textbooks has highlighted a number of 

misunderstandings regarding ESs that are crucial for researchers when interpreting their 

results. We have shown that with regard to ESs there is widespread neglect of the impact of 

sample size, unstandardized vs. standardized measures, the relationship between ES 

magnitude and substantive meaning, and selection of appropriate ES measures. We would 

suggest that researchers (and indeed textbook writers) pay particular attention to the 

following issues.  

1) Researchers should appreciate the advantages of unstandardized ESs in many 

contexts. 

2) Rules of thumb equating particular values of small, medium and large ESs should be 

treated with caution and ESs should be always interpreted with regard to the local 

context of the study. 

3) There is recognition that experimental design is a key determinant of the magnitude of 

ES. 

4) There should be a full discussion of selection of the appropriate ES measure with 

particular regard to sample size and the design of the experiment. 

5) ESs should be considered in the context of experimental and correlational studies. 

6) There should be extensive discussion about how a variety of sources including 

descriptive statistics, graphs, p values, ES and confidence intervals should all be used 

in an active interpretation of the results.  

We think it worth speculating on the reasons for the nature of the narratives about ESs 

presented in most textbooks. One of the great appeals of NHST is the – spurious – sense of 

objectivity it provides about the criterion for judging whether or not a result is legitimate for 
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interpretation. The same tendency would seem to be in operation with reference to ESs. This 

can be seen in the desire to define what is a small, medium and large ES regardless of 

context. Indeed, as we have already noted, at least one textbook makes the explicit claim that 

ESs provide an “objective” (Field, 2018) index of the importance of a result. If there is no 

external, objective metric that can be used to justify that a result is important, the alternative 

is that scientists will have to make an argument for the importance of their results on a study 

by study basis, using a wide variety of metrics from the results. This has, perhaps, the 

appearance of a more subjective and less rigorous science. Although the paradox is that there 

is strong evidence that “harder” sciences are much less reliant on statistical significance than 

“softer” sciences, and the harder sciences rely much more on the active interpretation of 

graphs and other descriptive information, using them as rhetorical devices to support 

arguments (Arsenault, Smith & Beauchamp, 2006; Smith, Best, Stubbs, Johnston, & 

Archibald 2000; Smith, Best, Stubbs, Archibald & Roberson-Nay, 2002).  

Finally, textbook versions of a discipline can be a powerful block to change. Compelling 

critiques of NHST have been around for many decades, but NHST is still the sine qua non of 

almost all statistics textbooks in the behavioural sciences. Textbook versions of science take 

on a life of their own and seem remarkably resistant to change. However, textbooks could 

also be a powerful agent of change given their widespread influence. We suggest that there 

needs to be a concerted effort to improve the coverage of ESs in textbooks to make sure that 

researchers do not simply substitute one single index of importance, the significance level, 

for another, the ES (Pek & Flora, 2018). The American Statistical Association makes the 

excellent point that “[n]o single index should substitute for scientific reasoning” (Wasserstein 

& Lazar, 2016, p. 12). 
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