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This paper presents a new approach to the analysis of mixed processes

$$
X_{t}=B_{t}+G_{t}, \quad t \in[0, T],
$$

where $B_{t}$ is a Brownian motion and $G_{t}$ is an independent centered Gaussian process. We obtain a new canonical innovation representation of $X$, using linear filtering theory. When the kernel

$$
K(s, t)=\frac{\partial^{2}}{\partial s \partial t} \mathbb{E} G_{t} G_{s}, \quad s \neq t
$$

has a weak singularity on the diagonal, our results generalize the classical innovation formulas beyond the square integrable setting. For kernels with stronger singularity, our approach is applicable to processes with additional "fractional" structure, including the mixed fractional Brownian motion from mathematical finance. We show how previously-known measure equivalence relations and semimartingale properties follow from our canonical representation in a unified way, and complement them with new formulas for RadonNikodym densities.

1. Introduction. In this paper, we present a new perspective on mixed processes of the form

$$
\begin{equation*}
X_{t}=B_{t}+G_{t}, \quad t \in[0, T], T>0 \tag{1.1}
\end{equation*}
$$

where $B=\left(B_{t}\right)$ is a Brownian motion and $G=\left(G_{t}\right)$ is an independent Gaussian process. Such mixtures have been the subject of much research in the past, due to their importance in engineering applications (see, e.g., the survey [18]), and, more recently, have reemerged in mathematical finance in the context of option pricing.

The renewed interest was triggered by Cheridito's paper [5], in which the author considered mixed fractional Brownian motion (fBm)

$$
\begin{equation*}
X_{t}=B_{t}+B_{t}^{H}, \quad t \in[0, T], \tag{1.2}
\end{equation*}
$$

where $B^{H}=\left(B_{t}^{H}\right)$ is fBm with the Hurst exponent $H \in(0,1]$, that is, the centered Gaussian process with covariance function

$$
\begin{equation*}
R(s, t):=\mathbb{E} B_{t}^{H} B_{s}^{H}=\frac{1}{2}\left(t^{2 H}+s^{2 H}-|t-s|^{2 H}\right), \quad s, t \in[0, T] . \tag{1.3}
\end{equation*}
$$

[^0]A curious change in properties of $X$ was shown to occur at $H=\frac{3}{4}$, where it became apparent that $X$ is a semimartingale in its own filtration if, and only if, either $H=\frac{1}{2}$ or $H \in\left(\frac{3}{4}, 1\right]$. Moreover, in the latter case, the probability measure $\mu^{X}$, induced by $X$ on its paths space, is equivalent to the Wiener measure $\mu^{B}$.

Since $B^{H}$ is not a semimartingale on its own, unless $H=\frac{1}{2}$ or $H=1$, this assertion means that $B^{H}$ can be "regularized" up to a semimartingale by adding to it an independent Brownian perturbation. In [5], this fact is discussed in the context of arbitrage opportunities on nonsemimartingale markets (see also [6]). A comprehensive survey of further related developments in finance can be found in [3].

Besides being of interest to the finance community, the result in [5] also led to a number of elegant generalizations and alternative proofs [2, 31, 32]. In addition, as pointed out in [7], the equivalence $\mu^{X} \sim \mu^{B}$ follows from the general theory of Shepp [28], Hitsuda [14] and Kailath [17], which, moreover, gives a formula for the density $d \mu^{X} / d \mu^{B}$.

A complementary result, obtained in [1] (see Proposition 6.5) and [31], asserts that $\mu^{X} \sim \mu^{B^{H}}$ if, and only if, $H<\frac{1}{4}$. Both proofs are based on the spectral theory of processes with stationary increments and the corresponding density is given in [31] in terms of certain reproducing kernels. However, as the author points out, a more explicit expression might be hard to obtain using this method.

The main contribution of this paper is a novel approach to the analysis of mixtures such as (1.1), based on the filtering theory of Gaussian processes. The core of our method is a new canonical innovation representation of $X$. Our construction reveals a new interesting connection between the probabilistic properties of $X$ and the structure of solutions of integral equations with weakly singular kernels.

In the context of mixed fBm (1.2), all the aforementioned properties can be deduced from this representation in a unified manner for all values of $H$, due to an apposite choice of the fundamental martingale. Moreover, it yields the missing density $d \mu^{X} / d \mu^{B^{H}}$ for $H<\frac{1}{4}$, as well as Girsanov-type formulas for the density of $\mu^{X}$ with respect to measures induced by stochastic shifts of $X$.

The precise formulation of our results is given in the next section. Section 3 contains auxiliary results, including a relevant theory of integral equations and frequently used formulas from stochastic calculus with respect to fBm . The proofs of the main theorems appear in Sections 5-7, and in Section 8 we show how our method applies to the Riemann-Liouville process.

## 2. The main results.

2.1. A background. Let us briefly recall the essential elements of the linear innovation theory [13, 27]. A Gaussian process admits an innovation representation if it can be generated by a linear causal transformation of $N$ orthogonal processes with independent increments. Such a representation is called canonical,
if the transformation is also causally invertible. A well-known result of Hida [12] and Cramer [8] asserts that under mild regularity conditions any Gaussian process admits a canonical innovation representation.

Certain properties of canonical representations, collectively referred to as type, are the unique attributes of the process. This includes the number $N$ of innovation components, called multiplicity, which can be finite or infinite. For example, stationary processes have unit multiplicity, that is, $N=1$, and the corresponding innovation representation can be found by solving the spectral factorization problem. Processes which induce equivalent measures on their paths space, have the same innovation type (see [19]).

Let us now review in greater detail the results directly relevant to the mixed processes of the form (1.1). A general criteria for equivalence, obtained by Shepp in [28], implies that $\mu^{X} \sim \mu^{B}$ if and only if

$$
\begin{equation*}
\mathbb{E} G_{t} G_{s}=\int_{0}^{s} \int_{0}^{t} K(u, v) d u d v \tag{2.1}
\end{equation*}
$$

with a kernel $K \in L^{2}\left([0, T]^{2}\right)$. The corresponding formula for the density $d \mu^{X} / d \mu^{B}$, given in [28], involves the Carleman-Fredholm determinant and resolvent kernel of the covariance operator, associated with $K$.

While Shepp's result gives a complete answer to the question of equivalence, it does not immediately reveal the innovation structure of the process $X$. The missing link was found by Kailath in [17], who noticed the relevance of factorization theory of Fredholm operators in Hilbert spaces, developed by Gohberg and Krein at around the same time. Using the resolvent identity (7.10) from [10], Shepp's density formula is rewritten in [17] in the form:

$$
\frac{d \mu^{X}}{d \mu^{B}}(X)=\exp \left(-\int_{0}^{T} \varphi_{t}(X) d X_{t}-\frac{1}{2} \int_{0}^{T} \varphi_{t}^{2}(X) d t\right)
$$

where $\varphi_{t}(X)=\int_{0}^{t} L(s, t) d X_{s}$ with $L \in L^{2}\left([0, T]^{2}\right)$ being the unique solution of the Wiener-Hopf integral equation

$$
\begin{equation*}
L(s, t)+\int_{0}^{t} L(r, t) K(r, s) d r=-K(s, t), \quad 0 \leq s \leq t \leq T \tag{2.2}
\end{equation*}
$$

It follows by Girsanov's theorem that the process

$$
\begin{equation*}
\bar{B}_{t}=X_{t}+\int_{0}^{t} \int_{0}^{s} L(r, s) d X_{r} d s \tag{2.3}
\end{equation*}
$$

is a Brownian motion. Moreover, it is shown in [17] that $\mathcal{F}_{t}^{X}=\mathcal{F}_{t}^{\bar{B}}$ and

$$
\begin{equation*}
X_{t}=\bar{B}_{t}-\int_{0}^{t} \int_{0}^{s} \ell(r, s) d \bar{B}_{r} d s \tag{2.4}
\end{equation*}
$$

where $\ell \in L^{2}\left([0, T]^{2}\right)$ solves the Volterra equation

$$
\begin{equation*}
\ell(s, t)+\int_{s}^{t} \ell(r, t) L(s, r) d r=L(s, t), \quad 0 \leq s \leq t \leq T \tag{2.5}
\end{equation*}
$$

In particular, it follows that $X$ has unit multiplicity.
A different construction of canonical representation was given by Hitsuda in [14], where $\mu^{X} \sim \mu^{B}$ is shown to hold if and only if $X$ can be represented in the form (2.4) with some Brownian motion $\bar{B}$ and some Volterra kernel $\ell \in$ $L^{2}\left([0, T]^{2}\right)$. The representation is proved to be canonical and the formula (2.3) is obtained. Though kernels $\ell$ and $L$ are characterized in [14] in a different way, it can be shown that, in fact, both representations coincide. A detailed discussion about the links between all the aforementioned results can be found in [7].
2.2. A new canonical representation. The canonical representation (2.3) and (2.4) requires that the kernel $K$ belongs to $L^{2}\left([0, T]^{2}\right)$. On the other hand, it is well known that $X$ may have multiplicity greater than one if, for example, $K$ is only integrable on $[0, T]^{2}$. This can be seen in a simple example.

EXAMPLE 2.1. Consider the process

$$
X_{t}=B_{t}+\xi \int_{0}^{t} \frac{1}{\sqrt{|1-s|}} d s
$$

where $\xi \sim N(0,1)$ is independent of $B$. It is easy to see that $\xi$ can be recovered precisely from $\mathcal{F}_{t}^{X}$ for all $t \geq 1$. Therefore, the filtration $\mathcal{F}_{t}^{X}$ is discontinuous at $t=1$, with $\mathcal{F}_{t-}^{X} \nsubseteq \mathcal{F}_{t}^{X}=\mathcal{F}_{t}^{B} \vee \sigma\{\xi\}$ for all $t \geq 1$. By uniqueness of multiplicity, $X$ cannot be innovated by a single Brownian motion on any interval [ $0, T$ ] with $T>1$. In this case, equation (2.2) has no solution on [0,T], even though $K \in$ $L^{1}\left([0, T]^{2}\right)$. In fact, discontinuity of filtration is not essential and it is possible to construct $X$ with arbitrary multiplicity and continuous natural filtration (Example 2 on page 266 in [22] and Example D on page 72 in [13]).

The following theorem shows that $X$ has unit multiplicity under fairly general conditions, beyond the $L^{2}\left([0, T]^{2}\right)$ case, and gives the corresponding canonical representation.

THEOREM 2.2. Let $X$ be given by (1.1), where $G$ satisfies (2.1) with

$$
\begin{equation*}
|K(s, t)| \leq C\left(1+|s-t|^{-\alpha}\right), \quad 0 \leq \alpha<1 \tag{2.6}
\end{equation*}
$$

for some constant $C$. Define $\phi_{s}=1-\int_{0}^{s} L(r, s) d r$, where $L(s, t)$ is the solution of equation (2.2). Then the process

$$
\begin{equation*}
\bar{B}_{t}=\mathbb{E}\left(\int_{0}^{t} \phi_{s} d B_{s} \mid \mathcal{F}_{t}^{X}\right) \tag{2.7}
\end{equation*}
$$

is a Brownian motion, satisfying

$$
\begin{equation*}
\bar{B}_{t}=\int_{0}^{t} q(s, t) d X_{s} \tag{2.8}
\end{equation*}
$$

with $q(s, t)$ being the unique solution of the Wiener-Hopf equation:

$$
\begin{equation*}
q(s, t)+\int_{0}^{t} q(r, t) K(r, s) d r=\phi(s), \quad 0 \leq s, t \leq T . \tag{2.9}
\end{equation*}
$$

The representation

$$
\begin{equation*}
X_{t}=\int_{0}^{t} \hat{q}(s, t) d \bar{B}_{s} \tag{2.10}
\end{equation*}
$$

with $\hat{q}(s, t)=-\frac{\partial}{\partial s} \int_{s}^{t} q(r, s) d r$, is canonical, that is, $\mathcal{F}_{t}^{X}=\mathcal{F}_{t}^{\bar{B}}$.
REMARK 2.3. 1. As can be seen from the proof in Section 4, the assertion of this theorem remains true when $K \in L^{2}\left([0, T]^{2}\right)$, without assuming the particular structure of (2.6). Moreover, $\frac{\partial}{\partial t} q(s, t)=L(s, t)$ and, therefore,

$$
\bar{B}_{t}=\int_{0}^{t} q(s, t) d X_{s}=X_{t}+\int_{0}^{t} \int_{s}^{t} L(s, r) d r d X_{s}
$$

When $K$ is square integrable, so is the solution $L$ of (2.2) and the order of integration in the right-hand side can be interchanged, recovering the formula (2.3). Moreover, in this case $\hat{q}(t, t)=q(t, t)=1$ and

$$
\hat{q}(s, t)=1-\int_{s}^{t} L(r, s) d r
$$

and hence

$$
\begin{align*}
X_{t} & =\int_{0}^{t} \hat{q}(s, t) d \bar{B}_{s}=\bar{B}_{t}-\int_{0}^{t} \int_{s}^{t} L(r, s) d r d \bar{B}_{s}  \tag{2.11}\\
& =\bar{B}_{t}-\int_{0}^{t} \int_{0}^{r} L(r, s) d \bar{B}_{s} d r .
\end{align*}
$$

Comparing this with (2.4) reveals a curious relation between the solutions of the Volterra equation (2.5) and the Wiener-Hopf equation (2.2): the solution of the former on the sub-diagonal coincides with the solution of the latter on the superdiagonal, that is, $\ell(s, t)=L(t, s)$ for $s \leq t$. In other words, both the direct and the inverse transformation between $X$ and $\bar{B}$ can be expressed in terms of the single Wiener-Hopf equation (2.2), whose solution is extended to the whole rectangle $[0, T]^{2}$.
2. A two stage procedure can be used to construct a canonical representation for the process

$$
X_{t}=B_{t}+G_{t}+G_{t}^{\dagger}
$$

where $G^{\dagger}$ is an independent centered Gaussian process, satisfying (2.1) with $K^{\dagger} \in$ $L^{2}\left([0, T]^{2}\right)$. We can first generate an intermediate process $\bar{X}$ by applying (2.8):

$$
\bar{X}_{t}=\int_{0}^{t} q(s, t) d X_{s}=\bar{B}_{t}+\int_{0}^{t} q(s, t) d G_{s}^{\dagger}
$$

It can readily be seen that the process, defined by the last term, satisfies (2.1) with a square integrable kernel and, therefore, can be represented canonically in the standard way.
3. When $K \in L^{2}\left([0, T]^{2}\right)$, it follows from the results of Shepp and Hitsuda, that the kernel $\ell(s, t)$ also solves the Riccati-Volterra equation

$$
\begin{equation*}
\ell(s, t)=K(s, t)-\int_{0}^{t \wedge s} \ell(s, r) \ell(t, r) d r \tag{2.12}
\end{equation*}
$$

If $G_{t}=\int_{0}^{t} \gamma_{s} d s$ with a Gaussian process $\gamma$, then the innovating Brownian motion reduces to

$$
\begin{equation*}
\bar{B}_{t}=X_{t}-\int_{0}^{t} \pi_{s}(\gamma) d s \tag{2.13}
\end{equation*}
$$

with $\pi_{t}(\gamma)=\mathbb{E}\left(\gamma_{t} \mid \mathcal{F}_{t}^{X}\right)=\int_{0}^{t} \ell(s, t) d \bar{B}_{s}$. In this form, due to Kailath [16], the canonical representation plays an important role in control and filtering theory, which goes beyond the linear setting (see [11]). If furthermore, $\gamma$ is the GaussMarkov process, (2.12) reduces to the familiar Riccati equation from the KalmanBucy filter.

Note that in our approach conditioning on $\mathcal{F}_{t}^{X}$ is used in an essentially different way than in (2.13): in the lack of derivative of $G_{t}$, the innovation Brownian motion is produced by projecting a specially designed martingale (2.7). Somewhat unexpectedly, equality of filtrations can be established in this case, using only the basic theory of integral equations, which needs nothing more than weak singularity of $K$.
4. Condition (2.6) is borrowed from the classical theory of integral equations (see Section 3.1 below). It is satisfied by some interesting processes, related to the fBm . One example is bifractional Brownian motion, introduced in [15], which is a centered Gaussian process $G$ with covariance function

$$
\mathbb{E} G_{t} G_{s}=\frac{1}{2^{K}}\left(\left(t^{2 H}+s^{2 H}\right)^{K}-|t-s|^{2 H K}\right),
$$

where $H \in(0,1)$ and $K \in(0,1]$. The representation (2.1) holds for $H K>\frac{1}{2}$ with

$$
\begin{align*}
K(s, t)= & C_{1}(H, K)\left(t^{2 H}+s^{2 H}\right)^{K-2} s^{2 H-1} t^{2 H-1} \\
& +C_{2}(H, K)|t-s|^{2 H K-2}, \quad t \neq s, \tag{2.14}
\end{align*}
$$

where $C_{1}(H, K)=\frac{K(K-1)(2 H)^{2}}{2^{K}}<0$ and $C_{2}(H, K)=\frac{2 H K(2 H K-1)}{2^{K}}>0$. Since $H K>\frac{1}{2}$ implies $H>\frac{1}{2}$ and $2 H K-2 \in(-1,0)$,

$$
\begin{aligned}
\left(t^{2 H}+s^{2 H}\right)^{K-2} s^{2 H-1} t^{2 H-1} & \leq(s \wedge t)^{2 H-1}(s \vee t)^{2 H(K-1)-1} \\
& =\left(\frac{s \wedge t}{s \vee t}\right)^{2 H-1}(s \vee t)^{2 H K-2} \leq|s-t|^{2 H K-2}
\end{aligned}
$$

and thus the kernel (2.14) satisfies (2.6) with $\alpha:=2 H K-2$.
Other examples are the sub-fractional Brownian motion from [4] and the Riemann-Liouville process, which can be fitted in by a similar calculation.

Let us now return to the mixed fBm (1.2). For $H>\frac{1}{2}, B^{H}$ satisfies (2.1) with

$$
\begin{equation*}
K_{H}(s, t)=\frac{\partial^{2}}{\partial s \partial t} \mathbb{E} B_{t}^{H} B_{s}^{H}=H(2 H-1)|s-t|^{2 H-2} . \tag{2.15}
\end{equation*}
$$

For $H>\frac{3}{4}$, this kernel is square integrable and, therefore, the mixed $\mathrm{fBm} X=$ $B+B^{H}$ can be represented canonically by (2.3)-(2.4). For $H \in\left(\frac{1}{2}, \frac{3}{4}\right], K_{H}$ does not belong to $L^{2}\left([0, T]^{2}\right)$, but still satisfies the assumptions of Theorem 2.2. Therefore, its canonical representation is given by (2.8) and (2.10) for all values of $H$ in $\left(\frac{1}{2}, 1\right]$.

For $H<\frac{1}{2}$, the kernel $K_{H}$ has stronger singularity than admitted by (2.6) and the covariance of $B^{H}$ fails to satisfy (2.1). Nevertheless, quite remarkably (see Example 2.6), the mixed fBm can still be innovated canonically by a different martingale [cf. (2.7)].

THEOREM 2.4. (i) Let $X$ be defined by (1.2). The martingale $M_{t}=\mathbb{E}\left(B_{t} \mid \mathcal{F}_{t}^{X}\right)$ admits the representation

$$
\begin{equation*}
M_{t}=\int_{0}^{t} g(s, t) d X_{s}, \quad\langle M\rangle_{t}=\int_{0}^{t} g(s, t) d s \tag{2.16}
\end{equation*}
$$

where $g(s, t)$ is the unique solution of the integro-differential equation

$$
\begin{equation*}
g(s, t)+\frac{\partial}{\partial s} \int_{0}^{t} g(r, t) \frac{\partial}{\partial r} R(r, s) d r=1, \quad 0<s, t \leq T \tag{2.17}
\end{equation*}
$$

with $R(s, t)$ defined in (1.3).
(ii) The quadratic variation of $M$ is given by

$$
\begin{equation*}
\frac{d}{d t}\langle M\rangle_{t}=g^{2}(t, t)+\frac{2-2 H}{\lambda_{H}}\left(t^{1 / 2-H}(\Psi g)(t, t)\right)^{2}>0, \quad t \in[0, T] \tag{2.18}
\end{equation*}
$$

where $\lambda_{H}$ is the constant defined in (3.13) and $\Psi$ is the operator, defined in (3.14) below. The innovation representation

$$
\begin{equation*}
X_{t}=\int_{0}^{t} \hat{g}(s, t) d M_{s} \tag{2.19}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{g}(s, t)=1-\frac{d}{d\langle M\rangle_{s}} \int_{0}^{t} g(r, s) d r \tag{2.20}
\end{equation*}
$$

is canonical, that is, $\mathcal{F}_{t}^{X}=\mathcal{F}_{t}^{M}$ for all $t \in[0, T]$.

REMARK 2.5. 1. For $H>\frac{1}{2}$ the kernel $K_{H}$ in (2.15) is integrable and, therefore, the derivative in (2.17) can be interchanged with integration, so that it takes the form of the Wiener-Hopf integral equation [cf. (2.9)]

$$
\begin{equation*}
g(s, t)+\int_{0}^{t} g(r, t) K_{H}(r, s) d r=1, \quad 0 \leq s, t \leq T \tag{2.21}
\end{equation*}
$$

In this case, the second term in (2.18) vanishes [see (3.14) below] and (2.20) becomes

$$
\begin{equation*}
\hat{g}(s, t)=1-\frac{1}{g(s, s)} \int_{0}^{t} \frac{\partial / \partial s g(r, s)}{g(s, s)} d r=1-\frac{1}{g(s, s)} \int_{0}^{t} L(r, s) d r . \tag{2.22}
\end{equation*}
$$

The last equality holds, since $\frac{\partial / \partial s g(r, s)}{g(s, s)}$ turns to be the solution of equation (2.2). Differentiating (2.22) yields $\frac{\partial}{\partial t} \hat{g}(s, t)=-\frac{L(t, s)}{g(s, s)}$, and we obtain

$$
\begin{aligned}
X_{t} & =\int_{0}^{t} \hat{g}(s, t) d M_{s}=\int_{0}^{t} \hat{g}(s, s) d M_{s}+\int_{0}^{t} \int_{s}^{t} \frac{\partial}{\partial \tau} \hat{g}(s, \tau) d \tau d M_{s} \\
& =\int_{0}^{t} \hat{g}(s, s) d M_{s}-\int_{0}^{t} \int_{s}^{t} \frac{L(\tau, s)}{g(s, s)} d \tau d M_{s}
\end{aligned}
$$

A calculation shows that $\hat{g}(s, s)=1 / g(s, s)$ and, therefore,

$$
X_{t}=\bar{B}_{t}-\int_{0}^{t} \int_{s}^{t} L(\tau, s) d \tau d \bar{B}_{s}
$$

where $\bar{B}_{t}=\int_{0}^{t} \frac{1}{g(s, s)} d M_{s}$, is a Brownian motion. Similar calculations give [cf. (2.11)]

$$
\bar{B}_{t}=X_{t}+\int_{0}^{t} \int_{s}^{t} L(s, r) d r d X_{s}
$$

and hence we are back to the innovation representation from Theorem 2.2.
2. Natural, as it may seem, the choice of the martingale $M_{t}=\mathbb{E}\left(B_{t} \mid \mathcal{F}_{t}^{X}\right)$ is not at all obvious and, in fact, it fails to innovate $X$ in general, as demonstrated in the following example.

EXAMPLE 2.6. Let $m(t)=6^{1 / 3} \wedge t$ and $\xi(t)=\eta m(t)$, where the random variable $\eta \sim N(0,1)$ is independent of $B$. The martingale $M_{t}=\mathbb{E}\left(B_{t} \mid \mathcal{F}_{t}^{X}\right)$ still satisfies (2.16) where $g(s, t)$ solves the Wiener-Hopf equation (2.21), with $K_{H}(s, t)$ replaced by $K(s, t)=m(s) m(t)$. Its quadratic variation is $\langle M\rangle_{t}=\int_{0}^{t} g^{2}(s, s) d s$, as in Theorem 2.4 for $H>\frac{1}{2}$.

For the degenerate kernel $K(s, t)=m(s) m(t)$, equation (2.21) can be solved explicitly:

$$
g(s, t)=1-m(s) \frac{\int_{0}^{t} m(r) d r}{1+\int_{0}^{t} m^{2}(r) d r}, \quad 0 \leq s \leq t \leq T
$$

and an easy calculation shows that $g(t, t)=0$ for all $t \geq 6^{1 / 3}$. On the other hand, since $K \in L^{2}\left([0, T]^{2}\right)$ the representation (2.3)-(2.4) is canonical and therefore $X$ cannot be innovated by $M$, that is, $\mathcal{F}_{t}^{M} \nsubseteq \mathcal{F}_{t}^{X}$ for $t \geq 6^{1 / 3}$. Incidentally, $\left\{M_{t}, t \in[0, T]\right\}$ is a sufficient statistic in the problem of estimating $\theta \in \mathbb{R}$ from the observations of $\left\{\theta t+X_{t}, t \in[0, T]\right\}$.

The equality $\mathcal{F}_{t}^{X}=\mathcal{F}_{t}^{M}$ in Theorem 2.4 is closely related to Krein's method of solving integral equations with difference kernels (see Theorem 3.3 below). Krein showed that the solution of the Wiener-Hopf equation with a unit forcing function such as (2.21) does not vanish on the diagonal and that it can be used to express solutions to this equation with an arbitrary right-hand side. Remarkably, this property remains true for kernels with a somewhat more general structure (Lemma 3.6), arising in the case of mixed fBm . Thus, Theorem 2.4 gives a probabilistic interpretation of the nondegeneracy of Krein's solutions in terms of the equality of filtrations.
3. For $H<\frac{1}{2}$, the kernel $K_{H}$ in (2.15) has a stronger singularity and, consequently, the derivative and integration in equation (2.17) are no longer interchangeable and the integral equation (2.21) makes no sense. Nevertheless, (2.17) can still be solved by reduction to a different weakly singular integral equation, using tools from fractional calculus. Moreover, it turns out that, while the first term in (2.18) vanishes in this case, the second term remains strictly positive for all $t \in[0, T]$ and, consequently, the martingale $M$ generates the same filtration as $X$. Martingales with such property are sometimes referred to as fundamental in fBm literature (see, e.g., [24]), playing the central role in related statistical problems.

Construction of a canonical representation for more general mixed Gaussian processes of the form (1.1), beyond the condition (2.6), seems to be quite a delicate problem, especially in view of Example 2.1. Our approach remains applicable to other processes of "fractional" type. One example is the Riemann-Liouville process (see [23]):

$$
\begin{equation*}
V_{t}^{H}=2 H \int_{0}^{t}(t-s)^{H-1 / 2} d V_{s} \tag{2.23}
\end{equation*}
$$

where $V$ is a Brownian motion. While many properties of $V^{H}$ are similar to those of $B^{H}$, there are some essential differences, at least from the standpoint of the problems under consideration.

First, the increments of $V^{H}$ are not stationary, and hence the equivalence of $X=B+V^{H}$ and $V^{H}$ for $H<\frac{1}{4}$, cannot be deduced by the spectral technique, used in [1] and [31]. Second, for $H<\frac{1}{2}$ the first partial derivative $\partial / \partial s \mathbb{E} V_{t}^{H} V_{s}^{H}$ already has a nonintegrable singularity of the diagonal and consequently, equation (2.17) makes sense only if the inner derivative is moved to the solution itself. Further details are referred to Section 8.

### 2.3. Equivalence relations and density formulas.

2.3.1. The mixed $f B m$. As discussed in the Introduction, our interest in mixed fBm was motivated by the equivalence relations, discovered in [5] and [31]. We will show how these results can be derived from the canonical representation of Theorem 2.4 and, in addition, complement them with a new formula for the Radon-Nikodym density in the case $H<\frac{1}{4}$.

ThEOREM 2.7. (i) The process $X$ defined in (1.2) is a semimartingale in its own filtration if and only if $H \in\left\{\frac{1}{2}\right\} \cup\left(\frac{3}{4}, 1\right]$. For $H \in\left(\frac{3}{4}, 1\right], X$ is a diffusion type process

$$
X_{t}=\bar{B}_{t}-\int_{0}^{t} \varphi_{s}(X) d s, \quad t \in[0, T]
$$

where $\bar{B}$ is a Brownian motion with $\mathcal{F}_{t}^{\bar{B}}=\mathcal{F}_{t}^{X}, \varphi_{t}(X)=\int_{0}^{t} L(s, t) d X_{s}$ and

$$
L(s, t):=\frac{\partial}{\partial t} g(s, t) / \sqrt{\frac{d}{d t}\langle M\rangle_{t}} .
$$

The measures $\mu^{X}$ and $\mu^{B}$ are equivalent, if and only if $H \in\left(\frac{3}{4}, 1\right]$, and

$$
\frac{d \mu^{X}}{d \mu^{B}}(X)=\exp \left\{-\int_{0}^{T} \varphi_{t}(X) d X_{t}-\frac{1}{2} \int_{0}^{T} \varphi_{t}^{2}(X) d t\right\}
$$

(ii) For $H \in\left(0, \frac{1}{4}\right), X$ is a fractional diffusion type process

$$
\begin{equation*}
X_{t}=\bar{B}_{t}^{H}-\int_{0}^{t} \rho(s, t) \varphi_{s}(X) d s \tag{2.24}
\end{equation*}
$$

where $\bar{B}^{H}$ is fBm with $\mathcal{F}_{t}^{\bar{B}^{H}}=\mathcal{F}_{t}^{X}, \varphi_{t}(X)=\int_{0}^{t} L(s, t) d X_{s}$ and

$$
L(s, t):=\frac{\partial}{\partial t} g(s, t) / \sqrt{\frac{d}{d t}\langle M\rangle_{t}}-\frac{\partial}{\partial t} \tilde{\rho}(s, t)
$$

with the kernels $\rho(s, t)$ and $\tilde{\rho}(s, t)$ are defined in (3.20) below. The measures $\mu^{X}$ and $\mu^{B^{H}}$ are equivalent if and only if $H \in\left(0, \frac{1}{4}\right)$ and

$$
\begin{equation*}
\frac{d \mu^{X}}{d \mu^{B^{H}}}(X)=\exp \left\{-\int_{0}^{T} \varphi_{t}(X) d \widetilde{X}_{t}-\frac{1}{2} \int_{0}^{T} \varphi_{t}^{2}(X) d t\right\} \tag{2.25}
\end{equation*}
$$

where $\tilde{X}_{t}=\int_{0}^{t} \tilde{\rho}(s, t) d X_{s}$.
REMARK 2.8. 1. The density formulas in both cases are given in terms of solutions of certain integral equations, rather than reproducing kernels as in [31].

Work in progress indicates that in some statistical applications, such as estimating $H>\frac{3}{4}$ from the sample $X^{T}=\left\{X_{t}, t \in[0, T]\right\}$, integral equations are a more manageable alternative.
2. A similar result holds for the mixed Riemann-Liouville process $X=B+V^{H}$ with $V^{H}$ defined in (2.23). The precise details appear in Section 8 below.
2.3.2. Mixed processes with drift. The canonical representation also yields Girsanov's-type formulas, useful in the likelihood based statistical inference. Consider the process

$$
\begin{equation*}
Y_{t}=\int_{0}^{t} \xi_{s} d s+X_{t}, \quad t \in[0, T] \tag{2.26}
\end{equation*}
$$

where $X$ is defined in (1.2) and $\xi=\left(\xi_{t}\right)$ is a process with continuous paths, satisfying $\mathbb{E} \int_{0}^{T}\left|\xi_{t}\right| d t<\infty$. Assume that $\xi$ is adapted to a filtration $\mathcal{G}=\left(\mathcal{G}_{t}\right)$, with respect to which $M$, introduced in Theorem 2.4, is a martingale.

The choice of the filtration $\mathcal{G}$ can vary in different applications. For example, in filtering problems $\xi$ plays the role of unobserved state process and $X$ is interpreted as the observation noise. If the state process and the noise are independent, then the assumption holds with $\mathcal{G}_{t}:=\mathcal{F}_{t}^{\xi} \vee \mathcal{F}_{t}^{X}$.

If $\xi_{t}$ is a function of $Y_{t}$, then (2.26) becomes a stochastic differential equation with respect to the mixed $\mathrm{fBm} X$. In this case, $\xi$ is adapted to $\mathcal{F}_{t}^{X}$ itself, and hence the natural choice is $\mathcal{G}_{t}:=\mathcal{F}_{t}^{X}$. For example, $\xi_{t}:=a Y_{t}$ with $a \in \mathbb{R}$ corresponds to the mixed fractional Ornstein-Uhlenbeck process

$$
Y_{t}=a \int_{0}^{t} Y_{s} d s+X_{t}, \quad t \in[0, T]
$$

with the drift parameter $a$.
Theorem 2.4 yields a formula for the density of $\mu^{Y}$ with respect to $\mu^{X}$ :
COROLLARY 2.9. The process $Y$ admits the representation

$$
\begin{equation*}
Y_{t}=\int_{0}^{t} \hat{g}(s, t) d Z_{s} \tag{2.27}
\end{equation*}
$$

with $\hat{g}(s, t)$ defined in (2.20), where

$$
Z_{t}=\int_{0}^{t} g(s, t) d Y_{s}, \quad t \in[0, T]
$$

is a $\mathcal{G}$-semimartingale with decomposition

$$
\begin{equation*}
Z_{t}=M_{t}+\int_{0}^{t} \Xi(s) d\langle M\rangle_{s} \tag{2.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\Xi(t)=\frac{d}{d\langle M\rangle_{t}} \int_{0}^{t} g(s, t) \xi_{s} d s \tag{2.29}
\end{equation*}
$$

In particular, $\mathcal{F}_{t}^{Y}=\mathcal{F}_{t}^{Z}$, for all $t \in[0, T]$ and, if

$$
\mathbb{E} \exp \left\{-\int_{0}^{T} \Xi(t) d M_{t}-\frac{1}{2} \int_{0}^{T} \Xi^{2}(t) d\langle M\rangle_{t}\right\}=1
$$

then $\mu^{X} \sim \mu^{Y}$ and

$$
\begin{equation*}
\frac{d \mu^{Y}}{d \mu^{X}}(Y)=\exp \left\{\int_{0}^{T} \widehat{\Xi}(t) d Z_{t}-\frac{1}{2} \int_{0}^{T} \widehat{\Xi}^{2}(t) d\langle M\rangle_{t}\right\} \tag{2.30}
\end{equation*}
$$

where $\widehat{\Xi}(t)=\mathbb{E}\left(\Xi(t) \mid \mathcal{F}_{t}^{Y}\right)$.
In the setting of Theorem 2.2, we have the following analog.
Corollary 2.10. Let $Y$ be the process in (2.26), where $X$ is defined in (1.1) and satisfies the assumptions of Theorem 2.2. Then $Y$ admits the representation

$$
Y_{t}=\int_{0}^{t} \hat{q}(s, t) d Z_{s}
$$

where the process $Z_{t}=\int_{0}^{t} q(s, t) d Y_{s}$ satisfies

$$
Z_{t}=\bar{B}_{t}+\int_{0}^{t} \Xi(s) d s
$$

with $\Xi(s)=\xi_{s}+\int_{0}^{s} L(u, s) \xi_{u} d u$. In particular, $\mathcal{F}_{t}^{Y}=\mathcal{F}_{t}^{Z}$, for all $t \in[0, T]$ and, if

$$
\mathbb{E} \exp \left\{-\int_{0}^{T} \Xi(t) d \bar{B}_{t}-\frac{1}{2} \int_{0}^{T} \Xi^{2}(t) d t\right\}=1
$$

then $\mu^{X} \sim \mu^{Y}$ and

$$
\frac{d \mu^{Y}}{d \mu^{X}}(Y)=\exp \left\{\int_{0}^{T} \widehat{\Xi}(t) d Z_{t}-\frac{1}{2} \int_{0}^{T} \widehat{\Xi}^{2}(t) d t\right\}
$$

where $\widehat{\Xi}(t)=\mathbb{E}\left(\Xi(t) \mid \mathcal{F}_{t}^{Y}\right)$.

## 3. Notation and auxiliary results.

3.1. Weakly singular integral equations. In this section, we review terminology and basic theory of integral equations, relevant to our problem. We will be concerned with the Wiener-Hopf equations on the finite interval [ $0, T], T<\infty$

$$
\begin{equation*}
u(s, t)+\int_{0}^{t} u(r, t) K(r, s) d r=f(s, t), \quad 0<s, t \leq T \tag{3.1}
\end{equation*}
$$

where the kernel $K:[0, T]^{2} \mapsto \mathbb{R}$ and the forcing function $f:[0, T]^{2} \mapsto \mathbb{R}$ are given.

Note that the values of $u(s, t)$ on the sub-diagonal $\{0<s<t \leq T\}$ determine $u(s, t)$ on the super-diagonal. Hence, the problem of solving (3.1) reduces to solving it on the sub-diagonal $\{0<s<t\}$ for all $t \in[0, T]$. In this regard, (3.1) can be interpreted as an evolution equation in the second (forward) variable. Let us stress, however, that we will consider the solution $u$ as a function on $[0, T]^{2}$.

For a fixed $t \in(0, T]$, the restriction of (3.1) to the sub-diagonal:

$$
\begin{equation*}
u(s, t)+\int_{0}^{t} u(r, t) K(r, s) d r=f(s, t), \quad 0<s<t \tag{3.2}
\end{equation*}
$$

is the Fredholm equation of the second kind, whose solvability is very well-known under various conditions (see, e.g., [20]).

In this paper, we will consider weakly singular symmetric nonnegative definite kernels satisfying (2.6). Iterates of $K$ are denoted by $K^{(m)}$ :

$$
\begin{aligned}
K^{(1)}(s, t) & =K(s, t), \\
K^{(m)}(s, t) & =\int_{0}^{T} K^{(m-1)}(s, r) K(r, t) d r, \quad m=2,3, \ldots
\end{aligned}
$$

Recall that for $0<\alpha, \beta<1$

$$
\int_{0}^{T}|s-r|^{-\alpha}|r-t|^{-\beta} d r \leq \begin{cases}C_{1}|s-t|^{1-\alpha-\beta}, & \alpha+\beta>1 \\ C_{2} \log \frac{1}{|s-t|}+C_{3}, & \alpha+\beta=1 \\ C_{4}, & \alpha+\beta<1\end{cases}
$$

where $C_{i}$ 's are constants. Therefore, singularity improves with iterations and eventually disappears.

For weakly singular kernels, equation (3.2) is uniquely solvable in $L^{1}([0, t])$, provided $f(\cdot, t) \in L^{1}([0, t])$. If $f(\cdot, t)$ is bounded on $[0, t]$, so is the solution $u(\cdot, t)$. If the kernel $K$ is continuous outside the diagonal and $f(\cdot, t) \in C([0, t])$, the solution $u(\cdot, t)$ is continuous on [0,t], but typically its derivative has discontinuities at the end points of the interval. The comprehensive accounts of these results can be found in [20,30] and [29].

The following lemma shows that the solution of (3.1) has at most the same type of singularity as the forcing function.

Lemma 3.1. Assume that $|f(s, t)| \leq c|s-t|^{-\beta}$ with constants $c$ and $\beta \in$ $[0,1)$, then the solution of (3.2) satisfies

$$
|u(s, t)| \leq C|s-t|^{-\beta}, \quad s, t \in[0, T]
$$

for some constant $C$.
Proof. Let $m_{0}$ be an integer, such that $\tilde{f}(s, t)=\int_{0}^{t} K^{\left(m_{0}\right)}(s, r) f(r, t) d r$ is bounded. The function

$$
\tilde{u}(s, t)=u(s, t)-f(s, t)-\sum_{m=1}^{m_{0}-1} \int_{0}^{t}(-1)^{m} K^{(m)}(s, r) f(r, t) d r,
$$

solves the equation

$$
\begin{equation*}
\tilde{u}(s, t)+\int_{0}^{t} \tilde{u}(r, t) K(r, s) d r=(-1)^{m_{0}} \tilde{f}(s, t), \quad 0 \leq s \leq t \tag{3.3}
\end{equation*}
$$

Multiplying this equation by $\tilde{u}(s, t)$, integrating and using positive definiteness of the kernel $K$, we get

$$
\int_{0}^{t} \tilde{u}^{2}(s, t) d s \leq \int_{0}^{t} \tilde{u}(s, t) \tilde{f}(s, t) d s
$$

and, by the Cauchy-Schwarz inequality,

$$
\begin{equation*}
\int_{0}^{t} \tilde{u}^{2}(s, t) d s \leq \int_{0}^{t} \tilde{f}^{2}(s, t) d s \leq\|\tilde{f}\|_{\infty}^{2} \tag{3.4}
\end{equation*}
$$

Let $n_{0}$ be the integer such that $K^{\left(n_{0}\right)}$ is bounded, then iterating (3.3) $n_{0}$ times gives

$$
\begin{aligned}
\tilde{u}(s, t)= & \tilde{f}(s, t)+\sum_{m=1}^{n_{0}-1}(-1)^{m} \int_{0}^{t} K^{(m)}(r, s) \tilde{f}(r, t) d r \\
& +(-1)^{n_{0}} \int_{0}^{t} K^{\left(n_{0}\right)}(r, s) \tilde{u}(r, t) d r
\end{aligned}
$$

The first two terms in the right-hand side are bounded, since $\tilde{f}$ is bounded and

$$
\sup _{s \leq T} \int_{0}^{T} K^{(m)}(s, t) d t<\infty \quad \forall m \geq 1
$$

The last term is bounded due to (3.4). It follows that $\tilde{u}(s, t)$ is bounded and therefore $|u(s, t)| \leq C_{1}|s-t|^{-\beta}$ for all $s<t \leq T$ with a constant $C_{1}$. As discussed above, the solution of (3.1) on the super-diagonal is determined by the solution on the sub-diagonal and, therefore, the same bound holds for $t<s \leq T$ possibly with a different constant.

The following lemma shows that certain integrals of the solution are determined by its values on the diagonal.

Lemma 3.2. Assume $f \in C([0, T])$ does not depend on $t$ and the partial derivative $\dot{u}(s, t):=\frac{\partial}{\partial t} u(s, t)$ exists and $\dot{u}(\cdot, t) \in L^{1}([0, t])$, then

$$
\int_{0}^{t} u(s, t) f(s) d s=\int_{0}^{t} u^{2}(s, s) d s
$$

Proof. Multiplying (3.2) by $u(s, t)$ and integrating, we get

$$
\begin{equation*}
\int_{0}^{t} u^{2}(s, t) d s+\int_{0}^{t} \int_{0}^{t} u(r, t) u(s, t) K(r, s) d r d s=\int_{0}^{t} u(s, t) f(s) d s \tag{3.5}
\end{equation*}
$$

and, consequently,

$$
\begin{aligned}
\frac{d}{d t} \int_{0}^{t} u(s, t) f(s) d s= & u^{2}(t, t)+2 u(t, t) \int_{0}^{t} u(r, t) K(r, t) d r \\
& +2 \int_{0}^{t} \dot{u}(r, t)\left(u(r, t)+\int_{0}^{t} u(s, t) K(r, s) d s\right) d r \\
= & u^{2}(t, t)+2 u(t, t)(f(t)-u(t, t))+2 \int_{0}^{t} \dot{u}(r, t) f(r) d r \\
= & -u^{2}(t, t)+2 \frac{d}{d t} \int_{0}^{t} u(r, t) f(r) d r,
\end{aligned}
$$

which gives the claimed identity.
3.1.1. Krein's method. For kernels with certain special structure, the solution of (3.2) with an arbitrary forcing can be expressed in terms of its solution with the unit forcing. The following theorem is an adaptation of Theorem 8.1, Section 8 , Chapter IV in [10].

Theorem 3.3. Assume that the equation

$$
\begin{equation*}
g(s, t)+\int_{0}^{t} g(r, t) K(r, s) d r=1, \quad 0 \leq s \leq t \leq T, \tag{3.6}
\end{equation*}
$$

has a unique continuous solution and $g(t, t) \neq 0, t \in[0, T]$. Then the solution of (3.2) with an arbitrary $f(\cdot, t) \in L^{1}([0, T])$ is given by

$$
\begin{equation*}
u(s, t)=g(s, t) F(t, t)-\int_{s}^{t} g(s, u) \frac{\partial}{\partial u} F(u, t) d u, \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
F(\tau, t)=\frac{1}{g^{2}(\tau, \tau)} \frac{\partial}{\partial \tau} \int_{0}^{\tau} g(s, \tau) f(s, t) d s . \tag{3.8}
\end{equation*}
$$

REMARK 3.4. The result in [10] requires that the forcing function $f$ does not depend on $t$ and is continuous. The extension to integrable $f$ can be carried out through approximation of $f$ by continuous functions in $L^{1}([0, t])$ in the usual way. The formulas (3.7) and (3.8), where $f$ is allowed to depend on $t$, are obtained by treating $t$ in the right-hand side of (3.2) as a fixed parameter, applying the original formula (8.7) in [10] and then equating $t$ to the integration limit. We omit lengthy, but otherwise routine details.

The following class of kernels will be particularly useful for our purposes.
Lemma 3.5. Assume that $f$ does not depend on $t, f \in C_{1}((0, T)) \cap C([0, T])$ and the kernel $K$ has the form

$$
\begin{equation*}
K(s, t)=\chi(s / t)|s-t|^{-\alpha}, \quad 0 \leq \alpha<1 \tag{3.9}
\end{equation*}
$$

with $\chi \in C([0, \infty))$. Then the solution $u(s, t)$ of (3.1) satisfies the following properties:
(i) $u(s, t)$ is continuously differentiable in $t \in(0, T]$ for any $s>0, s \neq t$,
(ii) the derivative $\dot{u}(s, t):=\frac{\partial}{\partial t} u(s, t)$ solves the equation

$$
\begin{equation*}
\dot{u}(s, t)+\int_{0}^{t} \dot{u}(r, t) K(r, s) d r=-u(t, t) K(s, t), \quad 0<s<t \leq T \tag{3.10}
\end{equation*}
$$

and satisfies the bound

$$
|\dot{u}(s, t)| \leq C|s-t|^{-\alpha}, \quad 0 \leq s, t \leq T .
$$

(iii) $\dot{u}(\cdot, t) \in L^{2}([0, t])$ for $\alpha<\frac{1}{2}$.

Proof. (i) The function $u_{t}(x):=u(x t, t), x \in[0,1], t>0$ satisfies the integral equation

$$
u_{t}(x)+t^{1-\alpha} \int_{0}^{1} u_{t}(y) K(x, y) d v=f(x t), \quad u \in[0,1]
$$

As mentioned above, the unique continuous solution exists and in the terminology of [26], any point $\lambda:=t^{1-\alpha}$ is regular. The operator associated with the weakly singular kernel $K$ maps $L^{2}([0,1])$ into itself (see, e.g., Theorem 9.5.1 in [9]). It follows from, for example, the theorem on page 154 in [26], that the resolvent is analytic in $\lambda$, and hence $u_{t}(x)$ is continuously differentiable at $t \in(0, T]$ for all $x \in[0,1]$. Differentiability of $u_{t}(x)$ with respect to $x \in(0,1)$ for continuous $\chi(\cdot)$ can be shown by the method from [30], using the particular form of the kernel $K$. Therefore, the function $u(s, t)=u_{t}(s / t)$ is continuously differentiable at $t>0$ for any $s \in(0, t)$ and, therefore, for $s \in(t, T]$ as well.
(ii) Equation (3.10) is obtained by taking the derivative of both sides of (3.1) and the bound follows from Lemma 3.1.
(iii) Obvious in view of (ii).

The crucial assumption in Theorem 3.3, inherited from Theorem 8.1 in [10], is that the solution of (3.6) does not vanish in the diagonal. This property is guaranteed for symmetric difference kernels of the form $K(s, t)=\kappa(s-t)$ with $\kappa \in L^{1}([-T, T])$ (Theorem 8.2 in [10]). Obviously such nondegeneracy cannot be expected to hold in general (see Example 2.6). The following lemma extends applicability of Krein's method to kernels, introduced in Lemma 3.5:

LEMMA 3.6. The assertion of Theorem 3.3 is true for kernels of the form (3.9).
Proof. We will argue that $g(t, t) \neq 0$ by contradiction. Suppose $g(t, t)=0$ for some $t>0$. Changing the integration variable, equation (3.6) can be rewritten as

$$
g(s, t)+s^{1-\alpha} \int_{0}^{t / s} g(x s, t)|1-x|^{-\alpha} \chi(x) d x=1
$$

Taking the derivative of both sides with respect to $s$ and multiplying by $s$, we get

$$
\begin{aligned}
& s g^{\prime}(s, t)+s^{2-\alpha} \int_{0}^{t / s} x g^{\prime}(x s, t)|1-x|^{-\alpha} \chi(x) d x \\
& \quad=-(1-\alpha) s^{1-\alpha} \int_{0}^{t / s} g(x s, t)|1-x|^{-\alpha} \chi(x) d x
\end{aligned}
$$

where $g^{\prime}(s, t)=\frac{\partial}{\partial s} g(s, t)$ and we used $g(t, t)=0$. Now change the variables back to get

$$
s g^{\prime}(s, t)+\int_{0}^{t} r g^{\prime}(r, t) K(r, s) d r=-(1-\alpha)(1-g(s, t))
$$

Multiplying by $g(s, t)$ and integrating gives

$$
\begin{aligned}
-(1 & -\alpha) \int_{0}^{t} g(s, t) d s+(1-\alpha) \int_{0}^{t} g^{2}(s, t) d s \\
& =\int_{0}^{t} s g^{\prime}(s, t) g(s, t) d s+\int_{0}^{t} \int_{0}^{t} r g^{\prime}(r, t) g(s, t) K(r, s) d r d s \\
& =\int_{0}^{t} r g^{\prime}(r, t) d r=-\int_{0}^{t} g(r, t) d r
\end{aligned}
$$

and, after a rearrangement,

$$
(1-\alpha) \int_{0}^{t} g^{2}(s, t) d s+\alpha \int_{0}^{t} g(s, t) d s=0
$$

By Lemma 3.2, it follows that

$$
(1-\alpha) \int_{0}^{t} g^{2}(s, t) d s+\alpha \int_{0}^{t} g^{2}(s, s) d s=0
$$

This implies that $g(s, t)=0$ for a.e. $s \in[0, t]$, which contradicts (3.6).
COROLLARY 3.7. For the kernel (3.9) and $f(s)=s^{\beta}$ with $\beta \geq 0$, the solution of (3.1) does not vanish on the diagonal, that is, $u(t, t) \neq 0$ for all $t \in(0, T]$.

Proof. The function $\tilde{u}(s, t):=s^{-\beta} u(s, t)$ solves the equation

$$
\tilde{u}(s, t)+\int_{0}^{t} \tilde{u}(r, t)(r / s)^{\beta} K(r, s) d r=1
$$

The claim follows, since the kernel $(r / s)^{\beta} K(r, s)$ satisfies the assumption of Lemma 3.6.

Krein's method reveals yet another useful formula.

COROLLARY 3.8. The function $L(s, t)=\frac{\dot{g}(s, t)}{g(t, t)}$ satisfies the equation (2.2) and

$$
L(s, t)-L(t, s)=\int_{s}^{t} L(s, \tau) L(t, \tau) d \tau, \quad s<t
$$

Proof. Equation (2.2) readily follows from Lemma 3.5. By (3.8),

$$
\begin{aligned}
F(\tau, t) & =-\frac{1}{g^{2}(\tau, \tau)} \frac{\partial}{\partial \tau} \int_{0}^{\tau} g(r, \tau) K(r, t) d r \\
& =-\frac{1}{g^{2}(\tau, \tau)} \frac{\partial}{\partial \tau}(1-g(t, \tau))=\frac{\dot{g}(t, \tau)}{g^{2}(\tau, \tau)}
\end{aligned}
$$

and, integrating by parts in (3.7), we get

$$
\begin{aligned}
L(s, t) & =\frac{\dot{g}(t, s)}{g(s, s)}+\int_{s}^{t} \frac{\dot{g}(t, \tau)}{g^{2}(\tau, \tau)} \dot{g}(s, \tau) d \tau \\
& =L(t, s)+\int_{s}^{t} L(s, \tau) L(t, \tau) d \tau
\end{aligned}
$$

3.2. Stochastic integral representation. Consider the process $X$ defined in (1.1) and let $\eta$ be a random variable, such that the pair ( $\eta, X_{t}$ ) forms a Gaussian process. Then $\mathbb{E}\left(\eta \mid \mathcal{F}_{t}^{X}\right)$ belongs to the closure $\mathcal{H}_{t}^{X}$ of the linear combinations of the increments of $X$ in $L^{2}(\Omega, \mathbb{P})$. What is less apparent is that this conditional expectation can be expressed as a stochastic integral with respect to $X$. For example, it is not hard to see that such a representation is impossible in Example 2.1.

We will assume that the stochastic integral with respect to the process $G$ is defined on a scalar product space $\Lambda_{t}$ of deterministic functions $f:[0, t] \mapsto \mathbb{R}$, in which simple (piecewise constant) functions are dense. For $f \in \Lambda_{t}$

$$
\int_{0}^{t} f(s) d G_{s}=\lim _{n \rightarrow \infty} \int_{0}^{t} f_{n}(s) d G_{s} \quad \text { in } L^{2}(\Omega, \mathbb{P})
$$

whenever $f_{n} \rightarrow f$ in $\Lambda_{t}$. Also we will assume that

$$
\begin{equation*}
\mathbb{E} \int_{0}^{t} f(s) d G_{s} \int_{0}^{t} h(s) d G_{s}=\langle f, g\rangle_{\Lambda_{t}}, \tag{3.11}
\end{equation*}
$$

and either $L^{2}([0, t]) \subseteq \Lambda_{t}$ or $\Lambda_{t}$ is complete.
All these assumptions hold for a variety of familiar processes, including fBm. Let us stress, however, that they do not exclude the possibility of $\mathcal{H}_{t}^{G}$ being strictly larger than the image of $\Lambda_{t}$ in $L^{2}(\Omega, \mathbb{P})$ under the stochastic integral. For example, not all random variables in $\mathcal{H}_{t}^{B^{H}}$ can be expressed as stochastic integrals with respect to $B^{H}$ (see [25]).

Lemma 3.9. Under the above assumptions,

$$
\mathbb{E}\left(\eta \mid \mathcal{F}_{t}^{X}\right)=\mathbb{E} \eta+\int_{0}^{t} h(s, t) d X_{t}
$$

with a unique function $h(\cdot, t) \in L^{2}([0, t]) \cap \Lambda_{t}$.
Proof. Following the arguments of the proof of Lemma 10.1 in [21], let $t_{i}=$ $t i / 2^{n}, i=0, \ldots, 2^{n}$ and $\mathcal{F}_{t, n}^{X}=\sigma\left\{X_{t_{i}}-X_{t_{i-1}}, i=1, \ldots, 2^{n}\right\}$. Then $\mathcal{F}_{t, n}^{X} \nearrow \mathcal{F}_{t}^{X}$ and by the martingale convergence

$$
\begin{equation*}
\lim _{n} \mathbb{E}\left(\eta \mid \mathcal{F}_{t, n}^{X}\right)=\mathbb{E}\left(\eta \mid \mathcal{F}_{t}^{X}\right) \quad \text { in } L^{2}(\Omega, \mathbb{P}) \tag{3.12}
\end{equation*}
$$

By the normal correlation theorem,

$$
\mathbb{E}\left(\eta \mid \mathcal{F}_{t, n}^{X}\right)=\mathbb{E} \eta+\sum_{i=1}^{2^{n}} h_{i-1}^{n}\left(X_{t_{i}}-X_{t_{i-1}}\right),
$$

with constants $h_{i-1}^{n}, i=1, \ldots, 2^{n}$. Define

$$
h_{n}(s, t):=\sum_{i=1}^{2^{n}} h_{i-1}^{n} \mathbf{1}_{\left\{s \in\left[t_{i-1}, t_{i}\right)\right\}},
$$

then

$$
\mathbb{E}\left(\eta \mid \mathcal{F}_{t, n}^{X}\right)=\mathbb{E} \eta+\int_{0}^{t} h_{n}(s, t) d B_{s}+\int_{0}^{t} h_{n}(s, t) d G_{s}
$$

and by independence of $B$ and $G$

$$
\mathbb{E}\left(\mathbb{E}\left(\eta \mid \mathcal{F}_{t, n}^{X}\right)-\mathbb{E}\left(\eta \mid \mathcal{F}_{t, m}^{X}\right)\right)^{2}=\left\|h_{n}-h_{m}\right\|_{2}^{2}+\left\|h_{n}-h_{m}\right\|_{\Lambda_{t}}^{2} .
$$

Therefore, by (3.12)

$$
\begin{aligned}
& \lim _{n} \sup _{m \geq n}\left(\left\|h_{n}-h_{m}\right\|_{2}^{2}+\left\|h_{n}-h_{m}\right\|_{\Lambda_{t}}^{2}\right) \\
& \quad=\limsup _{n} \sup _{m \geq n} \mathbb{E}\left(\mathbb{E}\left(\eta \mid \mathcal{F}_{t, n}^{X}\right)-\mathbb{E}\left(\eta \mid \mathcal{F}_{t, m}^{X}\right)\right)^{2}=0,
\end{aligned}
$$

and hence $h_{n} \rightarrow h$ in $L^{2}([0, t])$ by its completeness. Since we assumed that either $L^{2}([0, t]) \subseteq \Lambda_{t}$ or $\Lambda_{t}$ is complete, $h \in \Lambda_{t}$ as well. The claimed representation now follows, since

$$
\begin{aligned}
& \mathbb{E}\left(\mathbb{E}\left(\eta \mid \mathcal{F}_{t}^{X}\right)-\mathbb{E} \eta-\int_{0}^{t} h(s, t) d B_{s}-\int_{0}^{t} h(s, t) d B_{s}^{H}\right)^{2} \\
& \quad \leq 3 \mathbb{E}\left(\mathbb{E}\left(\eta \mid \mathcal{F}_{t}^{X}\right)-\mathbb{E}\left(\eta \mid \mathcal{F}_{t, n}^{X}\right)\right)^{2}+3\left\|h-h_{n}\right\|_{2}^{2}+3\left\|h-h_{n}\right\|_{\Lambda_{t}}^{2} \xrightarrow{n \rightarrow \infty} 0 .
\end{aligned}
$$

The uniqueness of $h$ is obvious.

REMARK 3.10. In particular, the conclusion of Lemma 3.9 holds, when $G$ satisfies (2.1) with $K$, such that

$$
\sup _{s \leq T} \int_{0}^{T}|K(s, t)| d t<\infty
$$

In this case, (3.11) holds with

$$
\langle f, g\rangle_{\Lambda_{t}}=\int_{0}^{t} \int_{0}^{t} f(s) g(s) K(s, r) d s d r
$$

and $L^{2}([0, t]) \subseteq \Lambda_{t}$. Note that weakly singular kernels as in (2.6) fit this framework.
3.3. Fractional Brownian motion. In the proofs below, we will frequently use a number of well-known formulas, related to fBm. Our main references are [24] and [25].

### 3.3.1. Constants.

$$
\begin{align*}
c_{H} & =\frac{1}{2 H \Gamma(3 / 2-H) \Gamma(H+1 / 2)} \\
\lambda_{H} & =\frac{2 H \Gamma(H+1 / 2) \Gamma(3-2 H)}{\Gamma(3 / 2-H)}  \tag{3.13}\\
\beta_{H} & =c_{H}^{2}\left(\frac{1}{2}-H\right)^{2} \frac{\lambda_{H}}{2-2 H} .
\end{align*}
$$

3.3.2. Spaces and operators. For $f:[0, t] \mapsto \mathbb{R}$, define the operators

$$
\begin{equation*}
(\Psi f)(s, t)=-2 H \frac{d}{d s} \int_{s}^{t} f(r) r^{H-1 / 2}(r-s)^{H-1 / 2} d r, \quad 0 \leq s \leq t \tag{3.14}
\end{equation*}
$$

and

$$
(\Phi f)(s)=\frac{d}{d s} \int_{0}^{s} f(r) r^{1 / 2-H}(s-r)^{1 / 2-H} d r, \quad 0 \leq s \leq t
$$

These formulas can be readily expressed in terms of the Riemann-Liouville fractional integrals and derivatives; see [25]. The respective inverse operators are given by

$$
\begin{equation*}
\left(\Psi^{-1} g\right)(s, t)=-c_{H} s^{1 / 2-H} \frac{d}{d s} \int_{s}^{t} g(r, t)(r-s)^{1 / 2-H} d r \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\Phi^{-1} g\right)(s)=2 H c_{H} s^{H-1 / 2} \frac{d}{d s} \int_{0}^{s} g(r)(s-r)^{H-1 / 2} d r \tag{3.16}
\end{equation*}
$$

Let us define the space

$$
\Lambda_{t}^{H-1 / 2}:=\left\{f:[0, t] \mapsto \mathbb{R} \text { such that } \int_{0}^{t}\left(s^{1 / 2-H}(\Psi f)(s, t)\right)^{2} d s<\infty\right\}
$$

with the scalar product

$$
\begin{equation*}
\langle f, g\rangle_{\Lambda_{t}^{H-1 / 2}}:=\frac{2-2 H}{\lambda_{H}} \int_{0}^{t} s^{1-2 H}(\Psi f)(s, t)(\Psi g)(s, t) d s \tag{3.17}
\end{equation*}
$$

The inclusion $L^{2}([0, t]) \subset \Lambda_{t}^{H-1 / 2}$ holds for $H>\frac{1}{2}$ and fails for $H<\frac{1}{2}$ (see Remark 4.2 in [25]).

The expression in (3.17) can be rewritten as

$$
\begin{equation*}
\langle f, g\rangle_{\Lambda_{t}^{H-1 / 2}}=H \int_{0}^{t} f(r) \frac{d}{d r} \int_{0}^{t} g(u)|r-u|^{2 H-1} \operatorname{sign}(r-u) d u d r \tag{3.18}
\end{equation*}
$$

which for $H>\frac{1}{2}$ becomes

$$
\langle f, g\rangle_{\Lambda_{t}^{H-1 / 2}}=\int_{0}^{t} \int_{0}^{s} K_{H}(u, v) f(u) g(v) d u d v
$$

with kernel $K_{H}$ defined in (2.15).
Finally, for any $H \in(0,1)$ and $f, g \in L^{2}([0, t]) \cap \Lambda_{t}^{H-1 / 2}$, the following identity holds:

$$
\begin{equation*}
\int_{0}^{t} f(s) g(s) d s=c_{H} \int_{0}^{t}(\Psi f)(s, t)(\Phi g)(s) d s \tag{3.19}
\end{equation*}
$$

3.3.3. Representation formulas for $f B m$. The stochastic integral with respect to $\mathrm{fBm}, \int_{0}^{t} f(s) d B_{s}^{H}$, can be defined for $f \in \Lambda_{t}^{H-1 / 2}$ in the usual way (see [25]). Integrals with kernels

$$
\begin{align*}
& \rho(s, t)=\sqrt{\frac{2-2 H}{\lambda_{H}}} s^{1 / 2-H}(\Psi 1)(s, t),  \tag{3.20}\\
& \tilde{\rho}(s, t)=\sqrt{\frac{2-2 H}{\lambda_{H}}}\left(\Psi^{-1} u^{H-1 / 2}\right)(s, t),
\end{align*}
$$

transform fBm into standard Brownian motion and vise versa. Namely,

$$
B_{t}^{H}=\int_{0}^{t} \rho(s, t) d W_{s}
$$

where

$$
W_{t}=\int_{0}^{t} \tilde{\rho}(s, t) d B_{s}^{H}
$$

is a standard Brownian motion. More generally,

$$
\int_{0}^{t} f(s) d B_{s}^{H}=\int_{0}^{t} \sqrt{\frac{2-2 H}{\lambda_{H}}} s^{1 / 2-H}(\Psi f)(s, t) d W_{s}
$$

and

$$
\int_{0}^{t} f(s) d W_{s}=\int_{0}^{t} \sqrt{\frac{2-2 H}{\lambda_{H}}}\left(\Psi^{-1} u^{H-1 / 2} f(u)\right)(s, t) d B_{s}^{H}
$$

It follows that

$$
\mathbb{E} \int_{0}^{t} f(u) d B_{u}^{H} \int_{0}^{s} g(v) d B_{v}^{H}=\langle f, g\rangle_{\Lambda_{t}^{H-1 / 2}}
$$

4. Proof of Theorem 2.2. As mentioned in Section 3.1, for kernels of the form (2.6), equation (2.2) has a unique solution $L(\cdot, t) \in L^{1}([0, t])$. Let

$$
W_{t}=\int_{0}^{t} \phi(s) d B_{s}
$$

with $\phi(s)=1-\int_{0}^{s} L(r, s) d r$, and define the martingale $\bar{B}_{t}:=\mathbb{E}\left(W_{t} \mid \mathcal{F}_{t}^{X}\right)$. By Lemma 3.9 (see Remark 3.10)

$$
\bar{B}_{t}=\int_{0}^{t} q(s, t) d X_{s}
$$

where $q$ solves the integral equation (2.9). A direct substitution shows that the unique solution is given by

$$
q(s, t)=1+\int_{s}^{t} L(s, r) d r
$$

and hence

$$
\langle\overline{\boldsymbol{B}}\rangle_{t}=\mathbb{E} \overline{\boldsymbol{B}}_{t}^{2}=\mathbb{E} \overline{\boldsymbol{B}}_{t} W_{t}=\int_{0}^{t} q(s, t) \phi(s) d s \stackrel{\dagger}{=} \int_{0}^{t} q^{2}(s, s) d s=t
$$

where the equality $\dagger$ holds by Lemma 3.2 and the last equality holds since $q(s, s)=1$. By the Lévy theorem, $\bar{B}$ is a Brownian motion in filtration $\mathcal{F}_{t}^{X}$.

Let us check that $\mathcal{F}_{t}^{\bar{B}}=\mathcal{F}_{t}^{X}$. Since $\mathcal{F}_{t}^{\bar{B}} \subseteq \mathcal{F}_{t}^{X}$, the process $D_{t}=X_{t}-\mathbb{E}\left(X_{t} \mid \mathcal{F}_{t}^{\bar{B}}\right)$ is $\mathcal{F}_{t}^{X}$-adapted, and hence admits the representation

$$
D_{t}=\int_{0}^{t} h(s, t) d X_{s}
$$

for some $h(\cdot, t) \in L^{2}([0, T])$. On the other hand, by the orthogonality property of conditional expectation, $\mathbb{E} D_{t} \bar{B}_{s}=0$ for all $s \leq t$. Let us show that this condition
implies $h(s, t)=0$ for all $s \leq t$, that is, $D_{t}=0$. To this end, we have

$$
\begin{aligned}
\mathbb{E} D_{t} \bar{B}_{s} & =\mathbb{E} \int_{0}^{t} h(u, t) d X_{u} \int_{0}^{s} q(u, s) d X_{u} \\
& =\int_{0}^{s} h(u, t) q(u, s) d u+\int_{0}^{t} h(u, t) \int_{0}^{s} q(v, s) K(v, u) d v d u \\
& =\int_{0}^{s} h(u, t) q(u, s) d u+\int_{0}^{t} h(u, t)(\varphi(u)-q(u, s)) d u \\
& =\int_{0}^{t} h(u, t) \varphi(u) d u-\int_{s}^{t} h(u, t) q(u, s) d u,
\end{aligned}
$$

where we used (2.9). Since $\mathbb{E} D_{t} \bar{B}_{s}=0$ for all $s \leq t$, taking the derivative with respect to $s$, we obtain the Volterra equation for $h(s, t)$ :

$$
\begin{equation*}
h(s, t)-\int_{s}^{t} h(u, t) L(u, s) d u=0, \quad s \leq t . \tag{4.1}
\end{equation*}
$$

Recall that $L$ solves equation (2.2), and thus by Lemma 3.1, $|L(s, t)| \leq C|s-t|^{-\alpha}$ with a constant $C$. Iterating (4.1) sufficient number of times, it follows that $h$ also solves the Volterra equation with a bounded kernel. Such equations are well known to have a unique solution, and hence $h(s, t) \equiv 0$. Consequently, $X_{t}=\mathbb{E}\left(X_{t} \mid \mathcal{F}_{t}^{\bar{B}}\right)$ and $\mathcal{F}_{t}^{\bar{B}}=\mathcal{F}_{t}^{X}$.

Finally, the inverse transformation (2.10) follows from the normal correlation theorem:

$$
\begin{aligned}
\hat{q}(s, t) & =\frac{\partial}{\partial s} \mathbb{E} X_{t} \bar{B}_{s}=\frac{\partial}{\partial s} \mathbb{E} X_{t} \int_{0}^{s} q(r, s) d X_{r} \\
& =\frac{\partial}{\partial s}\left(\int_{0}^{s} q(r, s) d r+\int_{0}^{t} \int_{0}^{s} K(r, u) q(r, s) d r d u\right) \\
& =\frac{\partial}{\partial s}\left(\int_{0}^{s} q(r, s) d r+\int_{0}^{t}(\phi(u)-q(u, s)) d u\right) \\
& =-\frac{\partial}{\partial s} \int_{s}^{t} q(r, s) d r .
\end{aligned}
$$

5. Proof of Theorem 2.4. Let us first sketch the main steps of the proof. Our candidate for the innovation process is the martingale $M_{t}=\mathbb{E}\left(B_{t} \mid \mathcal{F}_{t}^{X}\right)$. We argue that it can be represented as a stochastic integral with respect to $X$ and then identify the integrand as the solution of equation (2.17). This equation is solved by reduction to a weakly singular integral equation, whose precise form depends on whether $H$ is greater or less than $\frac{1}{2}$. The quadratic variation $\langle M\rangle_{t}$ is then expressed as an integral of the solution on the diagonal, which gives the formula (2.18).

The claimed assertions are obvious for the case $H=\frac{1}{2}$, which we exclude from the consideration thereafter.

### 5.1. Proof of part (i).

5.1.1. The equation (2.17) and its alternative forms. The following theorem proves part (i) of Theorem 2.4 and elaborates on the structure of equation (2.17).

THEOREM 5.1. The representation (2.16) holds with $g(s, t), s \leq t$, being the unique continuous solution of the following equations:
(i) for $H \in(0,1]$, the integro-differential equation (2.17),
(ii) for $H \in(0,1)$, the fractional integro-differential equation

$$
\begin{equation*}
c_{H}(\Phi g)(s)+\frac{2-2 H}{\lambda_{H}}(\Psi g)(s, t) s^{1-2 H}=c_{H}(\Phi 1)(s), \quad s \in(0, t] \tag{5.1}
\end{equation*}
$$

(iii) for $H \in\left(\frac{1}{2}, 1\right]$, the weakly singular integral equation

$$
\begin{equation*}
g(s, t)+\int_{0}^{t} g(r, t) K_{H}(r, s) d r=1, \quad s \in(0, t] \tag{5.2}
\end{equation*}
$$

with kernel $K_{H}$, defined in (2.15),
(iv) for $H \in\left(0, \frac{1}{2}\right)$, the weakly singular integral equation

$$
\begin{align*}
& g(s, t)+\beta_{H} t^{-2 H} \int_{0}^{t} g(r, t) K^{H}\left(\frac{r}{t}, \frac{s}{t}\right) d r \\
& =c_{H} s^{1 / 2-H}(t-s)^{1 / 2-H}, \quad s \in[0, t], \tag{5.3}
\end{align*}
$$

with the kernel

$$
\begin{equation*}
K^{H}(u, v)=|u-v|^{-2 H} N(u, v) \tag{5.4}
\end{equation*}
$$

where $N \in C\left([0,1]^{2}\right)$ is given in (5.6) below.
Proof. By Lemma 3.9, there exists a function $g(\cdot, t) \in L^{2}([0, t]) \cap \Lambda_{t}^{H-1 / 2}$, such that

$$
M_{t}=\mathbb{E}\left(B_{t} \mid \mathcal{F}_{t}^{X}\right)=\int_{0}^{t} g(s, t) d X_{s}
$$

To verify the representation (2.16), we have to check that $g(s, t)$ uniquely solves each one of the equations in (i)-(iv). To this end, we will argue that $g(s, t)$ satisfies the equation from (ii) for almost every $s \in[0, t]$. Then we show that this equation reduces to (iii) for $H>\frac{1}{2}$ and to (iv) for $H<\frac{1}{2}$. These weakly singular integral equations are well known to have unique continuous solutions and, therefore, $g(s, t)$, in fact, satisfies (ii) for all $s \in[0, t]$. Finally, we will argue that (ii) and (i) share the same solution.

For any test function $\varphi \in L^{2}([0, t]) \cap \Lambda_{t}^{H-1 / 2}$, the orthogonality property of the conditional expectation implies

$$
\begin{align*}
0= & \mathbb{E}\left(B_{t}-\int_{0}^{t} g(s, t) d X_{s}\right) \int_{0}^{t} \varphi(s) d X_{s} \\
= & \int_{0}^{t} \varphi(s) d s-\int_{0}^{t} \varphi(s) g(s, t) d s \\
& -\frac{2-2 H}{\lambda_{H}} \int_{0}^{t} s^{1-2 H}(\Psi g)(s, t)(\Psi \varphi)(s, t) d s  \tag{5.5}\\
= & \int_{0}^{t}(\Psi \varphi)(s, t)\left(c_{H}(\Phi 1)(s) d s-c_{H}(\Phi g)(s, t)\right. \\
& \left.-\frac{2-2 H}{\lambda_{H}} s^{1-2 H}(\Psi g)(s, t)\right) d s,
\end{align*}
$$

where we used the identity (3.19). Since $\varphi$ can be an arbitrary differentiable function, $g(s, t)$ satisfies (5.1) for almost all $s \in[0, t]$.

Applying the transformation (3.16) with $H>\frac{1}{2}$ to equation (5.1), a direct calculation shows that $g(s, t)$ satisfies (5.2). This weakly singular equation is well known to have a unique solution (see, e.g., [30]), continuous on [ $0, t$ ]. Since the transformation (3.16) is invertible, $g(s, t)$ is also the unique continuous solution of (5.1) for $H>\frac{1}{2}$.

Similarly, equation (5.3) is obtained for $H<\frac{1}{2}$ by multiplying (5.1) by $\frac{\lambda_{H}}{2-2 H} s^{2 H-1}$ and applying the transformation $\Psi^{-1}$. A calculation shows that

$$
K^{H}(u, v)=(u v)^{1 / 2-H} \int_{u \vee v}^{1} r^{2 H-1}(r-u)^{-1 / 2-H}(r-v)^{-1 / 2-H} d r
$$

and changing the integration variable to $x:=\frac{1-v}{u-v} \frac{r-u}{1-r}$ we get (5.4), where

$$
\begin{align*}
N(u, v)= & \left(\frac{a}{b}\right)^{1 / 2-H}  \tag{5.6}\\
& \times \int_{0}^{\infty} x^{-1 / 2-H}(1+x)^{-1 / 2-H}\left(1+\left(1-\frac{a}{b}\right) x\right)^{2 H-1} d x
\end{align*}
$$

with

$$
a=\frac{u}{1-u} \wedge \frac{v}{1-v}, \quad b=\frac{u}{1-u} \vee \frac{v}{1-v} .
$$

For $H<\frac{1}{2}$ the function $N$ is continuous and thus kernel $K^{H}$ is weakly singular. Since the right-hand side of (5.3) is a continuous function for $H<\frac{1}{2}$, this equation has a unique solution, continuous on $[0, t]$. This completes the proof of (iv) and, in turn, of (ii).

Further, the identity (3.18) and orthogonality property (5.5) imply

$$
\begin{aligned}
0 & =\int_{0}^{t} \varphi(s) d s-\int_{0}^{t} \varphi(s) g(s, t) d s-\frac{2-2 H}{\lambda_{H}} \int_{0}^{t} s^{1-2 H}(\Psi g)(s, t)(\Psi \varphi)(s, t) d s \\
& =\int_{0}^{t} \varphi(s)\left(1-g(s, t)-H \frac{d}{d s} \int_{0}^{t} g(r, t)|s-r|^{2 H-1} \operatorname{sign}(s-r) d r\right) d s
\end{aligned}
$$

The assertion (i) follows, in view of arbitrariness of $\varphi$ and unique solvability of (5.1). Finally, for $t \in[0, T]$,

$$
\langle M\rangle_{t}=\mathbb{E} M_{t}^{2}=\mathbb{E} B_{t} M_{t}=\mathbb{E} B_{t} \int_{0}^{t} g(s, t) d X_{s}=\int_{0}^{t} g(s, t) d s
$$

5.2. Proof of part (ii) for $H>\frac{1}{2}$. Note that in this case, the derivative and integration in (3.14) can be interchanged, and hence

$$
(\Psi g)(s, t)=2 H\left(H-\frac{1}{2}\right) \int_{s}^{t} g(r, t) r^{H-1 / 2}(r-s)^{H-3 / 2} d r, \quad 0 \leq s \leq t
$$

and $(\Psi g)(t, t)=0$ for all $t \in[0, T]$. Therefore, (2.18) holds by (2.16) and Lemma 3.2, and, in fact,

$$
\begin{equation*}
\langle M\rangle_{t}=\int_{0}^{t} g^{2}(s, s) d s>0 \tag{5.7}
\end{equation*}
$$

Since $g(t, t)>0$ for all $t \in[0, T]$ there exists a function $\hat{g}(\cdot, t) \in L^{2}([0, t])$, such that

$$
\mathbb{E}\left(X_{t} \mid \mathcal{F}_{t}^{M}\right)=\int_{0}^{t} \hat{g}(s, t) d M_{s}, \quad t \in[0, T] .
$$

By the normal correlation theorem,

$$
\hat{g}(s, t)=\frac{d}{d\langle M\rangle_{s}} \mathbb{E} X_{t} M_{s},
$$

and the formula (2.20) follows, since

$$
\begin{align*}
\mathbb{E} X_{t} M_{s} & =\int_{0}^{s} g(r, s) \frac{\partial}{\partial r} \mathbb{E} X_{t} X_{r} d r \\
& =\int_{0}^{s} g(r, s) d r+H \int_{0}^{s} g(r, s)\left(r^{2 H-1}+(t-r)^{2 H-1}\right) d r \\
& =\langle M\rangle_{s}+\int_{0}^{t} H \frac{d}{d \tau} \int_{0}^{s} g(r, s)|r-\tau|^{2 H-1} \operatorname{sign}(r-\tau) d r d \tau  \tag{5.8}\\
& =\langle M\rangle_{s}+\int_{0}^{t}(1-g(\tau, s)) d \tau
\end{align*}
$$

It is left to check that $\mathcal{F}_{t}^{X}=\mathcal{F}_{t}^{M}$, that is, $\mathbb{E}\left(X_{t} \mid \mathcal{F}_{t}^{M}\right)=X_{t}$ or

$$
\begin{equation*}
\mathbb{E}\left(X_{t}-\mathbb{E}\left(X_{t} \mid \mathcal{F}_{t}^{M}\right)\right)^{2}=\mathbb{E} X_{t}^{2}-\mathbb{E}\left(\mathbb{E}\left(X_{t} \mid \mathcal{F}_{t}^{M}\right)\right)^{2}=0 \tag{5.9}
\end{equation*}
$$

Since $X_{0}=\mathbb{E}\left(X_{0} \mid \mathcal{F}_{0}^{M}\right)=0$, (5.9) holds if

$$
\frac{\partial^{2}}{\partial t \partial s} \int_{0}^{t \wedge s} \hat{g}(r, t) \hat{g}(r, s) d\langle M\rangle_{r}=K_{H}(t, s), \quad s<t
$$

or, by (5.7), if

$$
\begin{equation*}
\dot{\hat{g}}(s, t) \hat{g}(s, s) g^{2}(s, s)+\int_{0}^{s} \dot{\hat{g}}(r, t) \dot{\hat{g}}(r, s) g^{2}(r, r) d r=K_{H}(t, s) \tag{5.10}
\end{equation*}
$$

Further, we have

$$
\begin{aligned}
\hat{g}(t, t) & =1-\frac{1}{g^{2}(t, t)} \int_{0}^{t} \dot{g}(s, t) d s=1-\frac{1}{g^{2}(t, t)}\left(\frac{d}{d t} \int_{0}^{t} g(s, t) d s-g(t, t)\right) \\
& =1-\frac{1}{g^{2}(t, t)}\left(g^{2}(t, t)-g(t, t)\right)=\frac{1}{g(t, t)}
\end{aligned}
$$

and, since $\dot{\hat{g}}(s, t) g(s, s)=-L(t, s),(5.10)$ becomes

$$
\begin{equation*}
-L(t, s)+\int_{0}^{s} L(t, r) L(s, r) d r=K_{H}(t, s) \tag{5.11}
\end{equation*}
$$

Recall that the function $L$, satisfies equation (2.2). Rearranging the terms, multiplying by $L(s, u)$ and integrating gives

$$
\begin{array}{rl}
\int_{0}^{s} & L(t, u) L(s, u) d u+\int_{0}^{s} K_{H}(t, u) L(s, u) d u \\
& =-\int_{0}^{s} \int_{0}^{u} L(r, u) L(s, u) K_{H}(r, t) d r d u \\
& =-\int_{0}^{s}\left(\int_{r}^{s} L(r, u) L(s, u) d u\right) K_{H}(r, t) d r \\
& =-\int_{0}^{s}(L(r, s)-L(s, r)) K_{H}(r, t) d r
\end{array}
$$

where we used Corollary 3.8. The second term on the left-hand side and the last term on the right-hand side cancel out and we get

$$
\int_{0}^{s} L(t, u) L(s, u) d u=-\int_{0}^{s} L(r, s) K_{H}(r, t) d r=L(t, s)+K_{H}(s, t)
$$

which verifies (5.11) and, therefore, (5.9), thus completing the proof.
5.3. An auxiliary process $\tilde{X}$. The proof of (ii) of Theorem 2.4 in the case $H<\frac{1}{2}$ relies on the auxiliary process

$$
\begin{equation*}
\widetilde{X}_{t}=\int_{0}^{t} \tilde{\rho}(s, t) d X_{s} \tag{5.12}
\end{equation*}
$$

where the kernel $\tilde{\rho}$ is defined in (3.20). In this section, we explore some of its properties.

LEMMA 5.2. $\tilde{X}=\widetilde{B}+\widetilde{U}$, where $\widetilde{B}$ is a Brownian motion in its own filtration and $\widetilde{U}$ is a centered Gaussian process with the covariance function, satisfying

$$
\begin{equation*}
\widetilde{K}_{H}(s, t):=\frac{\partial^{2}}{\partial s \partial t} \mathbb{E} \widetilde{U}_{s} \widetilde{U}_{t}=|t-s|^{-2 H} \chi(t / s), \quad s \neq t \tag{5.13}
\end{equation*}
$$

where

$$
\chi(u)=\beta_{H}\left(u \wedge u^{-1}\right)^{1 / 2-H} L\left(\frac{1}{u \vee u^{-1}-1}\right), \quad u \in \mathbb{R}_{+},
$$

and

$$
L(v)=\int_{0}^{v} r^{-1 / 2-H}(1+r)^{-1 / 2-H}\left(1-\frac{r}{v}\right)^{1-2 H} d r
$$

Moreover, $\mathcal{F}_{t}^{X}=\mathcal{F}_{t}^{\widetilde{X}}$ for all $t \in[0, T]$.
Proof. It is well known (see, e.g., [24]), that the integral transformation (5.12) is invertible:

$$
X_{t}=\int_{0}^{t} \rho(s, t) d \widetilde{X}_{s}, \quad t \in[0, T]
$$

where $\rho$ is defined in (3.20). In particular, $\mathcal{F}_{t}^{X}=\mathcal{F}_{t}^{\tilde{X}}, t \in[0, T]$.
Further, it follows from [24] that the process $\widetilde{B}_{t}=\int_{0}^{t} \tilde{\rho}(s, t) d B_{s}^{H}$ is the Brownian motion in its own filtration. Hence, $\widetilde{X}=\widetilde{B}+\widetilde{U}$ with

$$
\tilde{U}_{t}=\int_{0}^{t} \tilde{\rho}(s, t) d B_{s}
$$

and

$$
\widetilde{K}_{H}(s, t)=\frac{\partial^{2}}{\partial s \partial t} \mathbb{E} \tilde{U}_{t} \tilde{U}_{s}=\frac{\partial^{2}}{\partial s \partial t} \int_{0}^{s \wedge t} \tilde{\rho}(r, s) \tilde{\rho}(r, t) d r=\int_{0}^{s \wedge t} \dot{\tilde{\rho}}(r, s) \dot{\tilde{\rho}}(r, t) d r
$$

where $\dot{\tilde{\rho}}(s, t)=\frac{\partial}{\partial t} \tilde{\rho}(s, t)$ and we used the property $\tilde{\rho}(s, s)=0$. The expression in (5.13) is obtained by a direct calculation, using the explicit expression (3.20) for $\tilde{\rho}(s, t)$.
5.4. The martingale $M$ for $H<\frac{1}{2}$. The structure of the martingale $M$ and its relation to the process $\widetilde{X}$ are described in detail in the following lemma.

Lemma 5.3. For $H<\frac{1}{2}$ and $t \in[0, T]$,

$$
\begin{equation*}
M_{t}=\int_{0}^{t} p(s, t) d \widetilde{X}_{s}, \quad\langle M\rangle_{t}=\int_{0}^{t} p^{2}(s, s) d s \tag{5.14}
\end{equation*}
$$

where

$$
\begin{equation*}
p(s, t):=\sqrt{\frac{2-2 H}{\lambda_{H}}} s^{1 / 2-H}(\Psi g)(s, t) \tag{5.15}
\end{equation*}
$$

solves the equation

$$
\begin{array}{ll}
p(s, t)+\int_{0}^{t} p(r, t) \widetilde{K}_{H}(r, s) d r=\sqrt{\frac{2-2 H}{\lambda_{H}}} s^{1 / 2-H} &  \tag{5.16}\\
& 0 \leq s \leq t \leq T
\end{array}
$$

Moreover, $p^{2}(t, t)>0$ for all $t>0$ and $\mathcal{F}_{t}^{M}=\mathcal{F}_{t}^{\tilde{X}}$.
Proof. Let us set $C:=\sqrt{\frac{\lambda_{H}}{2-2 H}}$ for brevity. The equation (5.16) is obtained from equation (5.1) by replacing $g$ in the first term with [see (3.15)]

$$
\begin{aligned}
g(s, t) & =-c_{H} s^{1 / 2-H} \frac{d}{d s} \int_{s}^{t}(\Psi g)(r, t)(r-s)^{1 / 2-H} d r \\
& =-c_{H} C s^{1 / 2-H} \frac{d}{d s} \int_{s}^{t} p(r, t) r^{H-1 / 2}(r-s)^{1 / 2-H} d r
\end{aligned}
$$

Indeed,

$$
\begin{aligned}
& c_{H}(\Phi g)(s) \\
&=-c_{H}^{2} C \frac{d}{d s} \int_{0}^{s} r^{1-2 H}(s-r)^{1 / 2-H} \frac{d}{d r} \\
& \times \int_{r}^{t} p(u, t) u^{H-1 / 2}(u-r)^{1 / 2-H} d u d r \\
&= s^{1 / 2-H} C \int_{0}^{t} p(u, t) \beta_{H}(s u)^{H-1 / 2} \\
& \times \int_{0}^{s \wedge u} r^{1-2 H}(s-r)^{-1 / 2-H}(u-r)^{-1 / 2-H} d r d u \\
&= s^{1 / 2-H} C \int_{0}^{t} p(u, t) \widetilde{K}_{H}(u, s) d u,
\end{aligned}
$$

where we used the definition (5.13) of $\widetilde{K}_{H}$. Equation (5.16) follows, since

$$
c_{H}(\Phi 1)(s)=\frac{2-2 H}{\lambda_{H}} s^{1-2 H} .
$$

Integrating by parts, we get the first formula in (5.14):

$$
\begin{aligned}
& \int_{0}^{t} p(s, t) d \widetilde{X}_{s} \\
& \quad=p(t, t) \widetilde{X}_{t}-\int_{0}^{t} \widetilde{X}_{s} p^{\prime}(s, t) d s \\
& \quad=p(t, t) \widetilde{X}_{t}-\int_{0}^{t} \int_{0}^{s} \tilde{\rho}(r, s) d X_{r} p^{\prime}(s, t) d s
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{0}^{t} p(t, t) \tilde{\rho}(r, s) d X_{r}-\int_{0}^{t} \int_{r}^{t} \tilde{\rho}(r, s) p^{\prime}(s, t) d s d X_{r} \\
& =\int_{0}^{t} \int_{r}^{t} \tilde{\rho}^{\prime}(r, s) p(s, t) d s d X_{r}=\int_{0}^{t} g(s, t) d X_{s}
\end{aligned}
$$

where the last equality holds by a direct calculation, using the definitions (5.12) and (5.15).

The second formula is obtained, using the identity (3.19):

$$
\begin{aligned}
\langle M\rangle_{t} & =\int_{0}^{t} g(s, t) d s=\frac{2-2 H}{\lambda_{H}} \int_{0}^{t} s^{1-2 H}(\Psi g)(s, t) d s \\
& =\sqrt{\frac{2-2 H}{\lambda_{H}}} \int_{0}^{t} p(s, t) s^{1 / 2-H} d s=\int_{0}^{t} p^{2}(s, s) d s
\end{aligned}
$$

where the last equality holds by Lemma 3.2 and $p^{2}(t, t)>0$ for all $t>0$ by Corollary 3.7.

It is left to verify the inclusion $\mathcal{F}_{t}^{\widetilde{X}} \subseteq \mathcal{F}_{t}^{M}$, or equivalently, $\mathbb{E}\left(\widetilde{X}_{t} \mid \mathcal{F}_{t}^{M}\right)=\widetilde{X}_{t}$. Since $\tilde{X}_{t}-\mathbb{E}\left(\tilde{X}_{t} \mid \mathcal{F}_{t}^{M}\right)$ is measurable with respect to $\mathcal{F}_{t}^{\widetilde{X}}$ and $\widetilde{K}_{H}(s, t)$ is weakly singular, it admits the representation (see Remark 3.10)

$$
\tilde{X}_{t}-\mathbb{E}\left(\tilde{X}_{t} \mid \mathcal{F}_{t}^{M}\right)=\int_{0}^{t} h(r, t) d \widetilde{X}_{r}
$$

with $h(\cdot, t) \in L^{2}([0, t])$. By the orthogonality property of the conditional expectation,

$$
\mathbb{E} M_{s} \int_{0}^{t} h(r, t) d \widetilde{X}_{r}=0, \quad s \leq t
$$

Let us show that this condition implies that $h(s, t)=0$ for all $s \leq t$, therefore, completing the proof. Indeed, for $s \leq t$,

$$
\begin{aligned}
\mathbb{E} M_{s} & \int_{0}^{t} h(r, t) d \widetilde{X}_{r} \\
& =\mathbb{E} \int_{0}^{s} p(u, s) d \widetilde{X}_{u} \int_{0}^{t} h(r, t) d \widetilde{X}_{r} \\
& =\int_{0}^{s} p(r, s) h(r, t) d r+\int_{0}^{t} h(r, t) \int_{0}^{s} p(u, s) \widetilde{K}(r, u) d u d r \\
& =\int_{0}^{s} p(r, s) h(r, t) d r+\int_{0}^{t} h(r, t)\left(C r^{1 / 2-H}-p(r, s)\right) d r \\
& =C \int_{0}^{t} h(r, t) r^{1 / 2-H} d r-\int_{s}^{t} h(r, t) p(r, s) d r .
\end{aligned}
$$

Taking the derivative with respect to $s$, we get

$$
h(s, t) p(s, s)-\int_{s}^{t} h(r, t) \dot{p}(r, s) d r=0
$$

and, since $p(s, s)>0$, it follows that $h(s, t)$ solves the Volterra equation

$$
\begin{equation*}
h(s, t)-\int_{s}^{t} h(r, t) \widetilde{L}(r, s) d r=0 \tag{5.17}
\end{equation*}
$$

where $\widetilde{L}(s, t)=\dot{p}(r, s) / p(s, s)$ solves the equation [cf. (2.2)]

$$
\widetilde{L}(s, t)+\int_{0}^{t} \widetilde{L}(r, t) \widetilde{K}_{H}(r, s) d r=-\widetilde{K}_{H}(r, s), \quad 0 \leq s \leq t \leq T
$$

By Lemma 3.1, $|\widetilde{L}(s, t)| \leq C_{1}|s-t|^{-2 H}$ for some constant $C_{1}$. By a sufficient number of iterations, (5.17) becomes the Volterra equation with a continuous kernel, which has a unique solution $h(s, t) \equiv 0$.
5.5. Proof of part (ii) for $H<\frac{1}{2}$. Equation (5.3) with $s:=t$ yields $g(t, t)=0$, $t \geq 0$, since $K^{H}(u, 1) \equiv 0$. Hence, the formula (2.18) holds by Lemma 5.3. The calculations in (5.8) are valid for any $H$, and hence

$$
\mathbb{E}\left(X_{t} \mid \mathcal{F}_{t}^{M}\right)=\int_{0}^{t} \hat{g}(s, t) d M_{s}
$$

where $\hat{g}(s, t)$ is given by (2.20). Finally, $\mathcal{F}_{t}^{M}=\mathcal{F}_{t}^{\widetilde{X}}=\mathcal{F}_{t}^{X}$, by Lemmas 5.3 and 5.2.
6. Proof of Theorem 2.7. As discussed in the Introduction, some of the assertions in this theorem have been previously proved by a number of authors, using different methods. Our objective is to show how all these results can be deduced from the canonical representation of Theorem 2.4. The original contribution here is the new density formula (2.25).
6.1. Proof of (i). The $\mathrm{fBm} B^{H}$ and hence also $X$ have infinite quadratic variation for $H \in\left(0, \frac{1}{2}\right)$. Hence, $X$ is not a semimartingale in its own filtration and a fortiori $\mu^{X}$ and $\mu^{W}$ are singular. For $H=\frac{1}{2}$, the statement of the theorem is evident. Below we focus on the case $H \in\left(\frac{1}{2}, 1\right]$.

REMARK 6.1. The fact that $X$ is not a semimartingale for $H \in\left(\frac{1}{2}, \frac{3}{4}\right]$ implies singularity of $\mu^{X}$ and $\mu^{W}$, but not vise versa. For the sake of completeness, we prove both assertions directly, showing how they stem from the same property of the kernel $K_{H}$ in (2.15).
6.1.1. Equivalence for $H \in\left(\frac{3}{4}, 1\right]$. Recall that for $H>\frac{1}{2}$ the second term in (2.18) vanishes and

$$
\langle M\rangle_{t}=\int_{0}^{t} g^{2}(s, s) d s, \quad t \in[0, T]
$$

By Lemma 3.6, $g(t, t)>0$ for all $t \geq 0$ and the process

$$
\begin{equation*}
\bar{B}_{t}=\int_{0}^{t} \frac{1}{g(s, s)} d M_{s} \tag{6.1}
\end{equation*}
$$

is a Brownian motion in filtration $\mathcal{F}_{t}^{X}$. On the other hand,

$$
\begin{aligned}
M_{t} & =\int_{0}^{t} g(s, t) d X_{s}=\int_{0}^{t} g(s, s) d X_{s}+\int_{0}^{t}(g(r, t)-g(r, r)) d X_{r} \\
& =\int_{0}^{t} g(s, s) d X_{s}+\int_{0}^{t} \int_{r}^{t} \dot{g}(r, s) d s d X_{r} \\
& =\int_{0}^{t} g(s, s) d X_{s}+\int_{0}^{t} \int_{0}^{s} \dot{g}(r, s) d X_{r} d s,
\end{aligned}
$$

where the last equality holds since $\dot{g}(\cdot, s) \in L^{2}([0, s])$ by Lemma 3.5. Hence,

$$
\bar{B}_{t}=\int_{0}^{t} \frac{1}{g(s, s)} d M_{s}=X_{t}+\int_{0}^{t} \int_{0}^{s} \frac{\dot{g}(r, s)}{g(s, s)} d X_{r} d s=: X_{t}+\int_{0}^{t} \varphi_{s}(X) d s
$$

The desired claim follows by the Girsanov theorem (Theorem 7.7 in [21]), once we check

$$
\begin{equation*}
\int_{0}^{T} \mathbb{E} \varphi_{t}^{2}(\bar{B}) d t<\infty \quad \text { and } \quad \int_{0}^{T} \mathbb{E} \varphi_{t}^{2}(X) d t<\infty \tag{6.2}
\end{equation*}
$$

Since $\varphi_{t}(\cdot)$ is a linear functional of $X=B+B^{H}$ and $B$ and $B^{H}$ are independent, it is enough to check only the latter condition. The function $L(s, t)=\frac{\dot{g}(s, t)}{g(t, t)}$ satisfies (2.2), and hence for $H>3 / 4$

$$
\begin{aligned}
\mathbb{E} \varphi_{t}^{2}(X) & =\mathbb{E}\left(\int_{0}^{t} L(r, t) d X_{r}\right)^{2} \\
& =\int_{0}^{t} L^{2}(s, t) d s+\int_{0}^{t} \int_{0}^{t} L(s, t) L(r, t) K_{H}(r, s) d r d s \\
& =\int_{0}^{t} L(s, t)\left(L(s, t)+\int_{0}^{t} L(r, t) K_{H}(r, s) d r\right) d s \\
& =-\int_{0}^{t} L(s, t) K_{H}(s, t) d s \\
& \leq\left(\int_{0}^{t} L^{2}(s, t) d s\right)^{1 / 2}\left(\int_{0}^{t} K_{H}^{2}(s, t) d s\right)^{1 / 2} \\
& =C_{1}\left(\int_{0}^{t} L^{2}(s, t) d s\right)^{1 / 2} t^{2 H-3 / 2} .
\end{aligned}
$$

Since the kernel is positive definite, multiplying (2.2) by $L(s, t)$ and integrating gives

$$
\int_{0}^{t} L^{2}(s, t) d s \leq-\int_{0}^{t} L(s, t) K_{H}(s, t) d s \leq C_{1}\left(\int_{0}^{t} L^{2}(s, t) d s\right)^{1 / 2} t^{2 H-3 / 2}
$$

and consequently

$$
\left(\int_{0}^{t} L^{2}(s, t) d s\right)^{1 / 2} \leq C_{1} t^{2 H-3 / 2}
$$

Plugging this bound back gives $\mathbb{E} \varphi_{t}^{2}(X) \leq C_{1}^{2} t^{4 H-3}$ and in turn

$$
\int_{0}^{T} \mathbb{E} \varphi_{t}^{2}(X) d t \leq C_{1}^{2} \int_{0}^{T} t^{4 H-3} d t=C_{2} T^{4 H-2}
$$

which verifies (6.2) and completes the proof.
6.1.2. Singularity for $H \in\left(\frac{1}{2}, \frac{3}{4}\right]$. Suppose there exists a probability measure $\mathbb{Q}$, equivalent to $\mathbb{P}$, under which $X$ is a Brownian motion in its natural filtration. Since the semimartingale property is preserved under equivalent change of measure, the $\mathbb{P}$-martingale

$$
M_{t}=\int_{0}^{t} g(s, t) d X_{s}, \quad t \in[0, T]
$$

must be a semimartingale under $\mathbb{Q}$. Since $X$ is assumed to be a Brownian motion under $\mathbb{Q}$, this is equivalent to saying that the process

$$
L_{t}:=\int_{0}^{t} g(s, t) d \bar{B}_{s}
$$

with the Brownian motion $\bar{B}$, defined in (6.1), must be a semimartingale under $\mathbb{P}$.
We will argue by contradiction that this is impossible for $H \leq \frac{3}{4}$. To this end, we define

$$
\psi(s, t)=-\int_{s}^{t} g(r, r) \sum_{m=1}^{n_{0}-1}(-1)^{m} K_{H}^{(m)}(r, s) d r, \quad 0<s<t \leq T,
$$

where $n_{0}$ is the least integer greater than $\frac{1}{4 H-2}$. Note that $\psi(\cdot, t) \in L^{2}([0, t])$ and define the processes

$$
\begin{aligned}
U_{t} & :=\int_{0}^{t} \psi(s, t) d \bar{B}_{s}, \\
V_{t} & :=\int_{0}^{t}(g(s, t)-g(s, s)+\psi(s, t)) d \bar{B}_{s},
\end{aligned}
$$

so that

$$
L_{t}=V_{t}+\int_{0}^{t} g(s, s) d \bar{B}_{s}-U_{t}
$$

The second term is a martingale in filtration $\mathcal{F}_{t}^{X}$ and hence, in order to argue that $L$ is not a semimartingale, it is enough to show that:
(a) $U$ has zero quadratic variation, but infinite variation,
(b) $V$ has bounded variation.

Proof of (a). To verify this assertion, we will need an estimate for the variance of increments of $U$. To this end, for any two points $t_{1}, t_{2} \in[0, T]$, such that $0<t_{2}-t_{1}<1$,

$$
\begin{align*}
\mathbb{E}\left(U_{t_{2}}-U_{t_{1}}\right)^{2} & =\mathbb{E}\left(\int_{t_{1}}^{t_{2}} \psi\left(s, t_{2}\right) d \overline{\boldsymbol{B}}_{s}+\int_{0}^{t_{1}}\left(\psi\left(s, t_{2}\right)-\psi\left(s, t_{1}\right)\right) d \overline{\boldsymbol{B}}_{s}\right)^{2}  \tag{6.3}\\
& =\int_{t_{1}}^{t_{2}} \psi^{2}\left(s, t_{2}\right) d s+\int_{0}^{t_{1}}\left(\psi\left(s, t_{2}\right)-\psi\left(s, t_{1}\right)\right)^{2} d s
\end{align*}
$$

To bound the first term, note that

$$
\begin{aligned}
\psi^{2}\left(s, t_{2}\right) & \leq\|g\|_{\infty}^{2} n_{0} \sum_{m=1}^{n_{0}-1}\left(\int_{s}^{t_{2}} K_{H}^{(m)}(s, r) d r\right)^{2} \\
& \leq C_{1} \sum_{m=1}^{n_{0}-1}\left(t_{2}-s\right)^{(4 H-2) m} \leq C_{2}\left(t_{2}-s\right)^{4 H-2}
\end{aligned}
$$

where $\|g\|_{\infty}=\sup _{r \leq T}|g(r, r)|<\infty$, and consequently

$$
\int_{t_{1}}^{t_{2}} \psi^{2}\left(s, t_{2}\right) d s \leq C_{3}\left(t_{2}-t_{1}\right)^{4 H-1}
$$

For the second term, we have

$$
\begin{align*}
\int_{0}^{t_{1}} & \left(\psi\left(s, t_{2}\right)-\psi\left(s, t_{1}\right)\right)^{2} d s \\
= & \int_{0}^{t_{1}}\left(\sum_{m=1}^{n_{0}-1} \int_{t_{1}}^{t_{2}}(-1)^{m} g(r, r) K_{H}^{(m)}(s, r) d r\right)^{2} d s  \tag{6.4}\\
= & \sum_{m=1}^{n_{0}-1} \sum_{\ell=1}^{n_{0}-1} \int_{0}^{t_{1}} \int_{t_{1}}^{t_{2}} \int_{t_{1}}^{t_{2}}(-1)^{m+\ell} g(r, r) g(\tau, \tau) \\
\quad & \times K_{H}^{(m)}(s, r) K_{H}^{(\ell)}(s, \tau) d r d \tau d s
\end{align*}
$$

The dominating term in this sum corresponds to $m=1, \ell=1$ :

$$
\int_{0}^{t_{1}}\left(\int_{t_{1}}^{t_{2}} g(r, r) K_{H}(r, s) d r\right)^{2} d s
$$

We have

$$
\begin{align*}
\int_{0}^{t_{1}} & \left(\int_{t_{1}}^{t_{2}} K_{H}(r, s) d r\right)^{2} d s \\
& =H^{2} \int_{0}^{t_{1}}\left(\left(t_{2}-t_{1}+s\right)^{2 H-1}-s^{2 H-1}\right)^{2} d s  \tag{6.5}\\
& =H^{2}\left(t_{2}-t_{1}\right)^{4 H-1} \int_{0}^{t_{1} /\left(t_{2}-t_{1}\right)}\left((1+u)^{2 H-1}-u^{2 H-1}\right)^{2} d u
\end{align*}
$$

The increasing function

$$
\gamma(y):=H^{2} \int_{0}^{y}\left((1+u)^{2 H-1}-u^{2 H-1}\right)^{2} d u, \quad y \geq 0
$$

satisfies

$$
\begin{array}{ll}
\lim _{y \rightarrow \infty} \gamma(y)=\gamma_{H}, & H \in\left(\frac{1}{2}, \frac{3}{4}\right), \\
\lim _{y \rightarrow \infty} \frac{\gamma(y)}{\log y}=\gamma_{3 / 4}, & H=\frac{3}{4},
\end{array}
$$

with positive constants $\gamma_{H}$. The function $r \mapsto g(r, r)$ is positive and continuous on [ $0, T]$, and hence

$$
c_{4} \leq \int_{0}^{t_{1}}\left(\int_{t_{1}}^{t_{2}} g(r, r) K_{H}(s, r) d r\right)^{2} /\left(t_{2}-t_{1}\right)^{4 H-1} \gamma\left(\frac{t_{1}}{t_{2}-t_{1}}\right) \leq C_{4}
$$

with some positive constants $c_{4}, C_{4}$ for all sufficiently small $t_{2}-t_{1}$. A similar calculation shows that the rest of the terms in (6.4) converge to zero as $t_{2}-t_{1} \rightarrow 0$ at a faster rate and assembling all parts together, we obtain

$$
\begin{equation*}
c_{5} \leq \mathbb{E}\left(U_{t_{2}}-U_{t_{1}}\right)^{2} /\left(t_{2}-t_{1}\right)^{4 H-1} \gamma\left(\frac{t_{1}}{t_{2}-t_{1}}\right) \leq C_{5} . \tag{6.6}
\end{equation*}
$$

Now let $0=t_{0}<t_{1}<\cdots<t_{n}=T$ be an arbitrary partition, then for all $H \in$ $\left(\frac{1}{2}, \frac{3}{4}\right]$

$$
\begin{aligned}
\mathbb{E} \sum_{i=1}^{n}\left(U_{t_{i}}-U_{t_{i-1}}\right)^{2} & \leq C_{5} \sum_{i=1}^{n}\left(t_{i}-t_{i-1}\right)^{4 H-1} \gamma\left(\frac{T}{t_{i}-t_{i-1}}\right) \\
& \leq C_{6} \max _{i}\left(t_{i}-t_{i-1}\right)^{4 H-2} \log \frac{1}{t_{i}-t_{i-1}} \xrightarrow{n \rightarrow \infty} 0
\end{aligned}
$$

that is, $U$ has zero quadratic variation.
On the other hand, since the process $U$ is Gaussian

$$
\begin{aligned}
\mathbb{E} \sum_{i=1}^{n}\left|U_{t_{i}}-U_{t_{i-1}}\right| & \geq \sqrt{\frac{2}{\pi}} c_{5} \sum_{i: t_{i} \geq T / 2}\left(t_{i}-t_{i-1}\right)^{2 H-1 / 2} \gamma^{1 / 2}\left(\frac{T / 2}{t_{i}-t_{i-1}}\right) \\
& \geq c_{6} \min _{i}\left(t_{i}-t_{i-1}\right)^{2 H-3 / 2} \gamma^{1 / 2}\left(\frac{T / 2}{t_{i}-t_{i-1}}\right) \xrightarrow{n \rightarrow \infty} \infty
\end{aligned}
$$

which implies that $U$ has infinite variation (see, e.g., Theorem 4, Chapter 4, Section 9 in [22]).

Proof of (b). For $0<s<t \leq T$

$$
\dot{\psi}(s, t):=\frac{\partial}{\partial t} \psi(s, t)=-g(t, t) \sum_{m=1}^{n_{0}-1}(-1)^{m} K_{H}^{(m)}(s, t)
$$

and hence

$$
\begin{aligned}
\int_{0}^{t} \dot{\psi} & (s, t) K_{H}(r, s) d r \\
& =-\int_{0}^{t}\left(g(t, t) \sum_{m=1}^{n_{0}-1}(-1)^{m} K_{H}^{(m)}(s, t)\right) K_{H}(r, s) d r \\
& =-g(t, t) \sum_{m=1}^{n_{0}-1}(-1)^{m} K_{H}^{(m+1)}(s, t)=g(t, t) \sum_{m=2}^{n_{0}}(-1)^{m} K_{H}^{(m)}(s, t) \\
& =g(t, t) K_{H}(s, t)-\dot{\psi}(s, t)+(-1)^{n_{0}} g(t, t) K_{H}^{\left(n_{0}\right)}(s, t)
\end{aligned}
$$

Adding this expression to the equation for $\dot{g}(s, t)$ [see (3.10)], we get

$$
\begin{aligned}
& (\dot{g}(s, t)+\dot{\psi}(s, t))+\int_{0}^{t}(\dot{g}(r, t)+\dot{\psi}(r, t)) K_{H}(r, s) d r \\
& \quad=(-1)^{n_{0}} g(t, t) K_{H}^{\left(n_{0}\right)}(s, t)
\end{aligned}
$$

By the choice of $n_{0}$, the right-hand side is square integrable and so is the function $\dot{g}(s, t)+\dot{\psi}(s, t), s \in(0, t)$. Since $\psi(s, s)=0$,

$$
\begin{aligned}
V_{t} & =\int_{0}^{t}(g(s, t)-g(s, s)+\psi(s, t)) d \bar{B}_{s} \\
& =\int_{0}^{t} \int_{s}^{t}(\dot{g}(s, r)+\dot{\psi}(s, r)) d r d \bar{B}_{s} \\
& =\int_{0}^{t} \int_{0}^{r}(\dot{g}(s, r)+\dot{\psi}(s, r)) d \bar{B}_{s} d r,
\end{aligned}
$$

and hence $V$ has bounded variation.
6.1.3. $X$ is not a semimartingale for $H \in\left(\frac{1}{2}, \frac{3}{4}\right]$. We will use the representation (2.20), where, for $H>\frac{1}{2}$,

$$
\hat{g}(s, t)=1-\frac{1}{g(s, s)} \int_{0}^{t} L(r, s) d r
$$

We have

$$
\begin{aligned}
X_{t} & =M_{t}-\int_{0}^{t} \frac{1}{g(s, s)} \int_{0}^{t} L(\tau, s) d \tau d M_{s} \\
& =M_{t}-\int_{0}^{t} \int_{0}^{t} L(\tau, s) d \tau d \bar{B}_{s} \\
& =M_{t}-\int_{0}^{t} \int_{0}^{s} L(\tau, s) d \tau d \bar{B}_{s}-\int_{0}^{t} \int_{s}^{t} L(\tau, s) d \tau d \bar{B}_{s}=: M_{t}-N_{t}-U_{t}
\end{aligned}
$$

where $\bar{B}$ is the Brownian motion, defined by (6.1). By Lemma 3.1, the function $\int_{0}^{s} L(\tau, s) d \tau$ is bounded, and hence $M-N$ is a martingale in filtration $\mathcal{F}_{t}^{X}$. To argue that $X$ is not a semimartingale in its own filtration, we will show that $U$ has zero quadratic variation, but infinite variation.

Let $n_{0}$ be the least integer greater than $\frac{1}{4 H-2}$. It then follows from (2.2) that the function

$$
Q(s, t):=\int_{0}^{t} L(r, t) K_{H}^{\left(n_{0}-1\right)}(r, s) d r
$$

satisfies

$$
Q(s, t)+\int_{0}^{t} Q(r, t) K_{H}(r, s) d r=-K_{H}^{\left(n_{0}\right)}(s, t)
$$

and hence $Q(\cdot, t) \in L^{2}([0, t])$. Iterating the equation (2.2), we get

$$
\begin{equation*}
L(s, t)=\sum_{m=1}^{n_{0}-1}(-1)^{m} K_{H}^{(m)}(s, t)+(-1)^{\left(n_{0}-1\right)} Q(s, t) \tag{6.7}
\end{equation*}
$$

Define $\phi(s, t):=\int_{s}^{t} L(\tau, s) d \tau$, then, similar to (6.3),

$$
\begin{equation*}
\mathbb{E}\left(U_{t_{2}}-U_{t_{1}}\right)^{2}=\int_{t_{1}}^{t_{2}} \phi^{2}\left(s, t_{2}\right) d s+\int_{0}^{t_{1}}\left(\phi\left(s, t_{2}\right)-\phi\left(s, t_{1}\right)\right)^{2} d s \tag{6.8}
\end{equation*}
$$

By (6.7),

$$
\begin{aligned}
\phi^{2}(s, t) & \leq C_{1} \sum_{m=1}^{n_{0}-1}\left(\int_{s}^{t} K_{H}^{(m)}(\tau, s) d \tau\right)^{2}+C_{1}\left(\int_{s}^{t} Q(\tau, s) d \tau\right)^{2} \\
& \leq C_{2}|t-s|^{4 H-2}
\end{aligned}
$$

and hence the first term in (6.8) is bounded by

$$
\int_{t_{1}}^{t_{2}} \phi^{2}\left(s, t_{2}\right) d s \leq \int_{t_{1}}^{t_{2}} C_{2}\left(t_{2}-s\right)^{4 H-2} d s \leq C_{3}\left(t_{2}-t_{1}\right)^{4 H-1}
$$

Further,

$$
\begin{aligned}
\int_{0}^{t_{1}}\left(\phi\left(s, t_{2}\right)-\phi\left(s, t_{1}\right)\right)^{2} d s & =\int_{0}^{t_{1}}\left(\int_{t_{1}}^{t_{2}} L(\tau, s) d \tau\right)^{2} d s \\
& =\int_{0}^{t_{1}} \int_{t_{1}}^{t_{2}} \int_{t_{1}}^{t_{2}} L(\tau, s) L(r, s) d \tau d r d s
\end{aligned}
$$

After plugging in the expression (6.7), the dominating term is readily seen to be given by (6.5), and hence as in the previous section the bound (6.6) holds. Consequently, $U$ has infinite variation and zero quadratic variation and thus $X$ is not a semimartingale.

### 6.2. Proof of (ii).

6.2.1. Equivalence for $H<\frac{1}{4}$. By Lemma 5.3,

$$
\begin{aligned}
M_{t} & =\int_{0}^{t} p(s, t) d \widetilde{X}_{s}=\int_{0}^{t} p(s, s) d \tilde{X}_{s}+\int_{0}^{t} \int_{s}^{t} \dot{p}(s, r) d r d \widetilde{X}_{s} \\
& =\int_{0}^{t} p(s, s) d \widetilde{X}_{s}+\int_{0}^{t} \int_{0}^{r} \dot{p}(s, r) d \widetilde{X}_{s} d r .
\end{aligned}
$$

The last equality holds since $\dot{p}(\cdot, t) \in L^{2}([0, t])$ for $H<\frac{1}{4}$ by Lemma 3.5. Hence,

$$
\tilde{X}_{t}=\bar{W}_{t}-\int_{0}^{t} \tilde{\varphi}_{s}(\tilde{X}) d s
$$

where $\bar{W}_{t}=\int_{0}^{t} \frac{d M_{s}}{p(s, s)}$ is a Brownian motion in filtration $\mathcal{F}_{t}^{\widetilde{X}}$ and

$$
\begin{aligned}
\tilde{\varphi}_{t}(\widetilde{X}) & =\int_{0}^{t} \widetilde{L}(s, t) d \widetilde{X}_{s}=\int_{0}^{t} \sqrt{\frac{2-2 H}{\lambda_{H}}}\left(\Psi^{-1} u^{H-1 / 2} \widetilde{L}(u, t)\right)(s, t) d X_{s} \\
& =\int_{0}^{t} L(s, t) d X_{s}=: \varphi_{t}(X)
\end{aligned}
$$

with $\widetilde{L}(s, t):=\frac{\dot{p}(s, t)}{p(t, t)}$. A calculation shows that

$$
\begin{equation*}
L(s, t)=\frac{\dot{g}(s, t)}{p(t, t)}-\dot{\tilde{\rho}}(s, t) \tag{6.9}
\end{equation*}
$$

Since the kernel in (5.4) is weakly singular, by Lemma 3.5, the solution $g(s, t)$ of (5.3) is differentiable with respect to the second variable. Taking the derivative of (5.1), we obtain

$$
c_{H}(\Phi \dot{g})(s)+\frac{2-2 H}{\lambda_{H}}(\Psi \dot{g})(s, t) s^{1-2 H}=0, \quad 0<s<t \leq T
$$

since $g(t, t)=0$ for $H<\frac{1}{2}$. Multiplying this equation by $\frac{\lambda_{H}}{2-2 H} s^{2 H-1}$ and applying $\Psi^{-1}$, it can be seen that $\dot{g}(s, t)$ satisfies [cf. (3.10)]

$$
\begin{equation*}
\dot{g}(s, t)+\beta_{H} t^{-2 H} \int_{0}^{t} \dot{g}(r, t) K^{H}\left(\frac{r}{t}, \frac{s}{t}\right) d r=p(t, t) \dot{\tilde{\rho}}(s, t) \tag{6.10}
\end{equation*}
$$

and plugging (6.9) into this equation yields

$$
L(s, t)+\beta_{H} t^{-2 H} \int_{0}^{t}(L(r, t)+\dot{\tilde{\rho}}(r, t)) K^{H}\left(\frac{r}{t}, \frac{s}{t}\right) d r=0
$$

After applying $\Psi$ and rearranging the terms, it becomes

$$
L(s, t)+\frac{\partial}{\partial s} \int_{0}^{t} L(r, t) \frac{\partial}{\partial r} R(r, s) d r=-\dot{\tilde{\rho}}(s, t)
$$

Assembling all the parts together, we get

$$
\widetilde{X}_{t}=\bar{W}_{t}-\int_{0}^{t} \varphi_{s}(X) d s
$$

and, consequently, the representation (2.24):

$$
X_{t}=\int_{0}^{t} \rho(s, t) d \bar{W}_{t}-\int_{0}^{t} \rho(s, t) \varphi_{s}(X) d s=: \bar{B}_{t}^{H}-\int_{0}^{t} \rho(s, t) \varphi_{s}(X) d s
$$

The density (2.25) is obtained by Girsanov's change of measure as in Section 6.1.1, under which $\widetilde{X}$ is a Brownian motion and, therefore, $X$ is an fBm .
6.2.2. Singularity for $H \geq \frac{1}{4}$. The claim is obvious for $H=\frac{1}{2}$. For $H>\frac{1}{2}$, the process $X$ has positive quadratic variation, and hence cannot be equivalent to fBm with $H>\frac{1}{2}$, whose quadratic variation vanishes.

To prove singularity for $H \in\left[\frac{1}{4}, \frac{1}{2}\right.$ ), suppose there is a probability $\mathbb{Q}$, equivalent to $\mathbb{P}$, under which $X$ is an fBm with the Hurst exponent $H$ in its own filtration. Then $\widetilde{X}_{t}=\int_{0}^{t} \tilde{\rho}(s, t) d X_{s}$, with $\tilde{\rho}(s, t)$ defined in (3.20), is a Brownian motion under $\mathbb{Q}$. By calculations as in Section 6.1 .3 , it can be seen that $\widetilde{X}$ is not a semimartingale for $H \in\left[\frac{1}{4}, \frac{1}{2}\right)$, thus obtaining a contradiction.
7. Proof of Corollaries $\mathbf{2 . 9}$ and 2.10. The proofs of Corollaries 2.9 and 2.10 follow the same pattern and we will omit the details for the latter. The representation (2.28) is obvious in view of (2.16) and the definition (2.29). To prove the inversion formula (2.27), we have to check that

$$
\begin{equation*}
\int_{0}^{t} \xi_{s} d s=\int_{0}^{t} \hat{g}(s, t) \Xi(s) d\langle M\rangle_{s}, \quad t \in[0, T] \tag{7.1}
\end{equation*}
$$

Since this is a pathwise statement and $\xi$ is the only random object, no generality will be lost if $\xi_{t}$ is assumed to be deterministic. For $\xi \in L^{2}([0, t])$, we have

$$
\begin{aligned}
\mathbb{E}\left(\int_{0}^{t} \xi_{s} d B_{s} \mid \mathcal{F}_{t}^{X}\right) & =\mathbb{E}\left(\int_{0}^{t} \xi_{s} d B_{s} \mid \mathcal{F}_{t}^{M}\right) \\
& =\int_{0}^{t} \frac{d}{d\langle M\rangle_{s}}\left(\mathbb{E} M_{s} \int_{0}^{t} \xi_{r} d B_{r}\right) d M_{s} \\
& =\int_{0}^{t} \frac{d}{d\langle M\rangle_{s}}\left(\mathbb{E} \int_{0}^{s} g(r, s) d X_{r} \int_{0}^{t} \xi_{r} d B_{r}\right) d M_{s} \\
& =\int_{0}^{t} \Xi(s) d M_{s}
\end{aligned}
$$

and, using the representation (2.19), we obtain (7.1):

$$
\int_{0}^{t} \xi_{s} d s=\mathbb{E} X_{t} \int_{0}^{t} \xi_{s} d B_{s}=\mathbb{E} X_{t} \int_{0}^{t} \Xi(s) d M_{s}=\int_{0}^{t} \hat{g}(s, t) \Xi(s) d\langle M\rangle_{s}
$$

The formula (2.30) follows from Theorem 7.13 in [21], once we check

$$
\begin{equation*}
\int_{0}^{T} \Xi^{2}(t) d\langle M\rangle_{t}<\infty, \quad \mathbb{P} \text {-a.s. } \tag{7.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E} \int_{0}^{T}|\Xi(t)| d\langle M\rangle_{t}<\infty \tag{7.3}
\end{equation*}
$$

Let us first consider the case $H>\frac{1}{2}$, for which $d\langle M\rangle_{t} / d t=g^{2}(t, t)>0$. By definition (2.29) and continuity of $\xi_{t}$

$$
\Xi(t) g(t, t)=\xi_{t}+\int_{0}^{t} L(s, t) \xi_{s} d s
$$

where $L(s, t)$ solves (2.2). By (ii) of Lemma 3.5, $|L(s, \tau)| \leq c_{1}|s-\tau|^{2 H-2}$ with a constant $c_{1}$ and, therefore,

$$
\begin{aligned}
\left|\int_{0}^{\tau} L(s, \tau) \xi_{s} d s\right| & \leq\left(\int_{0}^{\tau}|L(s, \tau)| \xi_{s}^{2} d s\right)^{1 / 2}\left(\int_{0}^{\tau}|L(s, \tau)| d s\right)^{1 / 2} \\
& \leq c_{2}\left(\int_{0}^{T}|L(s, \tau)| \xi_{s}^{2} d s\right)^{1 / 2}
\end{aligned}
$$

where $c_{2}^{2}=c_{1} \sup _{\tau \in[0, T]} \int_{0}^{T}|s-\tau|^{2 H-2} d s$. Consequently,

$$
\begin{aligned}
\int_{0}^{T} \Xi^{2}(t) d\langle M\rangle_{t} & \leq 2 \int_{0}^{T} \xi_{t}^{2} d t+2 \int_{0}^{T}\left(\int_{0}^{t} L(s, t) \xi_{s} d s\right)^{2} d t \\
& \leq 2 \int_{0}^{T} \xi_{s}^{2} d s+2 c_{2}^{2} \int_{0}^{T} \xi_{s}^{2} \int_{0}^{T}|L(s, t)| d t d s \\
& \leq 2\left(1+c_{2}^{4}\right) \int_{0}^{T} \xi_{t}^{2} d t<\infty
\end{aligned}
$$

which proves (7.2). Condition (7.3) is verified similarly:

$$
\begin{aligned}
\mathbb{E} \int_{0}^{T}|\Xi(t)| d\langle M\rangle_{t} & \leq c_{3} \mathbb{E} \int_{0}^{T}\left|\xi_{t}\right| d t+c_{3} \mathbb{E} \int_{0}^{T}\left|\xi_{s}\right| \int_{0}^{T}|L(s, t)| d s d t \\
& \leq c_{3}\left(1+c_{2}^{2}\right) \mathbb{E} \int_{0}^{T}\left|\xi_{t}\right| d t<\infty
\end{aligned}
$$

where $c_{3}:=\sup _{t \in[0, T]} g(t, t)$.
For $H<\frac{1}{2}$, by Lemma 5.3, $d\langle M\rangle_{t} / d t=p^{2}(t, t)>0$ and, therefore,

$$
\Xi(t) p(t, t)=\xi_{t}+\int_{0}^{t} \frac{\dot{g}(s, t)}{p(t, t)} \xi_{s} d s .
$$

Dividing both sides of equation (6.10) by $p(t, t)$, we see that $H(s, t):=$ $\dot{g}(s, t) / p(t, t)$ solves the equation

$$
H(s, t)+\beta_{H} t^{-2 H} \int_{0}^{t} H(r, t) K^{H}\left(\frac{r}{t}, \frac{s}{t}\right) d r=\dot{\tilde{\rho}}(s, t)
$$

where $\left|K^{H}(s, t)\right| \leq c_{4}|s-t|^{-2 H}$ and $|\dot{\tilde{\rho}}(s, t)| \leq c_{5}|s-t|^{-1 / 2-H}$. Therefore, by Lemma 3.1, $|H(s, t)| \leq c_{6}|s-t|^{-1 / 2-H}$ and the claim follows by the same arguments as in the case $H<\frac{1}{2}$.
8. The mixed Riemann-Liouville process. In this section, we outline the results, obtained by our method, for the mixed Riemann-Liouville process:

$$
X_{t}=B_{t}+V_{t}^{H}, \quad t \in[0, T]
$$

where $V^{H}$ is defined in (2.23).
As mentioned in the Introduction, $V^{H}$ shares many properties with $B^{H}$. In particular, the respective stochastic calculus builds on operators similar to those defined in (3.14)-(3.16). In this case, they are defined in a slightly different way:

$$
\begin{aligned}
(\Psi f)(s, t) & =-2 H \frac{d}{d s} \int_{s}^{t} f(r)(r-s)^{H-1 / 2} d r, \quad 0 \leq s \leq t \\
(\Phi f)(s) & =c_{H} \frac{d}{d s} \int_{0}^{s} f(r)(s-r)^{1 / 2-H} d r
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\Psi^{-1} g\right)(s, t) & =-c_{H} \frac{d}{d s} \int_{s}^{t}(r-s)^{1 / 2-H} g(r) d r \\
\left(\Phi^{-1} g\right)(s) & =\frac{2 H}{c_{H}} \frac{d}{d s} \int_{0}^{s} g(r)(s-r)^{H-1 / 2} d r
\end{aligned}
$$

Stochastic integrals with respect to $V^{H}$ can be defined on the space

$$
\Lambda_{t}:=\left\{f:[0, t] \mapsto \mathbb{R} \text { such that } \int_{0}^{t}(\Psi f)^{2}(s, t) d s<\infty\right\}
$$

with the scalar product

$$
\langle f, g\rangle_{\Lambda_{t}}=\int_{0}^{t}(\Psi f)(s)(\Psi g)(s) d s
$$

The formula (3.19) remains valid and the kernels $\rho$ and $\tilde{\rho}$ become [cf. (3.20)]

$$
\rho(s, t)=(\Psi 1)(s, t), \quad \tilde{\rho}(s, t)=\left(\Psi^{-1} 1\right)(s, t)
$$

so that

$$
V_{t}^{H}=\int_{0}^{t} \rho(s, t) d W_{s}
$$

where

$$
W_{t}=\int_{0}^{t} \tilde{\rho}(s, t) d V_{t}^{H}
$$

is a Brownian motion with $\mathcal{F}_{t}^{W}=\mathcal{F}_{t}^{V^{H}}$. As before, we have

$$
\mathbb{E} \int_{0}^{t} f(u) d V_{u}^{H} \int_{0}^{t} f(r) d V_{r}^{H}=\langle f, g\rangle_{\Lambda_{t}} .
$$

For $H>\frac{1}{2}$, the covariance function of $V^{H}$

$$
\begin{equation*}
R(s, t)=\mathbb{E} V_{t}^{H} V_{s}^{H}=(2 H)^{2} \int_{0}^{s \wedge t}(t-r)^{H-1 / 2}(s-r)^{H-1 / 2} d r \tag{8.1}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
K_{H}(s, t):=\frac{\partial^{2} R(s, t)}{\partial t \partial s}=H^{2}(2 H-1)^{2}|t-s|^{2 H-2} \chi\left(\frac{s}{t}\right), \quad s \leq t \tag{8.2}
\end{equation*}
$$

with $\chi \in C([0,1])$ given by

$$
\chi(u)=\int_{0}^{u /(1-u)} \tau^{H-3 / 2}(1+\tau)^{H-3 / 2} d \tau .
$$

Repeating the proofs with these modifications gives the following analogs of the main results.

THEOREM 8.1. (i) Theorem 2.4 remains valid with $g(s, t)$ solving the equation

$$
\begin{align*}
g(s, t)-\frac{\partial}{\partial s} \int_{0}^{t} R(r, s) \frac{\partial}{\partial r} g(r, t) d r+g(t, t) \frac{\partial}{\partial s} R(s, t)= & 1  \tag{8.3}\\
& 0<s, t \leq T
\end{align*}
$$

where $R(s, t)$ is defined in (8.1), and (2.18) is replaced with

$$
\frac{d}{d t}\langle M\rangle_{t}=g^{2}(t, t)+(\Psi g)^{2}(t, t)>0, \quad t \in[0, T]
$$

(ii) Theorem 2.7 remains valid with $\bar{B}^{H}$ being replaced with the RiemannLiouville process $\bar{V}^{H}$.
(iii) Corollary 2.9 remains valid.

Note that equation (8.3) can be obtained formally from (2.17) through integration by parts. The reason for such a twist is that the first derivative $\partial R(s, t) / \partial s$ of the covariance function $R(s, t)$ is not integrable for $H<\frac{1}{2}$. Let us note that (8.3) also reduces to a weakly singular integral equation with the kernel $K_{H}$ from (8.2) for $H>\frac{1}{2}$ and the kernel

$$
K^{H}(u, v)=|u-v|^{-2 H} \int_{0}^{(1-u) /|u-v|} \tau^{-1 / 2-H}(1+\tau)^{-1 / 2-H} d \tau
$$

for $H<\frac{1}{2}$ (cf. Theorem 5.1).

Acknowledgement. We would like to thank Alain Le Breton for enlightening discussions and his interest in this work.

## REFERENCES

[1] Barton, R. J. and Poor, H. V. (1988). Signal detection in fractional Gaussian noise. IEEE Trans. Inform. Theory 34 943-959. MR0982805
[2] Baudoin, F. and Nualart, D. (2003). Equivalence of Volterra processes. Stochastic Process. Appl. 107 327-350. MR1999794
[3] Bender, C., Sottinen, T. and Valkeila, E. (2011). Fractional processes as models in stochastic finance. In Advanced Mathematical Methods for Finance 75-103. Springer, Heidelberg. MR2792076
[4] Bojdecki, T., Gorostiza, L. G. and Talarczyk, A. (2004). Sub-fractional Brownian motion and its relation to occupation times. Statist. Probab. Lett. 69 405-419. MR2091760
[5] Cheridito, P. (2001). Mixed fractional Brownian motion. Bernoulli 7 913-934. MR1873835
[6] Cheridito, P. (2003). Arbitrage in fractional Brownian motion models. Finance Stoch. 7 533-553. MR2014249
[7] Cheridito, P. (2003). Representations of Gaussian measures that are equivalent to Wiener measure. In Séminaire de Probabilités XXXVII. Lecture Notes in Math. 1832 81-89. Springer, Berlin. MR2053042
[8] Cramér, H. (1964). Stochastic processes as curves in Hilbert space. Teor. Verojatnost. i Primenen. 9 193-204. MR0170375
[9] Edwards, R. E. (1965). Functional Analysis. Theory and Applications. Holt, Rinehart and Winston, New York. MR0221256
[10] Gohberg, I. C. and Kreln, M. G. (1970). Theory and Applications of Volterra Operators in Hilbert Space. Amer. Math. Soc., Providence, RI. MR0264447
[11] Heunis, A. J. (2011). The innovations problem. In The Oxford Handbook of Nonlinear Filtering 425-449. Oxford Univ. Press, Oxford. MR2884604
[12] Hida, T. (1960/1961). Canonical representations of Gaussian processes and their applications. Mem. Coll. Sci. Univ. Kyoto Ser. A. Math. 33 109-155. MR0119246
[13] Hida, T. and Hitsuda, M. (1993). Gaussian Processes. Translations of Mathematical Monographs 120. Amer. Math. Soc., Providence, RI. MR1216518
[14] Hitsuda, M. (1968). Representation of Gaussian processes equivalent to Wiener process. Osaka J. Math. 5 299-312. MR0243614
[15] Houdré, C. and Villa, J. (2003). An example of infinite dimensional quasi-helix. In Stochastic Models (Mexico City, 2002). Contemp. Math. 336 195-201. Amer. Math. Soc., Providence, RI. MR2037165
[16] Kailath, T. (1968). An innovations approach to least-squares estimation. I. Linear filtering in additive white noise. IEEE Trans. Automat. Control AC-13 646-655; comment, ibid. AC-15 (1970), 158-159. MR0309257
[17] Kailath, T. (1970). Likelihood ratios for Gaussian processes. IEEE Trans. Inform. Theory IT-16 276-288. MR0465488
[18] Kailath, T. and Poor, H. V. (1998). Detection of stochastic processes. IEEE Trans. Inform. Theory 44 2230-2259. MR1658799
[19] Kallianpur, G. and Oodaira, H. (1973). Non-anticipative representations of equivalent Gaussian processes. Ann. Probab. 1 104-122. MR0420822
[20] Kress, R. (2014). Linear Integral Equations, 3rd ed. Applied Mathematical Sciences 82. Springer, New York. MR3184286
[21] Liptser, R. S. and Shiryaev, A. N. (2001). Statistics of Random Processes. I, expanded ed. Applications of Mathematics (New York) 5. Springer, Berlin. MR1800857
[22] Liptser, R. Sh. and Shiryayev, A. N. (1989). Theory of Martingales. Mathematics and Its Applications (Soviet Series) 49. Kluwer Academic, Dordrecht. MR1022664
[23] Marinucci, D. and Robinson, P. M. (1999). Alternative forms of fractional Brownian motion. J. Statist. Plann. Inference 80 111-122. MR1713794
[24] Norros, I., Valkeila, E. and Virtamo, J. (1999). An elementary approach to a Girsanov formula and other analytical results on fractional Brownian motions. Bernoulli 571-587. MR1704556
[25] Pipiras, V. and TaQQu, M. S. (2001). Are classes of deterministic integrands for fractional Brownian motion on an interval complete? Bernoulli 7 873-897. MR1873833
[26] RIESZ, F. and Sz.-NAGY, B. (1990). Functional Analysis. Dover, New York. MR1068530
[27] Rozanov, Y. A. (1977). Innovation Processes. V. H. Winston \& Sons, Washington, DC. MR0445595
[28] Shepp, L. A. (1966). Radon-Nikodým derivatives of Gaussian measures. Ann. Math. Statist. 37 321-354. MR0190999
[29] Vainik Ko, G. (1993). Multidimensional Weakly Singular Integral Equations. Lecture Notes in Math. 1549. Springer, Berlin. MR1239176
[30] Vainikko, G. and Pedas, A. (1980/1981). The properties of solutions of weakly singular integral equations. J. Austral. Math. Soc. Ser. B 22 419-430. MR0626933
[31] VAN ZANTEN, H. (2007). When is a linear combination of independent fBm's equivalent to a single fBm? Stochastic Process. Appl. 117 57-70. MR2287103
[32] VAN Zanten, H. (2008). A remark on the equivalence of Gaussian processes. Electron. Commun. Probab. 13 54-59. MR2386062
C. CAI P. Chigansky

School of Mathematical Science Department of Statistics
Nankai University
The Hebrew University of Jerusalem
94 Weijin Road, Nankai Mount Scopus
TiAnjin 300071 JERUSALEM 91905
China IsRAEL
E-MAIL: chunhao_cai@nankai.edu.cn E-MAIL: Pavel.Chigansky@mail.huji.ac.il

M. Kleptsyna<br>Laboratoire Manceau de Mathématiques<br>Université du Maine<br>avenue Olivier Messiaen<br>72085 Le Mans<br>France<br>E-MAIL: marina.kleptsyna@univ-lemans.fr


[^0]:    Received August 2014; revised June 2015.
    ${ }^{1}$ Supported by ISF 558/13 grant.
    ${ }^{2}$ Supported in part by ANR STOSYMAP.
    MSC2010 subject classifications. Primary 60G15; secondary 60G22, 60G30, 60G35.
    Key words and phrases. Gaussian processes, innovation representation, linear filtering, fractional processes, equivalence of measures.

