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ABSTRACT 
Web Science is now well recognized as an interdisciplinary field, 

drawing on research from the computational, natural and social 

sciences. These disciplines bring diverse theoretical and 

methodological approaches, providing alternative perspectives 

and insight into Web activity. Consequently, Web Science faces 

the challenge of developing research methods that transcend 

disciplines, not least in dealing with the epistemological tensions 

between different methodological approaches. As a start, this 

paper argues that, a mixed methods approach is required. To 

demonstrate the affordances of this, the activities of the UK Open 

Government Data community are analyzed by combining 

quantitative computational science techniques with qualitative 

social science methods underpinned by social theory. This 

provides a richer and more detailed analysis than either approach 

alone could offer and one which enables us to apprehend the Web 

as a complex socio-technical phenomenon.  
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INTRODUCTION 

The Web is a large-scale and diverse socio-technical phenomenon 

driven by technical architectures, government policies, business 

economics and the social interactions of billions of people in 

everyday life, In their clarion call for Web Science, Berners-Lee et 

al. [5] insisted that robust and useful understanding of the Web 

would depend on multidisciplinary research, drawing together 

theory and methods from the social sciences, humanities, and 

natural sciences. 

Responding to this call, The Manifesto for Web Science [23] 

outlined some of the theoretical and philosophical questions that 

might be involved in building collaborative research about the 

Web. Halford et al. [23] proposed five principles for this: (1) 

research should be more than the sum of its disciplinary parts, 

aiming for interdisciplinarity  not a smorgasbord of disciplinary 

perspectives on the Web (2) research must attend to the co-

constitutive nature of humans and technologies in the emergent 

Web (3) we must follow the actors – individuals, collectivities and 

technologies - involved in the Web, appreciating the extensive 

nature of the networks (beyond ‘the Web itself’) involved in 

producing and reproducing the Web (4) a range of epistemologies 

and methodologies must be harnessed to understand the Web at 

both  micro and macro level, (5) Web Science should be a critical 

discipline, addressing moral, political and ethical questions about 

the growth and direction of Web development.  

This drive towards a theoretically grounded, multi-disciplinary 

Web Science raises a methodological challenge: what methods 

will enable us to research the Web as a socio-technical 

phenomenon? The principles outlined by Halford et al. [23] 

suggest that we should transcend the methodological divisions 

inherent in the current disciplinary settlement across the human, 

social and natural sciences. Although we would be the first to 

recognize (and welcome) exceptional cases, these divisions can be 

characterized in broad brush-strokes as a continuum from 

positivist epistemology and quantitative method, commonly found 

in  the natural sciences to the interpretivist and qualitative 

approaches associated more strongly with many of the social 

sciences. This paper explores the opportunities and challenges 

involved bringing together approaches from along this continuum 

to build Web Science methodologies. We begin, below, with a 

brief exploration of some of the tensions involved in doing this by 

comparing quantitative modeling approaches to the Web, in 

Computer Science, with the qualitative methods that dominate 

Web research in Sociology. Following this, we draw these 

different methods together to explore the Open Government Data 

(OGD) movement, currently at the forefront of Web development, 

driven by a mix of social and technological agendas. We argue 

that a mixed methods approach, generates more robust and useful 

insights than individual  methodologies and that the persistent 

epistemological tensions may be used, in a positive way,  as 

‘irritants’ to ensure that we maintain a critical perspective on what 

we can know, and how we can know it.  

TWO METHODOLOGICAL APPROACHES  
How can we research the Web as a complex socio-technical 

phenomenon? We begin with a consideration of  two very 

different research paradigms, positivism and 

interpretivism/constructivism which are often respectively 

characterized by either  quantitative or qualitative approaches to 

research [40].  Different methodological approaches are often 

linked with particular disciplines: thus – for instance - studies in 

computer science tend to use quantitative data, underpinned by 

positivist assumptions (whether acknowledged or not) to model 

findings, whereas sociology makes more use of qualitative 

research drawing on interpretive/constructivist perspectives to 

unravel meaning and understanding and to provide explanation of 

the processes producing particular phenomena.  

Research investigating the same phenomena from a quantitative 

and qualitative approach appear to be studying the same thing, but 

may have very different underpinning beliefs and constructs. To 

draw out the distinctive nature of the different approaches we 
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explore three questions: (1) what types of research questions are 

asked? (2) What types of methods are being used? (3) What types 

of knowledge are produced?  

The quantitative paradigm is predicated on empirical research. 

The positivist ontological position is that there is an objective 

truth independent of human thought and action. The goal of 

science in this framework is to measure and analyze causal 

relationships between variables within a value-free framework 

[14]. Quantitative studies use large sample sizes necessary to 

statistical methods used [10] and make predictive, generalizable 

statements [22]. Alternatively, qualitative methods are commonly 

informed by interpretivism [2] and constructivism [22], and by 

perspectives which hold that there are multiple and dynamic 

realities and truths which arise from  both the researcher’s and 

research participants’ construction and understanding  of reality 

[5][43]. The emphasis of qualitative research is on process and 

meaning, and particularly in UK sociology, makes extensive use 

of surveys, interviews and, observational methods. Samples in 

qualitative research are not meant to provide results that can be 

generalized to  other or larger populations, instead they are 

typically purposively chosen to reveal in detail the behaviors and 

understandings of the groups studied [39]. 

Quantitative Web research often borrows techniques and concepts 

from graph theory and  network sciences [8]. These methods rely 

on mathematical proofs and statistically based analytical methods 

to describe the Web. Studies  conducted within the computational 

sciences explore various aspects of the Web; examining the 

dynamics of networks [32] and the modeling of the Web graph 

[42], aimed at understanding the Web’s growth and how it 

evolves over time. There has been an increase in research 

investigating adaptive networks [21], [35], which examine the 

Web as a coevolving network of behavior and network structures, 

using quantitative data and technical analysis to provide an 

understanding of a network’s growth. There also exists research 

which is concerned with the structure of Web communities based 

upon the changes in topology [27] [29], how information cascades 

through traditional social networks [36] and micro-blogging 

social networks [26], and also how the spread of innovation 

occurs [37].  

The quantitative approach has become increasing popular with the 

rise of social network analysis (SNA)  [16]. These studies are 

interested in how messages and information are transmitted [26] 

[33] [13] [34], and in examining the structure and dynamic 

properties of the networks. SNA also include the study of message 

propagation  within social networking systems such as Twitter and 

Facebook, replicating node-and-edge networks based on 

relationships or information passed between users [27]. 

Supporting this area of research, studies have explored computer 

mediated approaches to user modeling [38] [1] and the influence 

of users on message propagation [12] [48] [3]. These studies aim 

to examine and model individual behavioral characteristics within 

social networks, to predict future network developments. 

Consequently, these studies offer mathematical reasoning for the 

patterns and structures observed, but may be  criticized for content 

stripping  and the exclusion of meaning [22], potentially 

overlooking the social nature of the findings. Although some 

studies  attempt to provide context for their observations [7], they 

continue to be grounded by positivism, emphasising the 

verification of an a priori hypothesis. This research  may provide 

positivist methodological rigor, but it  risks glossing over other 

possible findings [22]. 

In contrast, qualitative approaches to researching the Web are 

driven by different types of research questions which, although 

related, are distinguished by alternative theoretical and 

epistemological roots. Especially in the British context, Sociology 

makes extensive use of qualitative methods, and offers a variety of 

theoretical approaches. The philosophical positions that underpin 

qualitative methods result in a different epistemological and 

ontological understanding compared to the quantitative approach. 

The type of questions being asked provides a more nuanced and 

often theoretical understanding of the Web. Examples include: 

how  Web 2.0 in shapes communities and identities [15], the 

development and impact of Web Services [18], the practices and 

integration of online banking [4], or the role that Domain Name 

System has played on shaping the development of the Web [49]. 

These studies are often performed at a small scale, using 

qualitative data collection techniques including, interviews 

observations and focus groups, to develop an understanding of the 

context, practices and effects of socio-technical networks. These 

studies may also draw on qualitative methods to position or 

support their findings, and are often also linked to social theories 

[46] [28] [44], which provide alternative interpretations of the 

findings (or, to put it another way alternative claims to ‘truth’). 

Science and Technology Studies (STS) provide the theoretical 

groundwork for a number of these studies, offering an approach 

that we might use to analyze the Web as a socio-technical 

network. Whilst few studies of the Web to date have drawn on 

this framework, the perspectives developed by Callon [9] and Law 

[31] in other contexts demonstrate how a qualitative account of 

historic events that gives equal weight to social and technical 

actors can be used to understand emergent outcomes or, in this 

case, the evolution of the Web.  

In comparison to a quantitative approach, the qualitative 

approaches provide a smaller-scale yet often richer understanding 

of the phenomena, taking into consideration broader social, 

political and economic factors and influences. Typically these 

Qualitative methods require a text based, and therefore labor 

intensive process of data collection and analysis, which limits the 

size of the studies. Whilst this means that  findings are not 

statistically generalizable to larger populations [39], these 

methods yield analytical and conceptual findings that may be 

transferred to other settings. As qualitative studies often require 

higher levels of researcher engagement with data collection (face 

to face interviews, participant observation) and seek to build 

interpretation they are often regarded as less objective than 

quantitative approaches; potentially allowing multiple 

perspectives and interpretations of the findings, and as a result 

have been open to debate and criticism [40].   

Within these two research paradigms, the research questions 

asked and the knowledge produced are the product of the 

underpinning theoretical, ontological and epistemological 

assumptions. Both present different ways to examine phenomena, 

equally important in their own right; “there are no bad methods, 

just bad research” [22]. 

To further explore these two different approaches and how using 

them together enables a complementary and robust methodology 

for analyzing and understanding the Web, we will now shift our 

focus towards the analysis of a highly active Web community. By 

using methods drawn from both approaches described above we 

aim to demonstrate how the underlying epistemological and 

ontological assumptions drive the studies research questions and 

knowledge produced and demonstrates how a mixed methods 



approach can provide an analysis that draws upon the benefits of 

both quantitative and qualitative research. 

UNDERSTANDING NETWORKS ON THE WEB – 

EXAMINING OGD USING MIXED METHODS 

The case for mixed methods is not new [40], and has already  

been applied to social network analysis [16], research where 

quantitative methods have been used to redress, small scale and 

unrepresentative qualitative findings [40] and, conversely, 

qualitative research has been employed to explore social processes 

and meanings  only indicated in descriptive and inferential 

statistics. Both quantitative and qualitative studies tracing the 

dramatic rise of social networking on the Web have been 

conducted in computer science and sociology [19], exploring 

phenomena involving the dramatic rise in social networking on 

the Web and in society [16]. Computer Science studies tend to 

explore the properties and structure of the communications 

network, whereas sociological studies, focus on why and how 

different people do (or don’t) use tools like Twitter, and the social 

implications of this activity. However what is not clear is the use 

of a mixed methods approach towards understanding the socio-

technical properties of Web activity. 

We will now demonstrate how mixing quantitative and qualitative 

methods enables us to explore the growth of the Web more fully 

than either methodology could offer on its own. The UK Open 

Government Data (OGD) community is used as an exploratory 

case study, providing a good example of current activities shaping 

the evolution of the Web. Following Halford et al. [23] we trace 

socio-technical interactions on-line and off-line, at a micro and a 

macro scale in order to develop a comprehensive understanding of 

how and why the OGD movement is emerging.  

Data Sources 

In order to access online and offline activities around OGD, at 

both macro and micro we access a range of data sources, using 

mixed methods. (1) We explore the on-line community promoting 

OGD by analyzing participants’ use of Twitter and, in particular 

the networks that operate to link individuals and groups. Twitter 

combines elements of social networking and blogging, providing 

each user with their own profile and timeline which contains 

messages that they and those that the individuals/groups that they 

choose to ‘follow’. Based on these ‘following’ relationships, 

networks can be constructed, where nodes represent the users, and 

directed edges are the friendship links between them. Twitter 

users can also send messages containing an explicit link to other 

user(s), using ‘@’ followed by a user’s name (i.e. @johndoe), 

offering an alternative network graph, of users (nodes) and tweets 

(directed edges). These types of relationships and messages are 

shown in Figure 1. Finally, Twitter allows users to copy and 

‘retweet’ other people’s tweets to their own timeline, a process 

known as ‘retweeting’. The retweet present in the retweeter’s 

timeline shows the original author that created the tweet, thus 

displaying the original author to a wider audience, potentially. As 

Figure 2 demonstrates, the process creates a network of users 

(nodes) and retweets between users (directed edges). 

For this paper, a dataset of tweets relating to the #datagovuk 

hashtag was collected; containing 3853 tweets from 2209 unique 

users, during January 2010 till December 2011. The #datagovuk 

hashtag is used by individuals who are tweeting about the 

activities of UK Open Government Data and also data.gov.uk – 

the UK’s central Web portal and repository for published 

government data. Each record in the dataset corresponds to a 

unique tweet using the #datagovuk hashtag, and contains 

information regarding the unique identifier of the tweet and the 

user who made the tweet, a timestamp of tweet creation time, and 

the tweet text. The records are stored in chronological order which 

aids parsing the dataset when examining the dynamic properties of 

the communications.  

(2) A second  source of evidence on the activities of the OGD 

community is derived from the dataset deposit records in 

data.gov.uk (Records were harvested via the data.gov.uk CKAN 

API) have also been collected; and analyzed using repository 

techniques [11]. The collection which spans from June 2009 to 

December 2011 contains 7407 records, grouped by daily intervals. 

Each record contains information regarding its deposit date, the 

dataset owner, and government department that it belongs to. 

(3) Finally, original qualitative data has been collected by 

conducting 15 semi-structured interviews with key stakeholders 

within the Open Government Data community. Participants had 

varying roles within the community, and included civil servants, 

developers, activists, and other interested parties. The interviews 

(which have been anonymised) explored the growth of the UK 

OGD community, concerning issues such as: the role of 

technologies and its importance within the community, the drivers 

and barriers to the adoption of OGD, changes in the community, 

and the future of UK OGD. Also, interviewees were asked to 

identify other key actors known to be influential and well 

regarded in the OGD community. Documentary analysis was also 

conducted, examining a number of Web resources to help 

construct a timeline [45] of events, meetings, and interactions of 

the UK OGD community in order to provide a chronological 

account of the activities that occurred. 

Examining the Activities of the UK Open Government 

Data Community 

Our exploration of the UK OGD community begins with an 

examination of the quantitative data collected. The Twitter data 

provides a way to see how individuals tweeting about #datagovuk 

are communicating with each other which allows us to understand 

the interactions that both drive and reflect the growth of the 

community. Using the data collected, two network graphs can be 
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constructed: a mention network graph, which represents the tweets 

sent between different users, and the retweet network graph, 

which represents the sharing of messages between each other. 

Both provide a different representation of the activities within the 

#datagovuk conversation timeline, revealing important structural 

and dynamic properties that will be then used in combination with 

the qualitative analysis to provide a more informed understanding 

of the UK OGD community’s growth and functioning. 

Figure 3 and 4 illustrate the mention and retweet network graphs, 

respectively; the two graphs represent the harvested Twitter 

#datagovuk tweets, mapping the users (the nodes) and the tweets 

(directed edges) between each other. The layout of the graphs 

were produced using the GEM layout algorithm [20]. A BIN pack 

was then applied to the graph, which provides a tidier view 

arrangement of the network. The inclusion of Figure 3 and 4 not 

only serves as a visual aid to the analysis to follow, but also to 

demonstrate the structural differences that underpin the various 

communications within a social networking service such as 

Twitter.  

 

Table 1. #datagovuk Mention and Retweet Graph Metrics 

Graph Metrics Mention Retweet 

Max. in-Degree 19 79 

Mean. in-Degree 1 1.3 

Max out-Degree 14 17 

Mean out-Degree 1 1.3 

Strongly Connected Components 159 119 

Weakly Connected Components 603 953 

Communities 167 138 

Modularity 0.91 0.83 

 

As a way into the mixed methods approach taken within this 

research, the first step will apply a number of SNA and graph 

theory metrics to the mention and retweet network. Table 1 lists 

various graph metrics which provide a measure of the network 

structural properties that are exhibited by the mention and retweet 

networks.  

We begin by examining the degree metric of the networks, 
which is a representation of the number of edges a user has made 

to other users. The in-degree represents different structures for the 

mention and retweet network; the former being simply the number 

of tweets that a user has had directed to them, the latter being the 

number of their tweets that have been retweeted. Alternatively, the 

out-degree represents the number of edges that a user had made. 

In regards to the mention network, is a representation of the 

number of mentions a user has made, and in the retweet network, 

how many retweets a user has made. Considering the in-degree 

metric, both the retweet and mention network have a fairly low 

average degree, an indication that communications and sharing of 

tweets amongst users is limited. However, with regards to the 

maximum in-degree, the retweet network in comparison to the 

mention network has a much higher value, indicating that there 

are users that have a large number of their tweets retweeted, a 

possible indicator that the tweet contains valuable content [7]. 

Examining the various out-degree metrics for the mention and 

retweet network tells the same story, the mean out-degree are both 

similar, and so are the maximum out-degrees, which could be 

considered a representation of the overall connectivity within the 

network, i.e. are users operating in siloed networks of 

communications rather than conversing to a wide set of 

individuals? This is an interesting question, which will be 

explored in more detail later on within the qualitative analysis. 

Examining the structure of the networks further, we can consider 

the number of weakly and strongly connected components, and 

also the number of communities as a result of the communications 

between users provides further evidence towards understanding 

the network structures. A network is strongly connected if there is 

a path from a node and every other node, in comparison to this, a 

weakly connected network is one where there are not paths to 

from one node to all other nodes. Examining the strongly and 

weakly connected component metrics in Table 1 show that 

although the number of strongly connected components are 

similar for the mention and retweet networks, the number of 

weakly connected components in the retweet network is much 

higher. Putting this into context, this suggests that there exists a 

large number of one-way retweeting of content between users, 

whereas within the mention network there are more two-way 

conversation’s occurring. This again is another finding that will 

be addressed within the qualitative analysis, offering some 

explanation as to why there are one-way steams of 

communication. 

Figure 4. #datagovuk Retweet Network Graph Figure 3. #datagovuk Mention Network Graph 



Further exploring the connectivity and structure of the networks, 

we will now consider the communities and modularity metric, the 

former a metric to determine the number of sub-communities 

within a network, the latter a metric to measure the strength of 

division of the network into the communities. The values for these 

metrics given for the mention and retweet network are reflected in 

the visual representations shown in Figure 3 and 4, the higher 

level of modularity in the mention network indicates a sparsely 

connected network of communities in comparison to the more 

densely connected (between communities) retweet network. 

Furthermore, the larger number of communities within the 

mention network is also apparent in Figure 3, strengthening the 

earlier analytical finding that there exist siloed networks of 

communications. 

  

Table 2. Top 5 Retweeted Users (Names Anonymised) 

Rank Screenname Tweets Retweets 

1 U******** 11 96 

2 N******** 10 53 

3 T******** 1 50 

4 D******** 21 49 

5 H******** 7 34 

 

Examining the temporal activities of the #datagovuk tweets shown 

in Figure 5, the activity levels recorded over the period of January 

2010 to October 2011 show that there is continuous levels of 

tweet activity and at certain points, extremely high number of 

tweets and retweets are occurring. This again prompts some 

interesting questions regarding the overall activities of the Twitter 

network; do certain spikes of activity correspond to important 

changes within the development of the community? The graphs 

shown in Figure 3 and 4 represents only a snapshot of the 

interactions between users; visualizing the activities based over a 

time period provides a way to examine these activities at multiple 

snapshots - some which represent little of no activity of the 

network at all. This can be pushed further, ‘stitching together’ 

analytical snapshots of the network over the timeline of collected 

tweets provides a dynamic perspective of the evolution of the 

network in regards to the number of users participating and the 

fluctuating number of communications. This effectively provides 

another dimension to SNA, which as Scott suggests [41] is an area 

which may reveal great analytical insight. Supporting Figure 5, 

the dynamic analysis of the number of edges over time shown in 

Figure 6 and 7 provide an effective method to ‘slice’ along the 

data, showing that the communications were not as constant as the 

static analysis depicts; instead there is a large amount of variance 

in communication frequency in both the mention and retweet 

network. Again, the qualitative research will complement these 

analytical points raised, unpacking what the different levels of 

Figure 5. #datagovuk Twitter Activity Graph 

Figure 6. #datagovuk Mention Dynamic Number of Edges  

Figure 7. #datagovuk Retweet Dynamic Number of Edges  

Figure 8. Dataset Deposit Activity – data.gov.uk  

Figure 9 Distributions of Deposits between Departments 



activities represent, and what effect they have had on the UK 

OGD community.  

Shifting focus from examining the network at a macro level 

towards a finer micro-level granularity; we can push the analysis 

towards examining the actual users within the #datagovuk 

network. By analyzing the individuals who are participating in the 

#datagovuk communications, they can be sorted by number of 

tweets, mentions and retweets. Building upon existing research 

[12,47]  retweet can be used as a metric to identify important and 

influence users within a Twitter network. Table 2 shows the top 

five users to be retweeted, and reveals that the number of retweets 

that a user receives does not necessarily depend on the number of 

tweets made, as user ‘T********’ tweet to retweet ratio shows. 

Reexamining the network graph in Figure 4, the nodes that are 

highly connected (the large hubs) are potentially the actors 

identified within Table 2.  

Our quantitative analysis also draws upon the deposit activities 

within the data.gov.uk data catalogue. This provides a good way 

of measuring the ‘health’ of the repository, providing insights into 

how it is being ran [11]. Figure 8 represents the datasets grouped 

by date deposited in the data.gov.uk data catalogue. The large 

spike in deposit activity at the end of 2009 (just before 

data.gov.uk was publically launched) followed by the decrease in 

activity is a common trait of repository activity, usually indicating 

the use of batch depositing, rather than the steady release of data. 

However, Figure 8 shows continuous, frequent deposits, an 

indicator of a healthy repository.  Interestingly, the spike in 

dataset deposits at November 2010 corresponds to a rise in 

#datagovuk Twitter activity at the same time as shown in Figure 

5; potentially as the result of the publication of important or 

controversial datasets, which spurred on discussion on Twitter. 

However, the activity levels during Q3 and Q4 of 2011 have 

decreased; an indicator that the ‘health’ of the repository needs 

examining. The datasets can also be examined based on the 

additional metadata collected; the datasets – according to the 

metadata provided – has been deposited by 406 different 

departments. However, as Figure 9 illustrates, the distribution of 

the deposits is not evenly spread across the departments; in fact 

only 16 out of the 406 departments were responsible for 

publishing a substantial proportion (>1%) of the total datasets 

available. 

The quantitative data collected has provided a way to observe the 

activities of the UK OGD community via graph metrics and other 

statistical measures. The SNA has shown that there exists a 

loosely connected network of actors, where some are more 

influential than others. The analysis will now call upon qualitative 

data and methods in order to build upon and draw out further 

issues that the quantitative analysis has already found. At this 

point, we shift from a positivist perspective, towards an 

interpretive understanding of the observed activities. By contrast 

to the quantitative approach, the qualitative analysis will employ a 

sociological socio-technical perspective on the network of humans 

and technological function and interact, placing interested on 

studying the ‘lived experiences’ [17] in the identified social 

networks, and the consequences that these interactions have on 

society [24]. Building upon the quantitative SNA,  the qualitative 

analysis draws upon sociological literature which not only is 

concerned with socio-technical phenomena, but also social 

network literature that extends early anthropological studies 

concerned with research on communities, friendships, kinships 

and neighborhoods; typically relying on  in-depth interviews, 

observations and narratives to provide a narrative of the 

implications in a wider context[16]. 

The interviews conducted in combination with a timeline of 

events [45] help reconstruct an account of the UK OGD 

community activities. Interviewees, ranging from various roles 

within the OGD community, were identified and selected by their 

profile in many of the timeline events and also their centrality 

within the Twitter #datagovuk network. We use social theory to 

frame this analysis, in order to examine the complex socio-

technical relationships in play [30].  

Recapping the initial quantitative analysis findings, (1) there are 

different structures between the mention and retweet networks, 

and within this, (2) the dynamic analysis of the retweets has 

revealed that the network is always in a fluctuating state and 

stability cannot be assumed or predicted. This is also reflected in 

the data.gov.uk data catalogue, with a growing but non-consistent 

frequency and size of dataset deposits (3) Finally, there exist a 

number of Twitter users who have a large number of their tweets 

retweeted; these Twitter users, identified in Table 2, have 

provided an initial step to identify the actors who potentially 

played a key role in the activities and development of the UK 

OGD community.   

With an informed insight into the patterns of communications and 

levels of online activity, the qualitative data will push the 

quantitative findings further to provide context and potentially 

hidden processes that underpin what has been found. We are 

interested in how the OGD community operates, what influences 

these patterns observed, and how it is growing and evolving. 

Shifting from a wide to narrow analytical lens will fluently weave 

in context to the already important findings. 

(1) The functionality of the retweet feature, which reflects the 

sharing of ideas in the real-world has been suggested to be 

something of convenience, and the higher degree of connectivity 

reflects the simplicity and speed to be able to share a tweet. This 

however is not only affecting the topology of the networks but 

also the attitudes of the users, promoting the ethos as Interviewee 

1 (Employee at international organization involved with Open 

Data) said: “I’ve got a couple of hundred retweets and my job is 

done”. In comparison to this, the process required to construct and 

direct a tweet to a particular user is more taxing, but offers a way 

to “reach specific audiences” (Interviewee 1), thus also providing 

other individuals with a public channel to observe 

communications within the community. These points were widely 

repeated in other interviews, and may help explain why apparent 

community-like structures that were identified within the initial 

network analysis of the mention communications? Examining this 

further, the use of the #datagovuk hashtag may infer a unified 

community of discussion, a ‘tag’ for individuals interested in the 

same topic to share their views, however as shown in the 

quantitative analysis (the large number of communities and 

relatively high modularity) and uncovered within the interviews 

and timeline of activity, there are a number of distinct groups 

operating within this community including sole developers, 

lobbyist groups, non-profit organizations, commercial partners, 

and government, each with their own agenda and goals, linked by 

serendipitous events. This is a key point that needs to be discussed 

when addressing finding (2). 

(2) The spikes in activity levels identified in Figure 5 correspond 

to events identified on the timeline of UK OGD activity [45], 

which were run or supported by the individuals identified in Table 

2. The large spike in Twitter activity during January 2010 in 



Figure 5 corresponded to the public launch date of data.gov.uk; 

identified as an important milestone in the community’s activities, 

the online communications enabled the community to inform 

those interested in OGD with the news of its release, which acted 

as an important driver to accumulating more individuals 

thereafter. 

However, as an interviewee 2 (Open Data lobbyist and 

entrepreneur) explained, the online activities do not fully reflect 

or provide a detailed account of the development and growth of 

the UK OGD community, there are social processes such as 

“government partnership and some other government moves that 

are taking place, …governments are trying to systemize this 

[OGD]” that are not revealed by these online activities, and 

fundamentally effect the online activities observe. Sustainability 

requires the continuous efforts of the currently involved actors, 

humans and technologies, and also gaining support of new, 

additional actors. The technologies that supported this community 

to grow, not only Twitter but the software technologies that 

underpin data.gov.uk and other government data portals, were 

crucial in the community’s development. However, technology 

alone cannot be responsible for the growth of the community; this 

is driven by the ongoing interactions of individuals and 

technologies. This is a shared view amongst interviewees, 

especially in regards to the publication of data. Although the 

steady publication of government datasets – as shown in Figure 8 

– is important, it is pointless–a waste of time and effort–if the data 

is not being used; As interviewee 3 (An Open Data Government 

advisor) explains “open data [is] not as an end to itself, but as a 

feature of something else”; It is the use of the data that will enable 

the community to remain stabilized and grow.  

A critical finding is the lack of a feedback mechanism, not only 

between the online and offline world, but between the publishers 

and users of the information, leading to a potential instability 

within the UK OGD community. The quantitative analysis shows 

a stable community (with growing resources and activity) with 

potentially an end point, whereas the qualitative data has revealed 

many more processes that underpin the stability of the community 

and the fragility that inheres in this. 

An additional finding that draws upon the point raised in (1), the 

sub-community like structures observed – which actually reflect 

the “top down, middle out, bottom up” (interviewee 4, civil 

servant of the Cabinet Office Transparency Board) structure that 

the OGD community consists of. Building upon this, recognizing 

that there are multiple communities working on their own agenda 

and goals here, it may be that when these sub-communities align 

and work on similar goals, the number of edges (the amount of 

communications) increase, which is shown by the fluctuating 

activity in Figure 4 and 5. This may be in response to some 

common incentive or goal that certain individual may set. This in 

itself is an interesting question of causality and the reflection of 

online and offline activity; are the tweets a way of aligning shared 

interest or are they a result of interests emerging elsewhere? An 

explanation to the abrupt and frequent fluctuations shown in 

Figure 4 and 5 may also be a result of the unstructured nature of 

such communications, as interviewee 2 suggests: “Twitter was 

good because it organized and allowed things to be done in a 

fairly fast, free flowing way”. Similarly, this could be the case for 

the data.gov.uk deposit activities; the alliance, enrolment and 

mobilization of communities promotes action and change, but 

requires the constant attention and commitment of the individuals 

and technologies. 

Finally, (3) discovering why some individuals were retweeted or 

mentioned more often than others will help inform the 

understanding of the structure of the community, uncovering the 

balance between influence and real-world impact of users. 

Discussing with the interviewees the importance of certain 

individuals, their influence and their role within the community, 

certain individuals were mentioned that corresponded with the 

those users identified in Table 2, who were said to be crucial in 

promoting and acting as a catalyst for development. They were 

identified as being involved in critical events such as government 

meetings and technological decisions, which were noted as 

important in the growth of the community. Furthermore, it was 

also stated that these actors were important in the dissemination of 

news that helped keep the community up-to-date. This line of 

questioning also provided some insight into the communities (the 

hubs of nodes and edges) that the quantitative analysis of the 

#datagovuk communications network revealed. Interviewees 

talked about the UK OGD community as one of multiple parts, 

“there was always these three tiers …it was a change to lock these 

together” (Interviewee 5, Member of UK Government). However 

it was the actions of the identified individuals that helped connect 

these together, in effect acting as the weak ties or intermediaries. 

Another critical point raised a number of times by interviewees 

was the importance of Twitter as a tool for communication for the 

UK OGD community, enabling fast and direct access to news 

from within the community; as interviewee 1 suggested, “most 

people who are doing  interesting stuff in the open data space are 

on Twitter”. Additionally, the use of the retweet function was 

essentially a way to share important and valuable content, often 

produced by an individual who was high-profile, such as key 

government officials or representatives of the community. This 

reinforces the findings of the highly retweeted users, who 

represent the hubs of nodes and edges in Figure 4. Another 

important point was Twitter’s ability to uncover hidden actors that 

were contributing towards the OGD community, as Interviewee 2 

explains, “Twitter [has] un-surfaced these people” emphasising 

how it enables one to “find the people who get and care about 

open data”. These individuals although not highly retweeted were 

provided with a way to share their knowledge and work, 

potentially not possible without Twitter due to its “self-selecting” 

nature. Illustrated here is the socio-technical relationship that 

underpins the communications of the community; Twitter is relied 

on as a tool to not only provide a way for communication and 

sharing of news, but to enable undiscovered actors to rise up 

within the community, providing them with a medium to voice 

their opinions.  

Questions about the future stability of the community provoked 

mixed views from our participants– both positive and negative – 

but all recognized that the lack of data usage may slow down the 

progress of the community’s current efforts. All suggested that 

numbers and statistics only tell half the story of what really is 

going on within the UK OGD community, the legal issues, policy 

making, interests of individual and threats to stability are only 

understood by immersing oneself deep within the virtual and real-

world activities; only then can the community be understood. 

CONCLUDING REMARKS 

This paper has demonstrated how a mixed methods approach can 

be used to understand the Web as socio-technical phenomena. In 

the case study of the UK OGD community the use of qualitative 

and quantitative approaches provide a far richer and coherent 

understanding of this new movement. The mixed methods 



approach offered in this paper, prompted by  the disciplinary and 

theoretical arguments begun by  Berners-Lee et al.[6] and Halford 

et al. [23] can provide a much richer analysis of the Web. 

Moreover we have shown that such an approach can address the 

challenge to be genuinely multidisciplinary which both Hendler et 

al. [25] and Halford et al. (ibid) have called for.  

At first glance, quantitative and qualitative studies may appear to 

be studying the same phenomena. It may even be called the same 

thing – social network analysis – but the aims and outcomes of the 

research are distinct. A quantitative approach, aims to provide a 

mathematical and statistical account of the network’s empirical 

structures and properties. The positivist epistemological position 

underlying this means that the phenomena can be reduced to 

empirical findings [40]. Alternatively, a qualitative approach aims 

to provide context, meaning and explanation of why things 

happen. The results show the contingency and instability of these 

networks, rather than focusing on their descriptive properties [43]. 

However, this does not suggest that quantitative and qualitative 

approaches are incompatible. To the contrary, each approach can 

be used to complement each other, not by strengthening each 

other’s analytical weaknesses, but by providing different 

explanation to the phenomena that occurs. 

The epistemological and ontological differences between 

quantitative and qualitative approaches should be embraced in 

Web Science rather than avoided; both approaches examine the 

same phenomena from a different perspective, and by combining 

them we can grasp the Web at micro and macro levels, we can 

describe its patterns and graphs whilst also attending to the 

complexities of social behavior and meaning. Computer science’s 

quantitative methods, influenced by positivism, enables large-

scale of datasets to be analyzed with statistical rigor, and enables 

networks of activity to be structurally examined.  Sociology’s 

qualitative methods, underpinned by social theory provide ways to 

examine the underlying content and context of these activities, to 

provide meaning, elicit purpose and more importantly, develop 

the analytical snapshot provided by quantitative approach. 

Together these methods provide a way of grasping the complex 

and dynamic properties of the Web.  

No doubt some scholars will continue to argue for a strict 

separation of methods, a maintenance of the entrenched positions 

on either side of the so called ‘science wars’. Web Science 

demands that we move beyond this. We have suggested that the 

underpinning differences – in research questions, methods and 

knowledge – that make combining qualitative and quantitative 

methods – and by extension computer science and sociological 

approaches – so desirable. By ‘irritating’ each other, by providing 

contradictory pictures and explanations, mixed methods provide a 

way to understand the Web through a much stronger analytical 

lens; a lens that Web Science needs to look through.  
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