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ABSTRACT

In this paperwe present nonlinear interpolation sahes for
image resolution enhanoeent. The Multilayer perceptron
(MLP) interpolation schmes based o the wavelet trangorm
ard subbandfiltering are proposed. &aise estinating each
sub-image signal is more effective han estmating the whole
image sigal, pixels in te low-relution image areused as
input signal d the MLP to estmateall of thewavelet sub-nage
of the correspondmn high-resolution inage. The image of
increased resolution idinally produced l the synthesis
procedure of wavelet tranform. As campared with other
popular methods, the results shothat the inprovement is
remarkable.The detail shulation results binterpolatedmages
ard image sequences can bdound in web pae:
http://www.cs.cau.edu.tw/~hyl/wmi/.

1. INTRODUCTION

Interpolation is used extensiyein digital image processing to
magnify images and correct spatial distortionsmage
interpolation is usedfor severd different purposesuch as
image resolution enhano®ent, multi-resolution  pyramidal
compressig, position conputing for rotated image pixels and
etc. In the pastyears, mary linear and nonlingaimage
interpolation techniques t@ beenproposed. In thdinear
methods, the nearest-ghbor, bilinear, cubic B-splineand
cubic comwolution interpolatio methods arewidely used to
increase resolutionfomages. Both the nearest-ghbor and
bilinear methods preide the interpolatiorfunction with a very
small computation tme, bu they will cause conspicuous
blocking artifacts. Te cubic interpolation algorithms can
reduce the blddng effects, but it alays blurred the
reconstructe image and produced see ringing effects in the
edge regons. With he rgid increase in availde computing
power, the nonlinear technique®r image interpolation hee
received increasing attention recentl[1-3]. Because the
characteristicof the alges ina digital image carbe reserved
for mary scales of resolution and the edges areayd
importart for humanvision, most d the nonlinear interpolation
algorithms tend to focus o the edje information. In these
papers, he local elge stucture of the original image is
preseved to preent the blurrig and blo&ing effects n the
interpolated mage. The proposednethods detenine theedge
localization or classiication by exploiting an edje fitting
techniquewithin small overlappirg windows d the original
image.We notice thathe interpolation schmes utilizedifferent
reconstructia rules that are decidel by the edge pattern.
However, if thewindow sizeis laiger than 3< 3 or the edes in
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a window are irregular, the niplementation will become
complex and indficient, and therthe scheneswill product poor
performancefor image resolutio enhancment. Thus,we desire
to develop smple ard flexible interpolation schreeto sole the
problem.

The wavelet traisform has been dentified as an effectiveool
for timefrequenyg representation fo signals [4-6]. It can
deompose adigital image nto some frequency sub-images,
each representedith proportional frequeng resolution The
resultig band-pass representation yides that the solution
space ofmany image-processing probtes can be decoposed
into its lower frequeny subspae and higher frequency
subspaces. In thigaper, inorder to redue the camplexity of
interpolation problem, we have devebped an acgrate method
of low implementation canplexity that is well suited for
increasig resolution & images based onwavele trangorm.
Multilayer perceptrons (MPs), an mportant class foneural
netwvorks (NN), have beerfound to be particulayleffective for
problems that cammake useof supevised trainig. The MLP is
enable to extracthigher-order statisticky addirg one ormore
hidden layers. This model has beane extremely popularfor
both clasdication and prediction. Man details @ its
implementation and uses argiven in [7-8].In this paperwe
employ the MLP model as theredictorfor bot of the spatial
and frequeng signals to increase resolution ofdge.

Therest d this paper i®rganized agollows. Section 2 ndews
the main featires of wavelettransform and MLPs. Sectn 3
describes the constructionf ¢he spatial NLP interpolation
model. Further, Section 4 presents the structdr¢he MLP
interpolation schme based omvavelet tranform. Experimental
resultsaregiven in Section 5Finally, conclusions are dman in
Section 6.

2. WAVELETS AND MLP

For fast canputation the bi-orth@ond wavelet tranform is
usedin this work. The bi-orthogonalaveld filters requirefew
tapes, unke standard subband QMHmethods. The detail
propertiesand construction foregular bi-orth@onal wavelet
trangorm are described in [4]. Furthreore, the MLP, which is
the standardneural newvork model, isalso peformed in this
paper. In generathe erra back-propagation algorith reported
in [9-10] is themost widely used and a peerful learning
algoritm for the MLP. For campleteness,we reviev the
concepts bthe bi-orthgond wavelet anajsis and theMLP
model asollows.

2.1 Bi-orthogonal Wavelet Trandorm

In practice, thevavelet tranform is implementedwith a perfect
reconstructiorfilter bark. The ideais to decanpose themage
signals into sub-mages correspondmto different frequency



contents. LeH(w) andG(w) are the low-pass and high-pass used to determine the case for each high-resolutiodom by
filters of a perfect reconstruction filter bank, respectively. In the classification rules that described as follows.
one-dimensional (1-D) case with one level decomposition, the
input signalx[n] is filtered byh[n] andg[n]. Then, the resulted
sub-image signals are down-sampled by a factor of two. In theCase 1(Non-smooth region window): & > T.

two-dimensional (2-D) case, the 1-D decomposition procedure ) ) )

is first applied to each row of an image signal. The wherg_ T is the predeflned threshold. Based the simple
decomposition results in two intermediate sub-images. Then theflassification algorithm, the SAMI scheme uses two MLP
same procedure is applied to each column of the intermediatdnodules to estimate the unknown pixels in the high-resolution

sub-images. For a one level decomposition, this results in fourWindow.

Case O(Smooth region window): i < T.

sub-images LL, LH, HL, and HH. In hierarchical wavelet O x Ox Ox O
decomposition, the sub-image LL is further decomposed into X X X X X X X
other four sub-images. Similarly, the reconstruction for the Ox OA O x O
image is done one level at a time by using the 1-D x x A A A x x
reconstruction procedure. Ox OA O x O

X X X X X X X
2.2 Multilayer perceptron (MLP) O x O x O xO

Figure 1. The input and output pixels in a window with
size 7 x 7 for SAMI scheme. The sample locations
denotedO, %, andA are the input, unknown, and output
signals, respectively.

A MLP model contains one or more hidden layers and the
function of neurons in the hidden layer is to arbitrate between
the input and the output of neural network. The input feature
vector is fed into the source nodes in the input layer of the
neural network at first. The neurons of the input layer consti’[uteAn example of interpolation window with size 7 7 is shown
the input signals applied to the neurons of the hidden layer. Thqn Fig. 1. The MLP utilizes the known pixels within the high-
output signals of the hidden layer can be used as inputs to theaqo) ytion image to estimate gray levels of unknown pixels.
next hidden layer or the output layer. Finally, the output layer After each high-resolution wilow has been processed, five

products the output results and terminates the neural computing, . 1own pixels will be interpolated. Except the central pixel of
process. the overlapping windows, all of the unknown pixels in the high-

Among the algorithms used to design the MLPs, the back-resolution image will be calculated twice. For these pixels, the
propagation algorithm is the most popular one. There are@verage of the two predicted gray levels is used as the final
two different phases, the forward phase and the backward result. Moreover, using the bilinear interpolation operator can
phase in the back-pro]oagation algorithm. In the forward phase produce the unknown pixels located on the fringes of the high-

the input sianals are comouted and passed throuah the neuhj_{resolution image. In the computer simulation, the SAMI
€ Input signais are P p roug achieves a limited success in improving the interpolation quality
network layer by layer. Then, the neurons in output layer

roduct the outout sianals of the neural network. In this time of natural image. We found the reason is that the natural image
product the outp 9 : ' signals are nonstationary in spatial domain. There are two ways
the error signals can be generated by comparing the outpu

. . i ing th
response of the neural network with the desired response. In th o improve the performance of the SAMI scheme, adopting the

backward phase of the back-propagation algorithm, some free%mre accurate classif_ication algorithm in the _inte_rpolation
parameters are able to be adjusted by referring the érror signalssc.heme or turning to interpolate the _Iow-resolutlon image by
This work can be used to minimize the distortion of the MLP Using a b_and I'mlteq transformatlon. Becaus_e of the

. : . . .~ implementation complexity must be increased heavily when the
In this work, the back-propagation learning algorithm is

iteratively executed for the training set and then products theclassification algorithm becomes complex. Hence, in order to
eralively ex 'ng . pre ; reduce the computation time, we developed the second neural
synaptic weight vectors. By using the final synaptic weight

. S - . .- network interpolation scheme that exploits the wavelet
vect_ors |ntq the MLP_, it is used to predict the unknown pixels in transform for image resolution enhancement.
our image interpolation schemes.

3. ADAPTIVE MLP INTERPOLATION 4. MLP INTERPOLATION USING

WAVELET TRANSFORM
In this section, we introduce the first new interpolation scheme,
i.e. spatial adaptive MLP interpolation scheme (SAMI), which By using the wavelet transform, the solution space of the
can be used to increase the image resolution by a factor of twanterpolation problem can be decomposed into its low-
in the spatial domain. The MLP model is used to interpolate thefrequency subspace and higher-frequency subspaces. Based on
digital images as a nonlinear predictor. In order to preserve thethis idea, we develop the wavelet MLP interpolation (WMI)
fine regions of the reconstructed image, our scheme contains &cheme that utilizes the property of dividing image spectrum to
simple classification algorithm and neural network predictors to augment the interpolation accuracy of the neural networks.
produce the unknown pixels and avoid the image burring effects\wMI does not use the traditional edge classification algorithm
At first, the Sobel operators are used to detect linear edges for & enhance or reserve the high-frequency portion of interpolated
low-resolution image, resulting in a detected edge image. Theimage. In general, the 2-D wavelet transform splits the
information of the edge representation is used as the input ofhonstationary image spectrum into four more stationary sub-
overlapping window classifier. We classify a high-resolution images LL, LH, HL, and HH. Then, only the lowest frequency
window into two cases based on the standard deviatioihthe sub-image LL is further split into four smaller sub-images. In
low-resolution edge image window. The standard deviation isthis paper, we consider the one level analysis/synthesis



procedure of wavelet transform for increasing the image vectors by adjusting the free parameters or adding some distinct
resolution by a factor of two. training samples into the training set. Permitting an update of
the new synaptic weight vectors can control the quality of the

As shown in Fig. 2, the signals in the overlapping windows of reconstructed image

low-resolution image is used as input vector of neural network
predictor, and then the output signal of reconstructed wavelet
sub-image LL is generated. The same structure is also employed
for the reconstruction of the higher-frequency sub-images. Also,
all of these four modules use the MLP to estimate the sub-image
signals. The final synaptic weight vectors,(, w4 Wy and

Figure 2. Block diagram of the LL wavelet sub-image

Low-resolution
image

Reconstructed
LL sub-image

wyn) for the corresponding wavelet sub-image predictor is

X ) . . LL sub-
generated by the back-propagation learning algorithm with the image MLP
images in training set and its sub-image signals that generated rgdictor
by the wavelet analysis procedure. The MLP predictors utilize P

the low-resolution image signals to estimate the signals in the
wavelet sub-images of high-resolution image. Finally, the
estimated wavelet sub-images are used to compose the
interpolated high-resolution image through the 2-D wavelet
synthesis operator. The interpolation algorithm forMarx N
low-resolution image with the desired increasing resolution
factor byZ is described as follows,

Step 1

Final synaptic weight
vectorsw

reconstruction in WMI scheme.

5. SIMULATIONS AND RESULTS

Initially, store the evaluated final synaptic weight
vectors into the corresponding MLP predictor. Set the

width m and height of high-resolution image; a® In the simulations, we use the three-layer MLPs as nonlinear

~ 2xMandn - 2xN.Seti ~ 1.

Step 2 The MLP with the synaptic weight vectosg, is used

to estimate all of the signals in the LL sub-image of
the high-resolution image. The signals in the low-
resolution image are used as the input vector of MLP.
Similarly, the LH, HL, and HH sub-images can be
produced by the corresponding sub-image MLP

predictors, respectively.

Step 3 Boundary pixels of the LL sub-image that are
incalculable for the LL sub-image predictor are stored
the gray level in low-resolution image at
corresponding position. The incalculable signals in

the estimated LH, HL, and HH sub-images are set 0.

Step 4
the estimated wavelet sub-images and result im &n
n interpolated image with increasing the original
resolution by factor'2

If Z/2 > 1,then set — i +1; setm « 2x mandn
~ 2%n; go to step 2.

Step 5

In the WMI scheme, the neural network predictors can be
adapted to the statistical properties of each wavelet sub-imageyo same structure as WMI

Use the 2-D wavelet synthesis procedure to compose

predictors to estimate the wavelet sub-image or spatial signals
in the proposed schemes. The final synaptic weights are
generated from the training set of five different images, Boat,
Peppers, Sailboat, Tiffany, and Toys. The high-resolution still
images both inside and outside the training set are monochrome
images of size 51 512 with 256 gray levels. The images are
down sampled as test low-resolution images of sizex256

The image sequence Football (352288, 30 frames) is also
used to evaluate the performance of proposed approach. To
evaluate the performance of interpolation scheme numerically,
the peak signal-to-noise ratio (PSNR) between the two images
has been calculated.

The proposed interpolation methods and other popular existing
interpolation approaches are implemented in this study. We
compare six interpolation methods, the 2-D bi-directional linear
interpolation (denoted by Bilinear), the cubic B-spline
interpolation (denoted by Cubic), and four proposed
interpolation schemes in the simulations. The four neural
network interpolation schemes are: (1) SAMI, (2) WMI using
only the sub-image LL without high-frequency sub-images
estimating (denoted by WMI-1), (3) WMI with complete high-
frequency sub-images estimating (denoted by WMI-2), and (4)
subband MLP interpolation (denoted by SMI) which employed
only the analysis/synthesis

and hence estimating each stationary sub-image signals is morg,cequre adopted the subband filter bank. In the SAMI, we
efficient than estimating the whole nonstaionary spatial signals. ggject the intensity thresholdas 10 for determining the case of

The above algorithm is always practical even if the edges in . jhterpolation window. The bi-orthogonal 9/7 filter proposed

image are complex or irregular. Furthermore, the proposedin [4] is used for the WMI schemes. In the SMI, we use the

scheme supports a progressive interpolation processing. Thgjier coefficients of the 1-D 32-tap QMF designated as 32C in
reconstructed high-resolution image with acceptable goo [11]

quality can be achieved by only estimating the lowest-frequency
sub-image. The fine region of the image is able to enhance byTable 1 shows the PSNR values (dB) of simulation results for
adding one or more higher-frequency sub-image predicting.the reconstructed images with increasing resolution by factor 2
Furthermore, the proposed algorithm can be adopted for theoutside the training set. From the simulation results, we find
subband filtering without any modification. that the proposed algorithms show better quality of interpolated
. images than the conventional interpolation methods. We also
The MLPs are not only fast, but they also intrinsically parallel. compare the computation time for the interpolation schemes.
Moreover, when the performance of the neural network s simylations are made on a single-CPU Intel Pentium-133

predictor is not good enough for some images, the leamning,q sonal computer with the Windows 95 operating system.
algorithm can be reused to produce a new set of synaptic Weigh-apje 2 shows the execution time for the test image Lena. The



difference between the original high-resolution image and the 6. CONCLUSIONS

interpolated images that are generated by the Cubic and WMI-

2algorithm are shown in Figs. 3(a)-(b), respectively. Fig. 4 |n this paper, we proposed the efficient schemes for the digital
shows the simulation results PSNR (dB) for interpolated imagesimage interpolation. The proposed algorithms increase the
of the Football sequence with increasing resolution by factor 2.reso|uti0n of a low-resolution image by using the neural
In all simulation resUltS, the images resulted from the network. The SAMI scheme contains a Simp|e window edge
interpolation with the new algorithm using wavelet transform classifier which can avoid the disadvantages of using the edge-
achieve the better image quality and the speedy computatiorhased interpolation schemes. The WMI scheme adopts the
than those obtain with other approaches. MLPs to predict all wavelet sub-images of high-resolution
bimage in order to estimate the interpolated image more
accurately. The wavelet analysis/synthesis procedure and MLP
can be implemented easily by using VLSI techniques; thus the

The more detail simulation results are can be found in the we
page:_http://www.cs.ccu.edu.tw/~hyl/WMI/.

Table 1. The PSNR values (in dB) of the images with hardware design for the schemes is simple and efficient.

increasing resolution outside the training set. Moreover, the proposed schemes can obtain the superior image
quality and visual quality about edge region. From the

Bilinear Cubic SAMI WMI-1 WMI-2 SMI experimental results, we find that the proposed schemes are

Lena 35.77 36.97 36.23 37.39 37.89 38.02 expected to be useful interpolation schemes for natural images.
Family 35.38 36.93 36.18 37.34 37.76 37.94
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Figure 4. The simulation results for interpolated images
of the Football sequence with increasing resolution by
factor 2.



