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Abstract The tool we present in this paper utilizes the signal-based
approach to aid in the annotation of multi-modal corpora.
We present a tool for the annotation of XML- This approach consists of a set of base level transcription e
encoded multi-modal language corpora. Non-  ements, each of which can represent signals of a particular
hierarchical data is supported by means of stand-  type, and two supra-base level annotations which build on
off annotation. We define base level and supra-  the base level elements and put a structure over them. Sup-
base level elements and theory-independent mark-  ported supra-base level annotations are the formally diéfine
ables for multi-modal annotation and apply them  tyrnsand the pragmatically definettterances. These two an-

to a cospecification annotation scheme. We also  notations are not mutually exclusive, but view the data from

describe how arbitrary annotation schemes can be  different perspectives and thus complement each other (see
represented in terms of these elements. Apartfrom  Figure 2).

theoretical considerations, however, the develop-
ment of a fast, robust and highly usable annotation
tool was a major objective of the work presented.

1 Introductlon word word word word  word word
gesture

In a corpus of multi-modal language data, each modality can
be envisaged as a streamsignals of a particular typdlsard
etal., 1999. Possible signal types are words, gestures, gazes,
but also user actions like the operation of buttons, etchEac
signal type is communicated through a different channdt. Di
ferent signals can and in most cases will occur simultarigous Figure 2: Supra-base level annotations
in different streams. Signals will thus be embedded into and
overlap each other. The relations embedding and overlap can
be defined with respect to a time line which is shared by all The annotation proper is represented in termsarkables
streams. Consider the following utterances taken from datand labelled relations between these. While our approash is
collected within the project EMBASSIwhich is concerned  principle extendable to cover arbitrary levels of lingigiste-
with multi-modal interfaces for consumer electronic degic  scription, we apply it here to the annotation of cospeciiicat
(see also turns 26-28 in Figure 3): [Sidner, 198Bin multi-modal dialogues. The tool processes
non-hierarchical XML. Since non-hierarchical relatiorse

gaze

e ZZ  not be represented in XML directly, we implement them by
. = = = ’
System: GUI Meni Nene means of so-callegtandoff annotation. In this technique,
User:  keyaction %@» overlap between elements is resolved by explicitly linking
= % elements via theihref attributes, thus permitting (possibly
gesture crossing) pointerdisardet al., 2004.
verbal o

2 Motivation
[ —
The motivation for the work presented here is twofold: The
growing need for the annotation of multi-modal corpora on
the one hand and the lack of tools that are productively esabl
http:/www.embassi.de for this task on the other.

Figure 1: Signal streams



2.1 The importance of multi-modal annotation modalities into different files and merging these for annota
tion and display is not possible.

DAT“ is a Perl/Tk tool for dialogue act tagging which pro-
cesses files in SGML format. It directly supports dialogue
structures (turns and utterances) and would thus in thesry b
amenable to the inclusion of cospecification data from dif-
¢ Manually produced annotations provide the standarderent modalities. According to its original applicatidrgw-

against which the performance of automated systems igver, the smallest unit that can be tagged in this tool isglein

measured and evaluated. Therefore, the availability ofitterance. In addition, tags and possible attributes ar@-ha
large volumes of manually annotated corpora is a pre€oded in the tool and thus cannot be easily extended or mod-
requisite to progress in this field. ified.

e T :

« When conducting empirical research on the acceptance CLL”':.A [?rasa?, 2000is ﬁ‘ morel;ﬁﬁem ﬂ"’;‘r’]a tootl f(f)rtthe .
and ergonomics of non-verbal modes of interaction (e.ga?bn(: ation o cror? etr)encgtcngmtj. b ?hUQ re Silo a?nal
in the context of dialogue systems), huge amounts of ra utes appears to be extendable by the user, only a single

data (like audio, video, etc.) will be generated TheseiIe can be used as input, which rules out this tool for our
! L ) application as well.

have to be encoded in a way that allows for efficient stor- Among the tools that we considered for the task of multi
age and retrieval and facilitates automated analysis. modal annotation, the MATE Workberfclis the most am-

e In the field of machine learning, learning algorithms bitious one. We discuss it in more detail, since it did have
which are to induce rules and discover correlations beg strong influence on the work presented here. The MATE
tween signals in different modalities depend on the avail\workbench is an open source tool (written in Java) for the
ability of huge amounts of (usually complex) data. This display and annotation of XML-encoded linguistic corpora.
data must be easily accessible to all kinds of quantitativet has been developed as a highly customizable tool for the

Given the recent interest in multi-modal user interfacesd an
the growing need for robust multi-modal recognition and in-
tegration techniques, multi-modal corpora and their aanot
tion are becoming increasingly important for several reaso

method$. parallel annotation of arbitrary and possibly non-hienéral
o levels of linguistic description. In order to model non-
2.2 Existing tools hierarchical and overlapping relations within XML, the eon

There already exist numerous tools for cospecification anng=€Pt Of standoff annotatidiThompson and McKelvie, 1997

tation. We reviewed some of these with respect to the que§las be_en applied_ and ex;ended. We believe that this is one of
tion whether they are possibly extendable to cover inpunfro € major theoretical achievements of the MATE project, and
additional modalities. our own work is strongly indebted to it. On the practical side

The first tool we considered is the Discourse Tagging Toorowever, the_ performance of the MATE Workbench leaves a
(DTTool) [Aone and Bennett, 1994a Tcl/Tk tool for tagging otto be_ desired. . e
multilingual texts with antecedent-anaphor relationswied/ Consider the following example, which is indicative of
them graphically. The tool accepts as input SGML encode@oss'_bIe reasons for the performance problefisardet al.,

texts, into which cospecification tags are inserted diyetsr-  200d: Within MATE, user interaction with objects on the
ing annotation. This approach to annotation (which is quité}iSPlay (i-e. words, in most cases) is realized by means of
common, cf. below) is a drawback because it mixes the hagvent handlers which, when assoua_ted with a partllcular ob-
sic data and the annotation proper and thus is not optimal iffCl: €xecute some code as a reaction to events like mouse
cases where e.g. alternative annotations of the same data &/ICkS: This code is written in a special declarative action
to be compared. Since the tool accepts one text file only dgnguage which is interpreted by the workbench every time
a time, data from additional modalities would have to be in-& Particular event occurs, thus causing rather long regpons
cluded into this text file. This we wanted to avoid for reasondiMes: In principle, the same is true for the stylesheetgsec

of data maintenance. Finally, DTTool does not provide arsOr: Since itis not only used initially to transform a givest s
easy way of extending the set of cospecification types, whic f data files into objects for display, but also for refreghin

is a necessary precondition to cover cospecification phenonin€ display during annotation, poor performance on itsigart
ena in multi-modal corpora. also a serious problem. We found the workbench to be practi-

cally unsuable as soon as a certain stylesheet complexty an
| certain real-world corpus size was reached. Apparently, i
Is the striving for flexibility and customizability which nae
_identified as the cause of this problem, since it was withghes
features in mind that the action language and the powertul bu
very demanding stylesheet processor were devised. We be-
lieve that while these features are in principle very dédéra
2This is true not only for machine learning algorithms: Algo- iN @n annotation tool, they must under no circumstances be at
rithms for computing inter-annotator agreement like thegkestatis- ~ the expense of performance. We argue that speed is in fact a
tic [Carletta, 199b also profit from this kind of data format. We —
provide an add-on for our annotation tool which computekémpa “http:/ivww.cs.rochester.edu/research/cisd/resolttaass!/
statistic directly from the annotation XML files. Shttp://www.wlv.ac.uk/sles/compling/software/
3http://www.mitre.org/technology/alembic-workbench/ Shttp://mate.nis.sdu.dk

The Alembic Workbenchis an annotation tool which,
among other tasks, directly supports cospecification ann
tation. In contrast to DTTool, it also allows for the exten-
sion of the tag set, so that in principle the handling of addi
tional coreference phenomena is possible. The tool presess
SGML files. Again, however, distributing data from diffeten



limiting factor here, which means that poor performance (ex<! ELEMENT keyacti ons (keyacti on*)>

perienced by the user as long response times) will make it a' ELEVENT keyacti on EMPTY>

poor tool, no matter what it could have achieved if the userc! ATTLI ST keyaction id | D #REQUI RED>

had only been more patient. We conclude from this that for<! ATTLI ST keyaction starttime CDATA #| MPLI ED>

S P ; <I ATTLI ST keyaction endti ne CDATA #| MPLI ED>
our own tool limiting the range of application is required. <I ATTLI ST keyaction key CDATA #REQUI RED>

3 The signal model <I ATTLI ST keyaction action (press) #REQUI RED>
Within our tool, language data is described in terms of sig-3.2 Supra-base level annotation elements
nals. Different signal types as well as structural unitsvabo
the signal level are defined in XML document type defini-
tions (DTDs) which stipulate which structure a well-formed
element of a particular type must have.

In the following, we give DTD fragments and discuss their
semantics.

The sequence of signals which as a whole constitute a com-
plete dialogue can be divided with respect to two criteré th
are possibly crossing each other, i.e. a formal and a pragmat
one: Each signal is at the same time part of a particular (for-
mally defined) turn and a particular (pragmatically defined)
utterance. Moreover, utterances can be discontinuousye.g
3.1 Base level elements cases where one speaker interrupts the other and the ktter r

Each signal occurring in a dialogue is an instantiation of asumesdhls utterar;]ce Ia':]erfm"a new tur_rro. The two elements
particular signal type which defines the attributes reletan UM andutterance have the following attributes:
this type. Attributes relevant to every signal type are e thelD attribute and

e thelD attribute, which uniquely identifies the signaland a span’ attribute which is a pointer to a signal or a se-

¢ the gtarttime and endtime attributes, which specify he guence of signals.
temporal extension of the signal.

Al present,.the following signgl types are spppprteq. .Addi‘l'urns. On the formal side, a dialogue can be divided into
tional types (like e.g. gazes, which can function like pOiI9t  ,rns 4 turn-break being marked by a change of speaker. Ac-
gestures) can be added. cordingly, each turn hasspeaker attribute specifying which

speaker uttered the turn in question. In addition, a running
Word signals. A word is the most straightforward type of number is introduced for easy reference to single turns.
signal in this context. It is the orthographic transcriptiaf

.. . | *
an originally spoken word from a dialogue. <!ELEMENT turns (turn*)>

<l ELEMENT turn EMPTY>

<! ELEMENT words (word*)> <IATTLI ST turn id | D #REQUI RED>

<! ELEMENT word (#PCDATA) > <I ATTLI ST turn speaker CDATA #REQUI RED>
<! ATTLI ST word id I D #REQU RED> <I ATTLI ST turn number CDATA #REQUI RED>
<! ATTLI ST word starttine CDATA #l MPLI ED> <! ATTLI ST turn span CDATA #REQUI RED>

<! ATTLI ST word endti me CDATA #l MPLI ED>

Gesture signals. Gestures, except in cases where they repUtiérances. On the pragmatic side, a dialogue can be di-
ided into single utterances on grounds of their content or

resent commands, can be identified with the object or object o . . .
they specify. Therefore, for the time being, we do not distin unction in the discourse. Wl_th each utterance, a particula
guish in our approach between different types like pointingdia/0gue act may be accomplished.

or moving gestures. Rather, we supply with each gesture ai ELEMENT utt erances (utterance*)>

textual representation of the object(s) it specifies. <! ELEMENT utterance EMPTY>

<! ELEMENT gestures (gesture*)> <V ATTLI ST utterance id | D #REQUI RED>

<! ELEMENT gesture EMPTY> <I ATTLI ST utterance di al ogue_act CDATA

<! ATTLI ST gesture id | D #REQUI RED> #| MPLI ED>

<! ATTLI ST gesture starttime CDATA #I MPLI ED> <UATTLI ST utterance span CDATA #REQUI RED>

<! ATTLI ST gesture endti me CDATA #| MPLI ED>
<! ATTLI ST gesture specifies CDATA #REQUI RED> 4 Annotatlon by means ofmarkables
It is the aim of multi-modal annotation to make explicit the

correlations and interdependencies that exist betweesefire
arate signals occurring in each signal stream in the diaogu

Keyaction signals. This signal type is supplied in order to
handle signals like the operation of buttons (e.g. on a remot

cpntrol) which can, €.g. i the context of a hu_man-machlnel.o be more precise, it is not between signals, but between
dialogue, constitute signals relevant to the particulancu- higher-order entities that these relations hold. In the ads

nication. Keyaction signals are specified with respect & th cospecification uence of words (constituting a definite
key that was operated and to the kind of action that was per: P » & 9

formed on it. Note that the list of possible values for e houn phrase, e.g.), could be such an entity, because theephra

tion attribute is not complete and given for illustrative pur-  7\we use our own attribute name here because the semantics of
poses only: Depending on the kind of control devices availthe span attribute as we define it differs from theef attribute in
able (e.qg. sliders), additional actions will have to be atdde  XPointer.



as a whole stands in a cospecification relation to some othgrointing is not pre-defined. However, there is a structuralc

entity. straint imposed on the pointing relation which demands that
In order to express this necessary abstraction, the concepach markable can point to at most one other markable. Ini-

of markables is introduced. This concept is of major impor- tially, this resulted from the fact that the annotation soke

tance because it is in terms of markables (with attributed) a we used did not demand more than one pointing relation be-

labelled relations between markables that the annotasion tween markables. Easy implementation as well as a limitatio

expressed. of annotation complexity were additional arguments. More-
An annotation tool should be flexible enough to be us-over, we believe that the constraint does not restrict the ap

able within different theoretical frameworks and for diffet  plicability and versatility of our tool too much. pointer at-

tasks. In particular, the tool must not impose any theoaktic tribute is required for the expression of the pointing rielat

connotation on the phenomena it deals with: This should bdhe range of possible values for this attribute is the range

left to the annotation scheme employed. Therefore, the wagf existing markables’ IDs, with the exception of the cutren

in which markables are implemented in an annotation tool ignarkable itself.

of major importance. The DTD fragment for markables and their system at-
In the case of cospecification annotation, markables reprdtibutes looks as follows:

sentdiscourse entities. It is important to note, however, that < gl EVENT nar kabl es ( mar kabl e*) >

markable is a formally defined notion only: If one is inter- <1 ATTLI ST markabl e id | D #REQUI RED>

ested in e.g. dialogue act tagging, markables could be vsed &! ATTLI ST nar kabl e span CDATA #REQUI RED>

represent utterances. If the task is part-of-speech tgggim <! ATTLI ST mar kabl e type CDATA #REQUI RED>

the other hand, each word would be a markable. This meard ATTLI ST markabl e menber CDATA #1 MPLI ED>

that the markable obtains its interpretation from the amnot <! ATTLI ST mar kabl e poi nter |DREF #I MPLI ED>

tion scheme for which it is defined. To be exact, it is the . .

set of attributes and their respective possible valuesatiat 4.2 User-definable atributes

meaning to the formally defined notion: For the annotationlt is by means of its user-definable attributes that a mark-

of utterances,e.g., a dialogue-act attribute is needeidhvidn ~ able obtains its semantic interpretation within an anmnaat

useless for the annotation of part-of-speech on the woed.lev scheme. But even within a single scheme, it may be re-
In our approach, therefore, the XML elements representduired to discriminate between different types of marksable

ing markables possess a set of attributes which is onlyypartlIn cospecification annotation, e.g., one needs to distshgui

pre-defined: A closed set of fixed system attributes is comwords from gesture and keyaction signals. There may be at-

plemented by an open set of user-definable attributes whickibutes which pertain to a particular signal type only: Lin

depend on the annotation scheme used. guistic attributes like grammatical role or agreement ebvi
ously are meaningful only when applied to verbal signals. It
4.1 System attributes would be highly desirable, therefore, to constrain theg tas

markables of the correct type. This would significantly sim-
plify the annotation process and increase annotationbiglia

ity by preventing meaningless attribute combinations.

9% In our approach, the type attribute is introduced to serve

as a discriminator for different markable types. This hittté

does not have any pre-defined possible values. Instead, a lis

rgf these has to be supplied by the annotation scheme. For
ach of these values, in turn, a list of relevant attributess a

ossible values has to be defined by the user. Depending on

hich of the mutually exclusive type attributes is assigteed
given markable, only the attributes relevant to this type w

e offered during annotation.

As for the system attributes, each markable had®eattribute
which uniquely identifies it. In addition, gpan attribute is
needed as well which maps the markable to one or more si
nals. Finally, we introduce &/pe attribute the meaning of
which will be described in the next subsection. Two addi-
tional system attributes serve to express the relationsdsst
markables. We argue that two basic relations are sufficie
here.

The first is an unlabelled and unordered relation betwee
arbitrarily many markables, which can be interpreted as sety
membership, i.e. markables standing in this relation theacy,
other are interpreted as constituting a set. Note that the in
terpretation of this relation is not pre-defined and needeto ; .
spgcified within the annotation sgheme. In order to expresé A signal-based annotation tool
a markable’s membership in a certain sehamnber attribute  In this section, we briefly describe some implementation de-
is introduced which has as its value some string specificatio tails and design features of our annotation tool. The tselfit
Set membership can thus be established/checked by unifyvill be made available via our websttalong with annotation
ing/comparing themember attribute values of two or more guidelines and samples.
markables. .

The second relation is a labelled and ordered relation be?-1 ~ Implementation
tween two markables, which is interpreted as one markabl&he tool is written in Java (Version 1.3) because we found
pointing to the other. Note that here, again, the natureisf th platform-independence important. The availability of the

: . . __ Apaché?® implementations of an XML parser and stylesheet
In fact, it seems tha#iny annotation can be expressed in this —— M —— _ _

way. Cf. the notion ofannotation graphs [Bird and Liberman, Shttp://www.eml.villa-bosch.de/english/research/nip/

1994. Ohttp://www.apache.org



processor (Xerces-J and Xalan-J) were additional reasons f || &EEEENED

File Tools Settings Help

this decision. We limited the tool's system requirements by . PP gt lignment (b
. . Text: Werbuny [commercial]
using a text-only display control (as opposed to an HTML ||2¢ v: mexaerzon: vk nenu

. . . . H [GESTURE: VCR_ctris]
display). While this control offers but a fraction of the for | e svate: o P

Availahle items: bzl

matting possibilities of HTML, (i.e. merely font size, unde o eatoreoiion oz T
lining, italicizing, bold print and different colors), wesheve D ahalen [3%op)

Bt Zeitlupe [slow motion]

that these are sufficient. The display offers simple and effi-| == vietersare tp1am

cient methods for directly modifying the formatting of any | v s va e s

29 5:

desired part of the displayed text. Since the calls to thesg™ “..... .come: @ B GEE SE B D D BT
methods are hard-coded in the tool, we achieve very gooq| - reuse thaituie)
: [KEYACTION: vk menu]

performance (i.e. low response time) even on a standard P(a: =:
Identification of clicked or selected words and markables is|| i e seme:
done by mapping the respective display position to elemen =lofx]
IDs via hashtables, which is is much faster than invoking|

generic event handlers on each element.

typel none () werbalemd  werbalspec (® gesturecmd ) gesturespec ! Keyactioncmd

utterance_type @ gesture_command

. Apply Undo changes
5.2 Internal representation oy | oot |

Our tool processes multi-modal corpora which consist of a
set of files which adhere to their respective DTDs describe
above. For each corpus, there is a setup file which contains
references to all files comprising the corpus.

Apart from different XML files for each type of base level
and supra-base level elements as well as markables, each cor _ . . i .
pus contains an XSL style sheet and an attribute file in whictp€en defined in the attributes file. Depending on the value
user-defined attributes and their possible values (acugidi  that the user selects for this attribute, the attribute wimd
the annotation scheme) are specified. changes and contains only the attributes that are defined for

When the tool processes a given corpus, an internal reprdiS type. .
sentation is generated first. This representation consfsts  SiNCe markables can be embedded into each other (e.g. a
an XML DOM object (i.e. a tree structure representing aPronoun in a larger noun phrase), mouse clicks can be am-
hierarchical XML document) in which the data of the sup-Piguous, and a popup menu is provided in cases like these
plied XML files (i.e. word, gesture and keyaction signals) isffom which a user can unambiguously select the desired

merged. If utterance annotation for the corpus is supplied@rkable. Pointing relations between markables as well as
this information is included into the internal represeiotat equivalence relations (via tmember attribute) are annotated

as well. The DOM thus created is then passed to an XSIPY Selecting markables by left- resp. right-clicks and choo
stylesheet processor, which uses the supplied XSL stykt shelnd the desired annotation from a popup menu. Markables
to transform it into a display string. In this style sheey an  P0inting at each other as well as sets of markables can be
formation defined in the corpus (i.e. all elements and theifighlighted in user-definable colours. Annotations camthe
respective attributes, like speakers, turn numbers, kag al P Saved back to XML files for further processing.

time attributes) is accessible and can be used to design the

display. Information about which element underlies a éerta 6 Cospecification annotation

display element is automatically inserted in the displayngt
by means of a pre-defined style sheet template. In additio
users have at their disposal a number of simple markup ta
(for underlining, italics, etc.) which can be inserted dtth

stage. The display string returned by the stylesheet psoces fer to) [Sidner, 198Bthe same entity. The member attribute

is then re-parsed, anq th‘? markup and !dent|f|cat|qn tags ang | ;sed to represent cospecification, i.e. cospecifyingmar
removed, the respective information being stored in a num:

ber of hashtables. The style information is then applietiéo t ables share the same value in this attribute. This valuee€an b

. . . jnterpreted as what has been callmiverse entity elsewhere,
display string. After the markables XML file has been parseole_g. in the coreference section of the Mate Dialogue Anno-
as well, the string is finally displayed.

tation Guideline¥'. Within a set of cospecifying markables,
5.3 User interaction pairs can be identified in which one member isdhtecedent

. . L . and the other one aanaphor relating back to it. This “re-
At this time, user interaction includes the creation anedel lating back” (or forward, in which case the expression is a

tion_ of markables, the settin_g and modification of the USercataphor), is easily represented by means of the markable’s
defined attributes, the selection of markables and the annotyginter attribute. While the relation of antecedence isiobv
tion and display of relations between these. Once a markab sly linked in some way to the concept of cospecification (a

is created, its attributes can be set in a separate windo. Thy,ir "of antecedent and anaphor is always cospecifying), we
only attribute that is always present in this window is tyyee

attribute. This attribute offers the possible values traateh Uhttp://www.ims.uni-stuttgart.de/projekte/mate/mdag/

Figure 3: Screen capture of MMAX

In this section, we will demonstrate how an annotation
Ycheme for cospecification can be formulated and applied
9Rith our tool. Cospecification is a relation that holds begwe
two or more discourse entities that specify (i.e. are usee-to



decided to keep the two annotations independent. We did stan be formulated within our approach. Future work will in-
for the following reasons: clude: The tool will be evaluated in the course of the large-

« Given that determining the antecedent of a discourse er‘?—ﬁale angotat(ijon .ﬁf;‘ multiémodal _co_rpuz. Tr}e annotat:]c_)ns
tity can contain a considerable amount of interpretatio us procuced will be used as training data for a machine
on the part of the annotator, it is not clear if the an-1€2Ming approach to automatic cospecification resolution

tecedence relation can be reliably annotated at all.
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e Common algorithms for evaluating cospecification an-
notations[Vilain et al., 1999 do not depend on an-
tecedence annotation, but treat sets of cospecifying di
course entities as equivalence classes.
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