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tionAs wireless te
hnology matures, small wireless
ells at the fringes of the wired network are fast be-
oming part of the Internet infrastru
ture to 
on-ne
t users to the wired internetwork. These wire-less 
ells enable mobile users to enjoy the bene-�ts of mobility within the 
overage area while hav-ing a

ess to the Internet. Ea
h wireless 
ell hasa base station whi
h a
ts as the gateway to thewired network for the mobile nodes. These wireless
ells tend to be small so as to provide higher datathroughput, better frequen
y reuse, more a

uratelo
ation information, and the power requirementof the trans
eiver at the mobile node is lower. Theother emerging trend is the in
reasing importan
eof multi
ast appli
ations for the purpose of multi-party 
onferen
ing [16℄ [14℄, and mobile users willexpe
t similar kinds of multi
ast appli
ations tobe supported on their portable devi
es with wire-less 
apability. In su
h an environment, hando�sbetween 
ells during a multi
ast session are 
om-mon. Hen
e an eÆ
ient s
heme is needed to sup-port multi
ast for mobile nodes roaming amongsmall wireless 
ells. This s
heme should minimizere-
omputation of the multi
ast delivery tree andredu
e pa
ket loss when a mobile group member
rosses 
ell boundaries during a multi
ast session.

Providing multi
ast support for mobile nodes inan IP internetwork is a 
hallenging problem forseveral reasons. First, the addition of mobility tothe host group model [9℄ implies that the multi
astrouting algorithm must deal not only with dynami
group membership, but also with dynami
 groupmember lo
ation. Se
ond, most multi
ast routingproto
ols, su
h as DVMRP [8℄, CBT [2℄ and MO-SPF [17℄, impli
itly assume that hosts are stati
when setting up a multi
ast delivery tree. Re
on-stru
ting the delivery tree every time a mobile nodemoves is expensive due to the overhead in
urred,but leaving the multi
ast tree un
hanged may re-sult in ineÆ
ien
y or even failure in multi
ast datadelivery. Third, when the mobile node is a mul-ti
ast sour
e, the multi
ast stream to other groupmembers is often disrupted after the mobile nodemoves to a new 
ell. Besides hando� laten
y, thenew base station also has to �nd a route to themulti
ast delivery tree. On the other hand, whenthe mobile node is a multi
ast group re
eiver, itexperien
es disruption in the re
eption of the mul-ti
ast stream immediately after the hando� due tohando� laten
y as well as the join and graft laten-
ies involved in the new base station's subs
riptionto the multi
ast group.In this paper, we propose a multi
ast s
hemeknown as MobiCast that is suitable for mobile
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ells. Our s
heme adopts a hierar
hi
almobility management approa
h to isolate the mo-bility of the mobile hosts from the main multi
astdelivery tree. Ea
h foreign domain has a domainforeign agent. To send a multi
ast pa
ket, themobile host en
apsulates the multi
ast pa
ket andsends it to the domain foreign agent. The domainforeign agent de
apsulates the multi
ast pa
ketand sends it out on behalf of the mobile host. Asubs
ription to a multi
ast group by a mobile hostis relayed by the serving base station to the domainforeign agent. The domain foreign agent subs
ribesto the requested multi
ast group and forwards therequested multi
ast pa
kets to the mobile host us-ing another multi
ast address known as the trans-lated multi
ast address. This translated multi
astaddress should be unique within the domain and
orresponds to this requested multi
ast group. Thebase station re
eives the multi
ast pa
kets by sub-s
ribing to the translated multi
ast group (the mul-ti
ast group with the translated multi
ast address),and forwards the re
eived multi
ast pa
kets to themobile host. As long as the mobile host remainswithin the domain of the domain foreign agent, themobility of the mobile host is hidden from the restof the multi
ast group, and no re-
omputation ofthe main multi
ast delivery tree is needed.Our s
heme minimizes disruptions to the multi-
ast session due to hando�s of mobile group mem-ber by organizing physi
ally adja
ent 
ells into Dy-nami
 Virtual Ma
ro-
ells (DVM). When a mo-bile host subs
ribes to a multi
ast group throughthe domain foreign agent, the serving base sta-tion informs the other member base stations in itsDVM to subs
ribe to the same translated multi
astgroup. While only the serving base station a
tivelyforwards multi
ast data to the mobile host, theother base stations in the same DVM bu�er re
entpa
kets and qui
kly forward them to the mobilehost should a hando� o

ur. This provides a shorthando� laten
y, and the use of bu�ers at the BSsredu
es pa
ket loss due to hando�. It also elimi-nates multi
ast group join and graft laten
ies sin
e

the new base station has already subs
ribed to themulti
ast group prior to the hando�. Hen
e thedisruptions to the multi
ast session due to hand-o�s of mobile host group members are minimized.Our s
heme is developed to work with IP andis 
ompatible with existing multi
ast routing algo-rithms su
h as DVMRP [8℄, CBT [2℄, MOSPF [17℄,PIM-DM [7℄ and PIM-SM [6℄. Our base stationsare network-layer routers with bu�ers, and are 
a-pable of subs
ribing to multi
ast groups. Com-pared to a link-layer solution adopted by mostwireless LAN, a network-layer base station is 
apa-ble of forwarding only those multi
ast pa
kets withinterested mobile re
eivers in its 
ell, thus a
hiev-ing eÆ
ient utilization of wireless bandwidth. Fur-thermore, a network-layer base station is able todi�erentiate pa
kets with di�erent servi
e types forIPv6 so as to support QoS for mobile hosts in its
ell. Our s
heme aims to support best e�ort IPmulti
ast eÆ
iently for mobile hosts in an environ-ment with small wireless 
ells, while maintainingthe quality of the multi
ast session during hand-o�s.We have simulated our s
heme using the Net-work Simulator [20℄ and the measurements showthat our multi
ast s
heme is e�e
tive in minimiz-ing disruptions to a multi
ast session due to thehando�s of the mobile group member, as well asredu
ing pa
ket loss when a mobile host 
rosses
ell boundaries during a multi
ast session.The rest of our paper is organized as follows.Se
tion 2 presents related work. Se
tion 3 de-s
ribes our hierar
hi
al mobility management ar-
hite
ture to support mobile multi
ast. Se
tion4 presents the simulation of our mobile multi
asts
heme using the ns tool. Se
tion 5 reports theperforman
e measurement results of our simula-tion. Se
tion 6 highlights some areas for futurework, and Se
tion 7 
on
ludes the paper.2. Related WorkThe problems of providing multi
ast support formobile hosts have been studied by various resear
h
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heme for Wireless Networks 3groups. Xylomenos and Polyzos highlight some ofthese problems in supporting multi
ast for mobilehosts in [22℄ and [21℄. Arup et al. [1℄ propose solu-tion to solve the 
on
i
t of 
ombining IP multi
astwith the Columbia University Mobile-IP s
heme[12℄ [13℄. The Columbia Mobile IP s
heme allo-
ates 
are-of address from a virtual subnet to mo-bile hosts (MHs), and di�erent MHs may atta
h tothe wired network via di�erent Mobility SupportRouters (MSRs) lo
ated at di�erent subnets. Thisoften results in multi
ast pa
kets from MHs beingdis
arded by routers as the pa
kets arrived fromthe wrong interfa
e. Their proposed solution is touse a multi
ast tunnel to 
onne
t all the MSRslo
ated at the di�erent subnets. Multi
ast pa
k-ets from a MH is en
apsulated by the lo
al MSRand sent to all MSRs through this multi
ast tun-nel to ensure that this multi
ast pa
ket rea
hes allMSRs and re
eivers. Some of the problems raisedare pe
uliar only to Columbia University MobileIP s
heme and do not apply to the IETF MobileIP model. Furthermore, the s
heme requires mod-i�
ations to IGMP and is limited in terms of s
al-ability.In the IETF Mobile IP standard [18℄, two ap-proa
hes, namely, remote subs
ription and bi-dire
tional tunneling, are proposed to support mul-ti
ast for MHs. In the remote subs
ription ap-proa
h, the MH has to re-subs
ribe to the desiredmulti
ast groups when it visits a foreign network.The main advantage of this s
heme is that it issimple and o�ers the shortest path for the multi-
ast data delivery to the MH. This s
heme workswell when the MH stays at ea
h foreign networkfor a relatively long time, as 
ompared to the joinand graft laten
y. The main disadvantage of this isthat if the MH is to send a multi
ast pa
ket to thegroup, the sour
e address of this pa
ket has to bethe MH's 
are-of address. If the home address ofthe MH is used instead (as required by some multi-
ast appli
ations), the in
oming interfa
e 
he
k ofmost multi
ast routers will dis
ard this pa
ket.For the bi-dire
tional tunneling approa
h, MHre
eives and sends multi
ast pa
kets through its

home agent (HA) via uni
ast IP tunnel. The ad-vantage of this approa
h is that it hides the mo-bility of the mobile group members from the restof the multi
ast group. However, this s
heme hassome serious drawba
ks. First, the routing of themulti
ast pa
kets may be sub-optimal, espe
iallywhen the multi
ast sour
e and the MH are near toea
h other, but both are far away from the MH'sHA. Se
ond, the s
heme 
an be bandwidth ineÆ-
ient. If the HA has two mobile hosts whi
h resideat the same or nearby foreign networks and sub-s
ribe to the same multi
ast group, the HA has toforward the same multi
ast pa
ket twi
e to the for-eign networks lo
ated at the same region via twodi�erent IP tunnels to the respe
tive MHs, result-ing in a waste of network bandwidth and extra pro-
essing at the HA. Third, the bi-dire
tional tunnel-ing approa
h also su�ers from the tunnel 
onver-gen
e problem [4℄ due to the numerous multi
astIP tunnels from the di�erent HAs terminating at aparti
ular foreign agent (FA). These home agentsall have mobile hosts residing at this FA's networkand subs
ribed to the same multi
ast group. Thisagain results in ineÆ
ient use of network band-width as well as 
omputing resour
es. We believethat the bi-dire
tional tunneling approa
h is nota good idea as multi
ast forwarding for MHs thendegenerates into multiple uni
asts, and is likely tofa
e serious s
alability problems.As noted in [15℄, that while Mobile IP (andIPv6) is designed to handle the "ma
ro" mobil-ity management problem, su
h as supporting hostmobility over wide-area networks, it does not ad-dress mi
ro-level mobility issues su
h as pa
ket lossand delay due to hando�s. Hen
e using either theremote subs
ription or the bi-dire
tional tunnelingapproa
h re
ommended by Mobile IP alone is nota good enough solution to support multi
ast in anenvironment of MHs roaming among small wireless
ells.Harrison et al. [11℄ propose the MoM proto
olto solve some of the problems asso
iated with thebi-dire
tional tunneling approa
h of the IETF Mo-bile IP (Mobile IP). In the MoM proto
ol, when
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ribed to the same mul-ti
ast group, only one 
opy of the multi
ast datais forwarded from the HA to the FA. The proto
olsolves the tunnel 
onvergen
e problem [4℄ by hav-ing the FA appoint a HA as the designated mul-ti
ast servi
e provider (DMSP) for a given multi-
ast group to forward multi
ast pa
kets to that FA.This avoids dupli
ating multi
ast pa
kets from thedi�erent IP tunnels originating from the di�erentHAs. This s
heme eliminates some of the ineÆ-
ien
ies of the bi-dire
tional tunneling approa
h ofMobile IP. However, this s
heme has various draw-ba
ks. First, the s
heme still does not address theproblem of a HA having to forward dupli
ate multi-
ast pa
kets to neighboring foreign networks whenthe HA is 
hosen as the DMSP for both FAs. Se
-ond, if the number of HAs eligible to be 
hosenas the DMSP is small, the route for the multi-
ast pa
kets from the DMSP to the FA may stillbe sub-optimal. Third, when the last MH of aDMSP of a given multi
ast group roams out ofthe FA's network, the FA has to resele
t a newDMSP. Meanwhile, the multi
ast data delivery toall other mobile group members served by that FAis disrupted until the DMSP hando� is 
ompleted.Fourth, by adopting the bi-dire
tional tunnelingapproa
h, the s
heme avoids the delays asso
iatedwith joining and grafting, but not the hando� la-ten
y. The problem of pa
ket loss when mobilehost 
rosses 
ell boundaries is not addressed in thiss
heme. Finally, the s
heme requires modi�
ationsof both HA and FA 
odes.In 
ontrast to the MoM proto
ol, our s
hemeadopts an approa
h similar to the remote subs
rip-tion method re
ommended by the Mobile IP. How-ever, we use a hierar
hi
al mobility managementar
hite
ture to shield the mobility of the MHs fromthe multi
ast delivery tree. MH subs
ribes to amulti
ast group via the domain foreign agent. Thiseliminates sub-optimal routing and avoids tunnel
onvergen
e problem. Unlike the original MobileIP remote subs
ription method, no re-
omputationof the main multi
ast delivery tree is needed due

to mobility of mobile group member within the do-main. We minimize disruption to multi
ast sessiondue to hando�s by forwarding the multi
ast datafrom the domain foreign agent to multiple base sta-tions in the vi
inity of the MH to a
hieve fast hand-o� performan
e. This is again something whi
h isnot addressed by the original Mobile IP remotesubs
ription approa
h. We aim to show that ours
heme is eÆ
ient and suitable for handling multi-
ast for mobile hosts in an environment with smallwireless 
ells.3. Mobility Ar
hite
tureA typi
al 
ampus network with wireless exten-sions is shown in Figure 1. The various networksegments are inter
onne
ted by routers (R), andmobile hosts (MH) a

ess the Internet via the basestations (BSs) over the wireless links. As ea
h MHmoves, it leaves the wireless 
overage of one 
elland enters into another, resulting in a hando� be-tween the BSs. For our s
enario of small wireless
ells at the fringes of the Internet, su
h hando�sduring a multi
ast session will be frequent as wire-less 
ells may be of the size of a few meters.In Mobile IP, after a MH arrives at a foreign net-work and obtains a 
are-of address, the MH sends alo
ation update message to inform its home agent(HA) of its 
are-of address. The 
are-of addressidenti�es a foreign agent (FA) in the foreign sub-net where the MH is. The FA 
an be a separatenode or reside in the MH.In the Mobile IP remote subs
ription method ofsupporting multi
ast, the MH has to subs
ribe tothe desired multi
ast group via FA1 when it is atsubnet A, and via FA2 when it moves to subnet B.Immediately after a hando� from one subnet to theother, the multi
ast session to the MH is disrupteduntil the hando� is 
ompleted. The hando� laten
ymay be long as the lo
ation update message has totraverse the wide-area network from the new FAto the HA.In the Mobile IP bi-dire
tional tunneling methodof supporting multi
ast, the HA inter
epts pa
kets
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ast groups that the MH has subs
ribedto and tunneled them to the 
are-of address of theMH. If the foreign agent is a separate node, it de-
apsulates the tunneled pa
kets and forwards themto the MH. This method has various ineÆ
ien
iesand s
alability problems as explained in the earlierse
tion. It also su�ers from disruption to the mul-ti
ast session due to long hando� laten
y when theMH roams from one subnet to another.Our approa
h avoids these drawba
ks while pro-viding the desired performan
e of a mobile mul-ti
ast s
heme suitable for mobile nodes roamingamong small wireless 
ells.3.1. Hierar
hi
al Stru
tureWe propose to adopt the domain foreign agent(DFA) 
on
ept [3℄ [19℄ to shield all mobility withinthe foreign domain from the main multi
ast deliv-ery tree. For the purpose of exposition, we will usethe s
enario of a 
ampus environment. As shownin Figure 2, a 
ampus domain may have a DFAwhi
h is responsible for all foreign mobile hostswithin the 
ampus. At the subnet level, agent ad-vertisement messages 
ontaining the IP address ofthe DFA are broad
ast periodi
ally. Note that thisfun
tionality of broad
asting an agent advertise-ment may be subsumed by the BSs for our 
ase.When a mobile node hears a bea
on and de
idesto atta
h to the wired network, it registers withthe DFA and sends the IP address of the DFA toits HA as its 
are-of address. Subsequent multi
astsubs
riptions or sending of pa
kets to a multi
astgroup by the MH are done through the DFA. Whenthe MH moves from one 
ell to another, resultingin a 
hange of serving BS (but still within the 
am-pus), this 
hange is shielded from the rest of themulti
ast group. No re-
omputation of the mainmulti
ast delivery tree is needed due to mobilityof the MH within the domain. The details of howour hierar
hi
al mobility management ar
hite
turehandles uni
ast 
ommuni
ations for the MH is notwithin the s
ope of this paper, and 
an be foundin [19℄.

3.2. Mobile Host as a Multi
ast SenderIf the MH is a multi
ast sour
e of a multi-
ast group, the MH 
annot use its 
are-of address(DFA's address) as the sour
e address for its multi-
ast pa
ket, as this pa
ket may be dis
arded duringthe in
oming interfa
e 
he
k by a multi
ast router(e.g. if DVMRP is used). The MH 
annot usea 
o-lo
ated 
are-of address to avoid this problemsin
e our mobile multi
ast s
heme requires the useof DFA's address as the MH's 
are-of address tohandle mobility. Our s
heme over
omes this prob-lem by requiring the MH to en
apsulate its multi-
ast pa
ket and uni
ast it to the DFA. The DFAde
apsulates the pa
ket and sends out the multi-
ast pa
ket on behalf of the MH, with the DFA'saddress in the sour
e address �eld of the multi
astpa
ket. Here we are assuming that the higher levelproto
ols in the appli
ation will provide the iden-ti�
ation of the original sour
e of the pa
ket. Thisis the preferred method for our s
heme. If this isnot possible be
ause the IP address of the origi-nating node is required by the appli
ation to be atthe IP sour
e address �eld of the multi
ast pa
ket,the other alternative is for the MH to tunnel ba
kthe multi
ast pa
ket to its HA and send out themulti
ast pa
ket via the HA. Sin
e this is a uni-dire
tional tunnel from the MH to the HA, band-width wastage and the tunnel 
onvergen
e prob-lem asso
iated with bi-dire
tional tunneling areavoided. The disadvantage is the possibility of in-eÆ
ient routing of multi
ast pa
kets from the MHto the multi
ast delivery tree. This happens whenthe MH is near the multi
ast delivery tree, but hasto tunnel its multi
ast pa
ket to its HA.3.3. Mobile Host as a Multi
ast Re
eiverTo support a MH whi
h is a multi
ast re
eiver,our s
heme works in the following manner. TheMH sends a IGMP report [5℄ to the BS to sub-s
ribe to multi
ast group X. This subs
ription isrelayed by the serving BS to the registered DFAat the vi
inity of the MH. Upon re
eiving the sub-s
ription request, the DFA supplies a di�erent mul-
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astaddress to the BS. The DFA subs
ribes to the re-quested multi
ast group X and forwards the re-quested multi
ast pa
kets to the MHs in its domainusing the translated multi
ast address. BSs withMHs whi
h are members of the multi
ast group Xre
eive the multi
ast pa
kets by subs
ribing to thetranslated multi
ast group (the multi
ast groupwith the translated multi
ast address), and for-ward the re
eived multi
ast pa
kets to the inter-ested MHs in their 
ells. As long as the MH re-mains within the domain of the DFA, the mobilityof the MH is hidden from the rest of the multi
astgroup, and no re-
omputation of the main multi-
ast delivery tree is needed.3.4. Hando� Proto
olTo a
hieve fast hando� performan
e so as toredu
e disruption to multi
ast re
eption when aMH 
rosses 
ell boundaries, we organized physi-
ally adja
ent 
ells into Dynami
 Virtual Ma
ro-
ells (DVM). When a serving BS relays a multi-
ast group subs
ription request of a MH to theDFA, a translated multi
ast address is given tothe serving BS by the DFA. Besides subs
ribingto the translated multi
ast group itself, the serv-ing BS also informs the other member BSs in itsDVM to subs
ribe to the same translated multi-
ast group. While only the serving BS a
tivelyforwards multi
ast data to the MH, the other BSsin the same DVM bu�er re
ent multi
ast pa
ketsand 
an qui
kly forward them to the MH shoulda hando� o

ur. The thi
k arrows from the DFAto the various BSs in Figure 3 show the paths ofthe translated multi
ast group data from the DFAto the physi
ally adja
ent BSs. If the MH is tomove to either the left or right 
ell, both BS 1 &2 already have the re
ent few multi
ast pa
kets forthe MH in their bu�ers. No forwarding of bu�ersfrom the old to the new BSs is needed. No join orgraft laten
y is involved as the new BS is alreadyon the multi
ast tree prior to the hando�. No longhando� laten
y due to the lo
ation update mes-

sage traversing the wide-area network to the HA isneeded, as in the 
ase of Harrison et al. [11℄. Hand-o� is fast and multi
ast pa
ket loss due to hando�is minimized. As a result, disruption to the multi-
ast session when the MH is a multi
ast re
eiver isminimized when the MH 
rosses 
ell boundaries.The problem of redu
ing pa
ket loss due tohando� when the MH is a multi
ast sour
e is moretri
ky. During the period when the MH is out-side the 
overage area of the old 
ell to the timewhen MH initiates a hando�, all multi
ast pa
ketstransmitted by the MH are lost. As the manner of
oping with data loss is highly dependent on theneeds of the multi
ast appli
ations [10℄, we believethat it will be enough if the underlying network
an just provide relevant information1 to the MHimmediately after a hando�, and leave it to themulti
ast appli
ation running on the MH to de
ideon its 
ourse of a
tion. Our s
heme provides the IPID of the last pa
ket from the MH re
eived by theold BS prior to the hando� to the MH immediatelyafter a hando�.Our MobiCast s
heme has the following advan-tages. First, the use of hierar
hi
al mobility man-agement ar
hite
ture separates the mobility of theMH from the main multi
ast delivery tree. As longas the MH remains within the domain of the DFA,the mobility of the MH is shielded from the restof the multi
ast group. No re-
omputation of themain multi
ast delivery tree is needed. The re-
omputation of the multi
ast delivery tree fromthe DFA to the vi
inity of the MH when the MH
rosses 
ell boundaries is trivial, as this multi
astdelivery tree spans a
ross networks within the do-main only.Se
ond, our s
heme requires MHs whi
h are in-terested in re
eiving multi
ast data to re-subs
ribeagain via the DFA when they are in a foreign do-main. This approa
h is somewhat similar to the re-mote subs
ription method proposed by Mobile IP,and network routes taken by the multi
ast pa
k-1 e.g. IP ID of the last pa
ket re
eived by the old BS priorto the hando�
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ient. The ineÆ
ien
ies ands
alability problems asso
iated with bi-dire
tionaltunneling in Mobile IP are avoided totally, unlikethe 
ase of Harrison et al. [11℄, whereby 
omplexsolution su
h as DMSP are needed to solve the tun-nel 
onvergen
e problem.Third, our s
heme uses multi
ast to forward themulti
ast pa
kets from the DFA to the interestedMHs within its domain. Ea
h multi
ast group isasso
iated with a translated multi
ast group ad-dress, and serving BSs of interested MHs only needto subs
ribe to this translated multi
ast group tore
eive the desired multi
ast data. Besides de-livering multi
ast data in an eÆ
ient manner (as
ompared to multiple uni
asts to interested MHswithin its domain), the use of multi
ast as the for-warding me
hanism from the DFA to interestedMHs in its domain also alleviates the DFA fromthe task of keeping tra
k of the exa
t lo
ation ofthe MH to ensure 
orre
t multi
ast data delivery.It also allows the multi
ast forwarding algorithmused within the foreign domain to be di�erent fromthat of the main multi
ast delivery tree. Further-more, the use of multi
ast also enables fast hando�performan
e to be a
hieved at a relatively low 
ost.Fourth, our s
heme requires base stations in thesame DVM as the serving BS to subs
ribe to thesame translated multi
ast group so as to providefast hando� and minimize disruption to the multi-
ast session when the MH 
rosses 
ell boundaries.Sin
e physi
ally adja
ent 
ells are most likely toreside on the same network segment, the extra net-work load generated due to the other member BSsin the same DVM subs
ribing to the same multi-
ast group is negligible. This is espe
ially so for the
ase of shared-medium networks su
h as Ethernet.We believe that our hierar
hi
al mobility man-agement ar
hite
ture 
oupled with the use ofDVM, is a s
alable and eÆ
ient solution to sup-port multi
ast for mobile hosts in an environmentwith small wireless 
ells.

4. SimulationWe simulated our mobile multi
ast s
heme onthe Network Simulator tool (ns2) version 2.1b3[20℄. All 
ode is written and simulated on a SunSpar
 5 workstation running on Solaris 2.5.1 soft-ware platform. We highlight the important 
om-ponents of our simulation in the next few se
tions.4.1. Dynami
 Virtual Ma
ro-
ellsIn our simulation, we organized the base sta-tions logi
ally into Dynami
 Virtual Ma
ro-
ells(DVMs). DVMs are formed by 
lusters of basestations adja
ent to ea
h other, and these DVMsoverlap ea
h other as shown in Figure 4. A BS maybelong to more than one DVM, but ea
h BS is a
ore of only one DVM. Only the 
ore 
an trans-mit information while the other member BS in thesame DVM should only listen. Two BSs in thesame DVM need not ne
essarily be in the samesubnet. As an illustration, in Figure 4, BS2 is the
ore of DVM A and also a member of DVM B.Similarly BS 3 is the 
ore of DVM B as well asa member of DVM A. A hando� 
an only happenbetween the 
ore and any of its member BSs in thesame DVM. For example, a MH 
an only hando�from BS2 to BS1 or 3.In Figure 4, assuming that a MH is in BS2's 
elland subs
ribes to multi
ast group X. The trans-lated multi
ast group address Y that 
orrespondsto group X is given to BS2 by the DFA. BS2 will in-form all other member BSs in DVM A to subs
ribeto multi
ast group Y as well. Sin
e the memberBSs of a DVM are likely to reside on the same net-work segment, we have 
hosen to use multi
ast asthe 
ommuni
ation me
hanism within the DVM aswell. Ea
h DVM 
ore sends 
ontrol information tothe other member BSs using multi
ast and ea
hDVM has its own multi
ast address. This redu
essigni�
antly the network load due to the 
ontrol in-formation 
ow between the members of the DVMwhen a MH 
rosses 
ell boundaries. For example,the 
ontrol message from BS2 to other member BSs(BS1 and 3) in its DVM is sent out as a multi
ast
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ket using multi
ast address M, and a 
ontrolmessage from BS3 to its member BSs (BS2 and 4)is sent using multi
ast address N.In the simplest form of DVM, all physi
ally ad-ja
ent 
ells reside in the same DVM. However, withthe knowledge of the a
tual building layout, we 
anplan our DVM membership to make our s
hememore eÆ
ient. If we know that two physi
ally ad-ja
ent 
ells are separated by a wall and there is noway a mobile node 
an move between the two 
ells,then these two 
ells should not be in the same DVMeven though they are physi
ally adja
ent to ea
hother. A smarter version of DVM is one where BSsdo not need manual 
on�guration and 
an learnabout their neighboring BSs over time. Trade o�is the non-optimal performan
e during start up orthe transient period when the BSs are not awareof newly added neighboring BSs.A more 
omplex form of a DVM is one wherethe shape of the DVM 
an 
hange based on themovement of the mobile node. The membershipin the DVM is dynami
 depending on the move-ment of the mobile node. When the mobile nodeis stati
, the DVM has the shape of a 
ir
le. Whenthe mobile node is moving, the shape of the DVMmay 
hange to an oval with the longer end in thedire
tion of movement so as to in
lude BSs whi
hare two 
ells ahead.4.2. Multi
ast Group Subs
riptionWhen a MH is in a foreign network and regis-tered with the DFA as its foreign agent, any sub-s
ription request for a multi
ast group will go tothe DFA via the serving BS. Assuming that theMH wants to subs
ribe to multi
ast group X, thefollowing message ex
hanges take pla
e as shownin Figure 5.� The MH sends an IGMP report message 
on-taining the group X multi
ast address.� The BS re
eives the IGMP report from the MH.The BS sends a subs
ription request message tothe DFA. This message 
ontains the group X

multi
ast address that the MH is interested injoining.� The DFA pro
esses the subs
ription requestmessage and replies to the BS with a subs
rip-tion reply message 
ontaining the translatedmulti
ast address Y 
orresponding to multi
astgroup X. If the DFA has already subs
ribed togroup X (i.e. other MHs in the domain havealready subs
ribed to multi
ast group X), thetranslated address Y is taken from the trans-lation table. If group X is not on the DFA'sexisting subs
ription list, then address Y is anew multi
ast address 
reated by the DFA 
or-responding to multi
ast group X, and the trans-lation table is updated. Multi
ast address Y hasto be unique within the DFA's domain.� If group X is not on the DFA's existing sub-s
ription list, the DFA subs
ribes to group X.� Upon re
eiving the subs
ription reply message,BS subs
ribes to multi
ast group Y. It informsthe other BSs in its DVM to subs
ribe to groupY as well, so as to a
hieve fast hando� perfor-man
e.4.3. Multi
ast Data DeliveryAfter the MH has subs
ribed to group X viathe DFA, multi
ast data delivery is a
hieved inthe following manner. When the DFA re
eives amulti
ast group X pa
ket from its upstream multi-
ast router, it repla
es the IP destination addressof the multi
ast pa
ket with the translated multi-
ast address Y, and forwards it to its domain asa multi
ast pa
ket. The serving BS re
eives thepa
ket sin
e it has already subs
ribed to group Y.It repla
es the destination address of the pa
ketba
k to X, and forwards it to its wireless 
ell. Theother member BSs in the same DVM as the serv-ing BS re
eives the pa
ket as well sin
e they alsosubs
ribed to group Y. They bu�er the multi
astpa
kets in a First-in-First-out (FIFO) manner.Note that the MH uses the normal IGMP mem-bership report pro
edure to subs
ribe to the mul-ti
ast group, and the multi
ast address translation



C.L. Tan, S. Pink / MobiCast: A Multi
ast S
heme for Wireless Networks 9is shielded from the MH. This is to maintain 
om-patibility with the existing IGMP standard and toavoid 
ode 
hanges at the MH, at the expense ofextra pro
essing (
hanging destination address ofmulti
ast pa
kets) at the BS.4.4. Hando� when MH is a Re
eiverOur hando� proto
ol is designed to be fast andeÆ
ient. Referring to the s
enario shown in Figure6, the MH is in BS2's 
ell and BS 1 and 3 arebu�ering the re
ent pa
kets of the multi
ast groupthat the MH has subs
ribed to. Assuming that theMH moves to the right, hears the bea
on from BS3,and de
ides to do a hando� to BS3. The followingare the message ex
hanges, as shown in Figure 7.� After hearing the bea
on from BS3, the MH de-
ides to swit
h from BS2 to BS3 based on fa
-tors su
h as radio signal strength and quality of
onne
tion.� MH sends a greet message to BS3, indi
ating itsintention to swit
h over to BS3's 
ell. The greetmessage 
ontains the IP address of the old serv-ing BS (BS2), the IP multi
ast group addressthat the MH has subs
ribed to, and the IP IDof the last forwarded multi
ast pa
ket re
eivedby the MH from the old BS.� BS3 sends ba
k a greet a
k message to the MHto 
on�rm the hando�. BS3 also sends a notifymessage to BS2 to inform the latter about thehando�. At the same time, BS3 starts forward-ing multi
ast pa
kets to the MH, beginning withpa
kets in its bu�er re
eived immediately afterthe pa
ket whose IP ID is indi
ated in the greetmessage re
eived from the MH. The use of IPID is to minimize missing or dupli
ate pa
ketsbeing forwarded to the MH after the hando�.The proto
ol 
riti
al to a 
orre
t hando� 
anbe 
onsidered as �nished after the ex
hange ofthe above messages.� BS3 multi
asts a 
ontrol message to inform theother member BSs (BS2 & 4) in its DVM to sub-s
ribe to the translated multi
ast group asso
i-

ated with the newly arrived MH. After re
eivingthis message, BS4 subs
ribes to the translatedmulti
ast group 
orresponding to the multi
astgroup that MH has subs
ribed to and startsbu�ering the re
ent pa
kets meant for this mul-ti
ast group. BS2 does nothing sin
e it is al-ready subs
ribed to the multi
ast group.� After re
eiving the notify message from BS3,BS2 sends ba
k a notify a
k message to BS3and stops forwarding multi
ast pa
kets to theMH.� BS 2 multi
asts a 
ontrol message to inform theother member BSs (BS 1 & 3) in its DVM thatMH has left its 
ell, and these member BSs 
anprune themselves o� the translated multi
asttree 
orresponding to the multi
ast group thatMH subs
ribes to if ne
essary. In this 
ase, sin
ethe serving BS is no longer adja
ent to BS1 af-ter the hando�, BS1 
an unsubs
ribe from thetranslated multi
ast group 
orresponding to themulti
ast group that MH has subs
ribed to.Note that our s
heme does not require the for-warding of multi
ast pa
kets in the bu�ers fromthe old to the new BS after the hando�, as thenew BS's bu�er has the same 
ontent as that of theold BS. The 
ontrol information pa
ket sent out byBS2 and 3 (as multi
ast) due to the hando� 
on-tains minimum information and has a short pa
ketsize. Hen
e the extra network load generated bythese 
ontrol pa
kets in our s
heme is negligible as
ompared to other hando� s
hemes whi
h forwarddata pa
kets from the old BS to the new BS.The 
ow of the multi
ast streams from the DFAto the various BSs after the hando� of MH fromBS2 to 3 is shown in Figure 8. Note that after thehando�, BS1 is no longer on the translated multi-
ast tree 
orresponds to the multi
ast group thatMH subs
ribes to, and instead BS4 is subs
ribedto that multi
ast group.4.5. Hando� when MH is a SenderReferring to the same s
enario shown in Figure6, the MH is in BS2's 
ell and now is a multi
ast
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heme for Wireless Networkssender to a multi
ast group X. Assuming that theMH moves to the right, hears the bea
on from BS3,and de
ides to do a hando� to BS3. The followingmessage ex
hanges take pla
e, as shown in Figure9.� After hearing the bea
on from BS3, the MH de-
ides to swit
h from BS2 to BS3 based on fa
-tors su
h as radio signal strength and quality of
onne
tion.� MH sends a greet message to BS3, indi
ating itsintention to swit
h over to BS3's 
ell. The greetmessage 
ontains the IP address of the old serv-ing BS (BS2), the address of the IP multi
astgroup that this MH presently sends pa
kets to(group X).� BS3 sends ba
k a greet a
k message to the MHto 
on�rm the hando�. BS3 also sends a no-tify message to BS2 to inform the latter aboutthe hando�. The notify message 
ontains a re-quest to BS2 to send ba
k the IP ID of the lastre
eived pa
ket from MH for group X. The pro-to
ol 
riti
al to a 
orre
t hando� is 
onsidered�nished after the ex
hange of the above mes-sages.� BS2 sends ba
k a notify a
k message to BS3
ontaining the IP ID of the last re
eived pa
ketfrom MH for group X.� BS3 relays this information to the MH. Themulti
ast appli
ation at the MH 
an make use ofthis information to minimize the e�e
t of hand-o� to the ongoing multi
ast transmission.For a MH whi
h is both a multi
ast re
eiver andsender, the greet message sent by the MH duringhando� will 
ontain information on the IP multi-
ast groups that the MH has subs
ribed to, as wellas the IP multi
ast groups that the MH presentlysends pa
kets to. Upon re
eiving this greet mes-sage, the new BS rea
ts a

ordingly as des
ribedin the earlier se
tions.

4.6. Bea
on Period and Bu�er SizeThe bea
on period and bu�er size of the basestations are important parameters that determinethe hando� performan
e of our s
heme. Every BStransmits a bea
on periodi
ally. Besides servingas an agent advertisement message, this signal isimportant to a mobile host as an aid to dete
tits own movement. A bea
on signal from a basestation that gets weaker over time indi
ates thatthe mobile host is moving slowly away from thatBS's 
overage, and a bea
on from a BS that getsstronger over time shows that the mobile host ismoving nearer to that BS. A mobile host 
an lis-ten to transmissions from BSs to other mobile hostsin the same region to identify its own lo
ation. Ifsu
h transmissions are absent, the mobile host 
an
on
lude that it has roamed out of the 
overagearea of its serving BS either by dete
ting a missingbea
on from its serving BS, or hearing a bea
onfrom another BS. In our simulation, a mobile hostsends out a BS soli
itation message on
e it dete
tsa missing bea
on. BSs who heard this soli
itationmessage must send out a bea
on, and if the mobilehost hears multiple bea
ons, it 
an de
ide whi
hBS to hando� to by looking at 
riteria su
h as re-
eived signal strength of the bea
on messages.Consider the general 
ase of a small wireless 
ellenvironment where 
ells are overlapping with no
overage gap, and the BSs involved in the hand-o� are of the same network hierar
hy (meaningthat a multi
ast pa
ket from the DFA will arriveat both BSs at about the same time). For theideal 
ase of eliminating pa
ket loss due to hand-o�, the amount of bu�ers needed at the BSs shouldbe equivalent to the maximum possible amount ofpa
ket loss due to the hando�. We de�ne the ren-dezvous time as the time taken for a mobile hostto hear a bea
on from a new BS after roaming outof the old BS's 
ell. Hen
e the rendezvous timedetermines how soon a mobile host 
an dete
t itsmovement out of a wireless 
ell and initiate a hand-o�. In a wireless environment with approximately-syn
hronous bea
on system (all BSs send out bea-
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ons approximately at the same time, with a smalltime o�set just enough to prevent 
ollisions of bea-
ons between adja
ent base stations), the worst
ase rendezvous time is equal to the bea
on pe-riod. Equation (4.1) shows the relationship be-tween the rendezvous time (RT), the pa
ket inter-arrival time, and the maximum possible numberof pa
ket loss per 
onne
tion during a hando�(without any bu�ering s
heme). The amount ofbu�er needed at the base station to support hand-o� for multiple multi
ast sessions 
an be extrapo-lated easily.max. num. of pkt loss during a hando� =[RT = (pkt inter-arrival time)℄ + 1 (4.1)The worst 
ase s
enario 
an be a situation wherea multi
ast pa
ket is transmitted immediately afterthe bea
on from BS X, and the mobile node leavesthe wireless 
ell of BS X before re
eiving the 
om-plete pa
ket. While the mobile host is outside the
overage area of BS X, all multi
ast pa
kets forthe mobile host whi
h arrive at BS X before anyhando� is initiated are lost (assuming no bu�eringis done), and the mobile host 
an only initiate ahando� after hearing the bea
on from a new BS.The amount of pa
ket loss 
an be redu
ed if themobile host 
an dete
t its movement out of a wire-less 
ell sooner and initiate a hando� earlier to anearer BS. Hen
e a shorter rendezvous time willhelp to redu
e the amount of bu�ers needed at theBSs to eliminate pa
ket loss during hando�.For the 
ase of a small wireless 
ell environmentwith 
overage gap, the maximum possible amountof pa
ket loss is dependent on the mobile host'smobility pattern. In�nite amount of bu�ers areneeded if the mobile host de
ides to stay put atthe 
overage gap inde�nitely.In our s
heme, ea
h BS bu�ers the re
ent mul-ti
ast pa
kets from multi
ast groups that the mo-bile hosts at neighboring 
ells have subs
ribed to.The fast hando� is a
hieved by a BS forwardingthese pa
kets from its bu�ers should the mobilehost move into its 
ell.

A short bea
on period 
onsumes more wirelessbandwidth, in
reases pro
essing overhead, but re-du
es the amount of bu�ers required at the BSsbe
ause the number of expe
ted lost pa
kets islower. On the other hand, a longer bea
on periodin
reases the number of bu�ers needed at the BSsbut 
onsumes less wireless bandwidth and redu
espro
essing overheads. In our simulations, we aimto �nd 
ombinations of bea
on periods and bu�ersizes that 
an a
hieve smooth hando� for a mobilehost engaging in intera
tive multi
ast 
ommuni
a-tions like multi-party 
onferen
ing during hando�,and whi
h does not require too many resour
es.5. Performan
e MeasurementWe have written simulation test s
ripts to simu-late the di�erent mobility s
enarios to evaluate theperforman
e of our mobile multi
ast s
heme. Ouraim is to determine whether our s
heme 
an redu
epa
ket loss as well as meeting the requirements tosupport real-time multi
ast appli
ations like Inter-net multi-party 
onferen
ing during hando�. Oursimulations were restri
ted only to mobility s
enar-ios involving BSs of the same network hierar
hy.5.1. Simulation S
enarioOur simulation s
enario is shown in Figure 10.In our ns simulations, node A, node B, the DFAand the BSs are 
onne
ted by wired links, and theMH is atta
hed to the BSs through wireless links.The wired and wireless networks are simulatedusing 10 Mbps duplex links and 2 Mbps duplexlinks respe
tively. For our multi
ast pa
ket audiosour
e, we 
hose pulse 
ode modulation (PCM) asthe multi
ast 
onferen
ing audio 
oding format tosimulate the most resour
e demanding 
ase. UsingMbone appli
ations like vat as the yardsti
k, theshortest pa
ket inter-arrival time for PCM formatis 20 ms, and the average pa
ket size is 200 bytes.We use these parameters in our simulations of amulti
ast 
onferen
ing audio sour
e.
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yThe obje
tive of this simulation is to �nd out thetime needed for our s
heme to 
omplete a hando�.The time to 
omplete a hando� has two 
ompo-nents: the rendezvous time and the hando� la-ten
y. The rendezvous time refers to the timetaken for a mobile node to hear a bea
on froma new BS after roaming out of the old BS's 
ell.When the MH is a multi
ast re
eiver, the hando�laten
y is de�ned as the di�eren
e in time betweenthe arrival of the �rst new pa
ket from the newBS's bu�er and the time at whi
h the MH sendsa hando� request to the new BS. In our 
ase, thisin
ludes the ex
hange of greet, greet a
k messagesand the arrival of the �rst pa
ket from the new BSat the mobile node.Our experiment involved node A sending outUDP pa
kets of 200 bytes ea
h at an interval of 20ms, to simulate the multi
ast audio sour
e. Thesemulti
ast pa
kets are re
eived by the DFA and for-warded as another multi
ast stream with a di�er-ent multi
ast address to the MH. We measured thehando� laten
y when the MH does a hando� fromBS1 to 2 while re
eiving this multi
ast stream.To gauge the hando� laten
y performan
e of ours
heme for the di�erent possible wireless networks,we performed our simulations using wireless net-works of di�erent bandwidths and link delays. Theresults are plotted in Figure 11. For a typi
al wire-less network of 2 Mbps bandwidth and 4 ms linkdelay, the hando� laten
y for our s
heme is 9.2 ms.Hen
e the total hando� time for our s
heme in su
ha wireless network is equal to the rendezvous timeplus 9.2 ms.Note that in our 
ase, as long as both BSs areapproximately at the same network hierar
hy, thehando� laten
y is the same for hando� betweenBSs lo
ated at the same subnet and BSs lo
atedat di�erent subnet, sin
e no forwarding of bu�ersis needed. However, extra network load generateddue to the hando� is slightly higher for hando�sbetween BSs of di�erent subnets.For all the subsequent simulations, the wireless

networks simulated have a bandwidth of 2 Mbpsand 4 ms link delay.5.3. Bea
on PeriodThe goal of this simulation is to �nd the min-imum bea
on period to give a short rendezvoustime so as to minimize multi
ast pa
ket loss whenthe MH 
rosses 
ell boundaries, and yet one thatwill not involve too mu
h pro
essing and a�e
t theoverall performan
e of the system. This simula-tion involved the sending of 4 Mbytes of data fromthe DFA to the MH (via BS1), with a re
eiver ad-vertised TCP window size of 15 Kbytes and 1024bytes segment. Ea
h bea
on is 50 bytes long. Wemeasured the throughput of this transfer for thedi�erent bea
on periods. The results are plottedin Figure 12.As shown in Figure 12, the throughput is above99% of the maximum for bea
on periods of 30 ms orlonger, and it drops to 98% of the maximum whenthe bea
on period is 13 ms. Hen
e we 
on
ludethat the minimum bea
on period we 
an 
hoose togive a low rendezvous time and involved minimumoverhead is 30 ms for a wireless network of 2 Mbpsand 4 ms link delay.5.4. Multi
ast Pa
ket Audio Performan
eThe obje
tive of this simulation is to �nd outwhether our s
heme 
an minimize the e�e
ts of ahando� while the MH is in an intera
tive multi
astsession.In our experiment to simulate the hando� s
e-nario when MH is a multi
ast re
eiver, node A mul-ti
asts a stream of pa
kets of 200 bytes ea
h every20 ms to simulate a real-time Internet multi
astaudio sour
e. The DFA subs
ribes to this multi-
ast group on behalf of the MH and re-multi
aststhe stream to the vi
inity of the MH. The MHmoves from BS1 to 2 while re
eiving this multi
aststream. Various human fa
tors studies have shownthat the maximum tolerable delay for an intera
-tive 
onversation is approximately 200 ms. This
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on period the system 
an allow.Figure 13 shows the maximum number of lostpa
kets at the MH during a hando� while the MHis a multi
ast re
eiver of an intera
tive multi
astsession, against the bu�er size at the BS for the dif-ferent rendezvous time. Note that the worst 
aserendezvous time is equal to the bea
on period ina wireless environment with a syn
hronous bea-
on system. To satisfy the maximum tolerable de-lay for an intera
tive 
onversation, the rendezvoustime has to be below 200 ms. A possible 
ombina-tion that will eliminate multi
ast pa
ket loss dur-ing hando� is to 
hoose a bu�er size of 6 pa
ketsand a rendezvous time of 100 ms. This rendezvoustime 
an be satis�ed by having a system with syn-
hronous bea
ons of 100 ms bea
on period.Figure 14 shows the pa
ket inter-arrival time atthe MH before, during and after a hando� for awireless system with syn
hronous bea
on periodof 100 ms, with and without bu�er. The hando�s
enario simulated involved the worst rendezvoustime of 100 ms. There are several points to high-light regarding these results. First, the jitter in-trodu
ed by our hando� s
heme to support mobilemulti
ast re
eiver is below the maximum tolera-ble delay for an intera
tive multi
ast 
onversation,for both with and without bu�er. For the 
asewith bu�er, the longest pa
ket inter-arrival time is122 ms, of whi
h 100 ms is 
ontributed by the ren-dezvous time. Pa
kets with sequen
e number from16 to 20 are transmitted ba
k-to-ba
k from the newBS and have short pa
ket inter-arrival times.Se
ond, for the 
ase with bu�er, we 
an see thatno pa
kets are lost, dupli
ated or have arrived atthe MH in the wrong sequen
e. The provision ofenough bu�ers at the BSs ensures that pa
kets notre
eived by the MH during hando� are stored, andthe use of IP ID in our s
heme ensures that thesestored pa
kets are forwarded to the MH from thenew BS in the 
orre
t sequen
e. For the 
ase withno bu�er at the BSs, we 
an see that pa
ket 15 to20 are missing. This results in a quality degrada-tion to the re
eption of the multi
ast stream at the

MH when it 
rosses 
ell boundaries.In the experiment to simulate the hando� s
e-nario when MH is a multi
ast sour
e, MH sends astream of pa
kets of 200 bytes ea
h every 20 ms tothe DFA to simulate a real-time Internet multi
astaudio sour
e and the DFA sends the pa
kets out onbehalf of MH. Node A and B subs
ribe to this mul-ti
ast group and re
eive multi
ast pa
kets from theDFA. The MH moves from BS1 to 2 while sendingthis multi
ast stream to the DFA. The bea
on pe-riod and the rendezvous time are both 100 ms. Forour simulation, we assume that the appli
ation'sstrategy of dealing with pa
ket loss 
an be eitherto ignore this 'last re
eived pa
ket' information,or to make use of this information and retransmitthose missing pa
kets immediately.Figure 15 and Figure 16 show the multi
astpa
ket inter-arrival time and pa
ket sequen
e atnode B respe
tively, before, during and after ahando�. The 'last re
eived pa
ket ' information ar-rives at the MH before the next transmission fromMH to the multi
ast group is due. First, referringto Figure 15, we 
an see that the jitter introdu
edby our hando� o� s
heme is below the maximumtolerable delay for an intera
tive multi
ast 
onver-sation, when the MH is the multi
ast sour
e, withor without the use of the 'last re
eived pa
ket' in-formation. Se
ond, if the 'last re
eived pa
ket' in-formation arrives early enough at the MH, the mul-ti
ast appli
ation at MH 
an rea
t a

ordingly tominimize the e�e
t of hando�, as shown in Figure16. In this 
ase, this information is used to elimi-nate pa
ket loss from the MH due to hando�. Anexample of su
h appli
ations that 
an bene�t fromour s
heme is an intera
tive multi
ast 
onferen
ingsession.Figure 17 shows the pa
ket arrival at node B be-fore, during and after the hando� of MH, for the
ase when the 'last re
eived pa
ket' informationfrom the old BS (BS1) rea
hes the MH after thenext transmission to the multi
ast group is due.If this information arrives at the MH too late, itmay be better o� for some appli
ations (e.g. in-tera
tive 
onferen
ing) to simply ignore this 'last
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eived pa
ket' information. However, this late'last re
eived pa
ket' information may still be use-ful for appli
ations whi
h are not very time 
riti
aland sequen
e of pa
ket arrival is not important.In this 
ase, the appli
ation 
an ba
ktra
k fromthe latest transmission and retransmit the missingpa
kets, as shown in Figure 17.From these simulations, we have shown that ourMobiCast s
heme is e�e
tive in minimizing pa
ketloss and disruption to the multi
ast session whenthe MH is either a multi
ast re
eiver or sender and
rosses 
ell boundaries during an intera
tive mul-ti
ast session.6. Future WorkThe present s
heme supports best e�ort multi-
ast for mobile hosts in an internetwork environ-ment with small wireless 
ells. It will be interestingto extend the ar
hite
ture to support reliable mul-ti
ast for mobile hosts in a similar environment.One possible method for the mobile hosts to re-
over from pa
ket loss is for them to ask for missingmulti
ast pa
kets within the domain they reside in�rst, before sending the repair request to the othergroup member outside the domain.7. Con
lusionsIn this paper, we have presented MobiCast, ourmulti
ast s
heme for mobile hosts in an internet-work environment with small wireless 
ells. Ours
heme adopts the hierar
hi
al mobility manage-ment ar
hite
ture 
oupled to the use of the Dy-nami
 Virtual Ma
ro-
ells 
on
ept, to handle mul-ti
ast to and from mobile hosts roaming amongsmall wireless 
ells.Our s
heme requires the mobile hosts to sub-s
ribe or send pa
ket to a multi
ast group viathe domain foreign agent. This avoids the re-
omputation of the main multi
ast delivery treedue to mobility of the mobile host within the for-eign domain. Fast hando� performan
e to redu
epa
ket loss due to mobility is a
hieved by for-

warding multi
ast pa
kets from the domain for-eign agent to the base stations at the vi
inity ofthe mobile group members. We have designed andsimulated MobiCast in ns2. From simulation re-sults, we have shown that our s
heme 
an main-tain the quality of a multi
ast 
onferen
ing sessionwhen a mobile group member 
rosses 
ell bound-aries during the multi
ast session. When the mo-bile host is a multi
ast re
eiver, the �rst pa
ketfrom the new base station arrives within 9.2 ms atthe mobile host after a hando� is initiated. Whenthe mobile host is a multi
ast sender, our s
hemeprovides "last re
eived pa
ket" information to themobile host immediately after a hando�. We havedemonstrated how this information 
an be used bya multi
ast appli
ation at the mobile host to min-imize degradation due to hando�s.Multi
ast appli
ations are popular due to theireÆ
ient network model of data delivery to multiplemembers. The multi
ast s
heme for mobile hostspresented in this paper enables mobile users to en-joy the bene�ts of su
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ast appli
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e astheir wired 
ounterparts, without the 
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Figure 1. Mobile IP entities in a wireless internetwork.
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Figure 2. Hierar
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al mobility management approa
h using Domain Foreign Agent.
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Figure 3. Use of multi
ast as the multi
ast pa
ket forwarding me
hanism from the DFA to base stations in the same DVM
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on period on the throughput of a FTP transfer over a wireless link of 2Mbps bandwidth and link delay of 4 ms.
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Figure 13. This graph shows the maximum number of lost pa
kets due to a hando� if the BS does not have the requirednumber of bu�ers for the di�erent rendezvous time, when MH is a multi
ast re
eiver.
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Figure 14. This graph shows the pa
ket inter-arrival time at MH before, during and after a hando� when MH is a multi
astre
eiver, with and without bu�er.
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Figure 15. This graph shows the pa
ket inter-arrival time at a multi
ast re
eiver (node B) before, during and after a hando�when MH is a multi
ast sender, and the 'last re
eived pa
ket' information from the old BS arrives at the MH before thenext transmission from MH to the multi
ast group is due.
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Figure 16. This graphs shows the pa
ket arrival at a multi
ast group re
eiver (node B) when MH is a multi
ast sour
e. Thelast re
eived pa
ket information from the old BS arrives at the MH before the next transmission from MH to the multi
astgroup is due.
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Figure 17. This graphs shows the pa
ket arrival at a multi
ast group re
eiver (node B) when MH is a multi
ast sour
e. Thelast re
eived pa
ket information from the old BS arrives at the MH after the next transmission from MH to the multi
astgroup is due.


