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1. Introduction

As wireless technology matures, small wireless
cells at the fringes of the wired network are fast be-
coming part of the Internet infrastructure to con-
nect users to the wired internetwork. These wire-
less cells enable mobile users to enjoy the bene-
fits of mobility within the coverage area while hav-
ing access to the Internet. Each wireless cell has
a base station which acts as the gateway to the
wired network for the mobile nodes. These wireless
cells tend to be small so as to provide higher data
throughput, better frequency reuse, more accurate
location information, and the power requirement
of the transceiver at the mobile node is lower. The
other emerging trend is the increasing importance
of multicast applications for the purpose of multi-
party conferencing [16] [14], and mobile users will
expect similar kinds of multicast applications to
be supported on their portable devices with wire-
less capability. In such an environment, handoffs
between cells during a multicast session are com-
mon. Hence an efficient scheme is needed to sup-
port multicast for mobile nodes roaming among
small wireless cells. This scheme should minimize
re-computation of the multicast delivery tree and
reduce packet loss when a mobile group member

crosses cell boundaries during a multicast session.

Providing multicast support for mobile nodes in
an IP internetwork is a challenging problem for
several reasons. First, the addition of mobility to
the host group model [9] implies that the multicast
routing algorithm must deal not only with dynamic
group membership, but also with dynamic group
member location. Second, most multicast routing
protocols, such as DVMRP [8], CBT [2] and MO-
SPF [17], implicitly assume that hosts are static
when setting up a multicast delivery tree. Recon-
structing the delivery tree every time a mobile node
moves is expensive due to the overhead incurred,
but leaving the multicast tree unchanged may re-
sult in inefficiency or even failure in multicast data
delivery. Third, when the mobile node is a mul-
ticast source, the multicast stream to other group
members is often disrupted after the mobile node
moves to a new cell. Besides handoff latency, the
new base station also has to find a route to the
multicast delivery tree. On the other hand, when
the mobile node is a multicast group receiver, it
experiences disruption in the reception of the mul-
ticast stream immediately after the handoff due to
handoff latency as well as the join and graft laten-
cies involved in the new base station’s subscription
to the multicast group.

In this paper, we propose a multicast scheme

known as MobiCast that is suitable for mobile
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hosts in an internetwork environment with small
wireless cells. Our scheme adopts a hierarchical
mobility management approach to isolate the mo-
bility of the mobile hosts from the main multicast
delivery tree. Each foreign domain has a domain
foreign agent. To send a multicast packet, the
mobile host encapsulates the multicast packet and
sends it to the domain foreign agent. The domain
foreign agent decapsulates the multicast packet
and sends it out on behalf of the mobile host. A
subscription to a multicast group by a mobile host
is relayed by the serving base station to the domain
foreign agent. The domain foreign agent subscribes
to the requested multicast group and forwards the
requested multicast packets to the mobile host us-
ing another multicast address known as the trans-
lated multicast address. This translated multicast
address should be unique within the domain and
corresponds to this requested multicast group. The
base station receives the multicast packets by sub-
scribing to the translated multicast group (the mul-
ticast group with the translated multicast address),
and forwards the received multicast packets to the
mobile host. As long as the mobile host remains
within the domain of the domain foreign agent, the
mobility of the mobile host is hidden from the rest
of the multicast group, and no re-computation of
the main multicast delivery tree is needed.

Our scheme minimizes disruptions to the multi-
cast session due to handoffs of mobile group mem-
ber by organizing physically adjacent cells into Dy-
namic Virtual Macro-cells (DVM). When a mo-
bile host subscribes to a multicast group through
the domain foreign agent, the serving base sta-
tion informs the other member base stations in its
DVM to subscribe to the same translated multicast
group. While only the serving base station actively
forwards multicast data to the mobile host, the
other base stations in the same DVM buffer recent
packets and quickly forward them to the mobile
host should a handoff occur. This provides a short
handoff latency, and the use of buffers at the BSs
reduces packet loss due to handoff. It also elimi-

nates multicast group join and graft latencies since

the new base station has already subscribed to the
multicast group prior to the handoff. Hence the
disruptions to the multicast session due to hand-
offs of mobile host group members are minimized.

Our scheme is developed to work with IP and
is compatible with existing multicast routing algo-
rithms such as DVMRP [8], CBT [2], MOSPF [17],
PIM-DM [7] and PIM-SM [6].
are network-layer routers with buffers, and are ca-

Our base stations
pable of subscribing to multicast groups. Com-
pared to a link-layer solution adopted by most
wireless LAN, a network-layer base station is capa-
ble of forwarding only those multicast packets with
interested mobile receivers in its cell, thus achiev-
ing efficient utilization of wireless bandwidth. Fur-
thermore, a network-layer base station is able to
differentiate packets with different service types for
IPv6 so as to support QoS for mobile hosts in its
cell. Our scheme aims to support best effort IP
multicast efficiently for mobile hosts in an environ-
ment with small wireless cells, while maintaining
the quality of the multicast session during hand-
offs.

We have simulated our scheme using the Net-
work Simulator [20] and the measurements show
that our multicast scheme is effective in minimiz-
ing disruptions to a multicast session due to the
handoffs of the mobile group member, as well as
reducing packet loss when a mobile host crosses
cell boundaries during a multicast session.

The rest of our paper is organized as follows.
Section 3 de-

scribes our hierarchical mobility management ar-

Section 2 presents related work.
chitecture to support mobile multicast. Section
4 presents the simulation of our mobile multicast
scheme using the ns tool. Section 5 reports the
performance measurement results of our simula-
tion. Section 6 highlights some areas for future

work, and Section 7 concludes the paper.

2. Related Work

The problems of providing multicast support for
mobile hosts have been studied by various research
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groups. Xylomenos and Polyzos highlight some of
these problems in supporting multicast for mobile
hosts in [22] and [21]. Arup et al. [1] propose solu-
tion to solve the conflict of combining IP multicast
with the Columbia University Mobile-IP scheme
[12] [13]. The Columbia Mobile IP scheme allo-
cates care-of address from a virtual subnet to mo-
bile hosts (MHs), and different MHs may attach to
the wired network via different Mobility Support
Routers (MSRs) located at different subnets. This
often results in multicast packets from MHs being
discarded by routers as the packets arrived from
the wrong interface. Their proposed solution is to
use a multicast tunnel to connect all the MSRs
located at the different subnets. Multicast pack-
ets from a MH is encapsulated by the local MSR
and sent to all MSRs through this multicast tun-
nel to ensure that this multicast packet reaches all
MSRs and receivers. Some of the problems raised
are peculiar only to Columbia University Mobile
IP scheme and do not apply to the IETF Mobile
IP model. Furthermore, the scheme requires mod-
ifications to IGMP and is limited in terms of scal-
ability.

In the IETF Mobile IP standard [18], two ap-
proaches, namely, remote subscription and bi-
directional tunneling, are proposed to support mul-
ticast for MHs. In the remote subscription ap-
proach, the MH has to re-subscribe to the desired
multicast groups when it visits a foreign network.
The main advantage of this scheme is that it is
simple and offers the shortest path for the multi-
cast data delivery to the MH. This scheme works
well when the MH stays at each foreign network
for a relatively long time, as compared to the join
and graft latency. The main disadvantage of this is
that if the MH is to send a multicast packet to the
group, the source address of this packet has to be
the MH’s care-of address. If the home address of
the MH is used instead (as required by some multi-
cast applications), the incoming interface check of
most multicast routers will discard this packet.

For the bi-directional tunneling approach, MH

receives and sends multicast packets through its

home agent (HA) via unicast IP tunnel. The ad-
vantage of this approach is that it hides the mo-
bility of the mobile group members from the rest
of the multicast group. However, this scheme has
some serious drawbacks. First, the routing of the
multicast packets may be sub-optimal, especially
when the multicast source and the MH are near to
each other, but both are far away from the MH’s
HA. Second, the scheme can be bandwidth ineffi-
cient. If the HA has two mobile hosts which reside
at the same or nearby foreign networks and sub-
scribe to the same multicast group, the HA has to
forward the same multicast packet twice to the for-
eign networks located at the same region via two
different IP tunnels to the respective MHs, result-
ing in a waste of network bandwidth and extra pro-
cessing at the HA. Third, the bi-directional tunnel-
ing approach also suffers from the tunnel conver-
gence problem [4] due to the numerous multicast
IP tunnels from the different HAs terminating at a
particular foreign agent (FA). These home agents
all have mobile hosts residing at this FA’s network
and subscribed to the same multicast group. This
again results in inefficient use of network band-
width as well as computing resources. We believe
that the bi-directional tunneling approach is not
a good idea as multicast forwarding for MHs then
degenerates into multiple unicasts, and is likely to
face serious scalability problems.

As noted in [15], that while Mobile IP (and
IPv6) is designed to handle the ”macro” mobil-
ity management problem, such as supporting host
mobility over wide-area networks, it does not ad-
dress micro-level mobility issues such as packet loss
and delay due to handoffs. Hence using either the
remote subscription or the bi-directional tunneling
approach recommended by Mobile IP alone is not
a good enough solution to support multicast in an
environment of MHs roaming among small wireless
cells.

Harrison et al. [11] propose the MoM protocol
to solve some of the problems associated with the
bi-directional tunneling approach of the IETF Mo-
bile IP (Mobile IP). In the MoM protocol, when
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a HA has more than one MHs residing at the
same foreign network subscribed to the same mul-
ticast group, only one copy of the multicast data
is forwarded from the HA to the FA. The protocol
solves the tunnel convergence problem [4] by hav-
ing the FA appoint a HA as the designated mul-
ticast service provider (DMSP) for a given multi-
cast group to forward multicast packets to that FA.
This avoids duplicating multicast packets from the
different IP tunnels originating from the different
HAs.

ciencies of the bi-directional tunneling approach of

This scheme eliminates some of the inefli-

Mobile IP. However, this scheme has various draw-
backs. First, the scheme still does not address the
problem of a HA having to forward duplicate multi-
cast packets to neighboring foreign networks when
the HA is chosen as the DMSP for both FAs. Sec-
ond, if the number of HAs eligible to be chosen
as the DMSP is small, the route for the multi-
cast packets from the DMSP to the FA may still
Third, when the last MH of a
DMSP of a given multicast group roams out of
the FA’s network, the FA has to reselect a new
DMSP. Meanwhile, the multicast data delivery to
all other mobile group members served by that FA
is disrupted until the DMSP handoff is completed.
Fourth, by adopting the bi-directional tunneling

be sub-optimal.

approach, the scheme avoids the delays associated
with joining and grafting, but not the handoff la-
tency. The problem of packet loss when mobile
host crosses cell boundaries is not addressed in this
scheme. Finally, the scheme requires modifications
of both HA and FA codes.

In contrast to the MoM protocol, our scheme
adopts an approach similar to the remote subscrip-
tion method recommended by the Mobile IP. How-
ever, we use a hierarchical mobility management
architecture to shield the mobility of the MHs from
MH subscribes to a

multicast group via the domain foreign agent. This

the multicast delivery tree.

eliminates sub-optimal routing and avoids tunnel
convergence problem. Unlike the original Mobile
IP remote subscription method, no re-computation

of the main multicast delivery tree is needed due

to mobility of mobile group member within the do-
main. We minimize disruption to multicast session
due to handoffs by forwarding the multicast data
from the domain foreign agent to multiple base sta-
tions in the vicinity of the MH to achieve fast hand-
off performance. This is again something which is
not addressed by the original Mobile IP remote
subscription approach. We aim to show that our
scheme is efficient and suitable for handling multi-
cast for mobile hosts in an environment with small

wireless cells.

3. Mobility Architecture

A typical campus network with wireless exten-
sions is shown in Figure 1. The various network
segments are interconnected by routers (R), and
mobile hosts (MH) access the Internet via the base
stations (BSs) over the wireless links. As each MH
moves, it leaves the wireless coverage of one cell
and enters into another, resulting in a handoff be-
tween the BSs. For our scenario of small wireless
cells at the fringes of the Internet, such handoffs
during a multicast session will be frequent as wire-
less cells may be of the size of a few meters.

In Mobile IP, after a MH arrives at a foreign net-
work and obtains a care-of address, the MH sends a
location update message to inform its home agent
(HA) of its care-of address. The care-of address
identifies a foreign agent (FA) in the foreign sub-
net where the MH is. The FA can be a separate
node or reside in the MH.

In the Mobile IP remote subscription method of
supporting multicast, the MH has to subscribe to
the desired multicast group via FA1 when it is at
subnet A, and via FA2 when it moves to subnet B.
Immediately after a handoff from one subnet to the
other, the multicast session to the MH is disrupted
until the handoff is completed. The handoff latency
may be long as the location update message has to
traverse the wide-area network from the new FA
to the HA.

In the Mobile IP bi-directional tunneling method
of supporting multicast, the HA intercepts packets
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from multicast groups that the MH has subscribed
to and tunneled them to the care-of address of the
MH. If the foreign agent is a separate node, it de-
capsulates the tunneled packets and forwards them
to the MH. This method has various inefficiencies
and scalability problems as explained in the earlier
section. It also suffers from disruption to the mul-
ticast session due to long handoff latency when the
MH roams from one subnet to another.

Our approach avoids these drawbacks while pro-
viding the desired performance of a mobile mul-
ticast scheme suitable for mobile nodes roaming

among small wireless cells.

3.1. Hierarchical Structure

We propose to adopt the domain foreign agent
(DFA) concept [3] [19] to shield all mobility within
the foreign domain from the main multicast deliv-
ery tree. For the purpose of exposition, we will use
the scenario of a campus environment. As shown
in Figure 2. a campus domain may have a DFA
which is responsible for all foreign mobile hosts
within the campus. At the subnet level, agent ad-
vertisement messages containing the IP address of
the DFA are broadcast periodically. Note that this
functionality of broadcasting an agent advertise-
ment may be subsumed by the BSs for our case.
When a mobile node hears a beacon and decides
to attach to the wired network, it registers with
the DFA and sends the IP address of the DFA to
its HA as its care-of address. Subsequent multicast
subscriptions or sending of packets to a multicast
group by the MH are done through the DFA. When
the MH moves from one cell to another, resulting
in a change of serving BS (but still within the cam-
pus), this change is shielded from the rest of the
multicast group. No re-computation of the main
multicast delivery tree is needed due to mobility
of the MH within the domain. The details of how
our hierarchical mobility management architecture
handles unicast communications for the MH is not
within the scope of this paper, and can be found
in [19].

3.2. Mobile Host as a Multicast Sender

If the MH is a multicast source of a multi-
cast group, the MH cannot use its care-of address
(DFA’s address) as the source address for its multi-
cast packet, as this packet may be discarded during
the incoming interface check by a multicast router
(e.g. if DVMRP is used). The MH cannot use
a co-located care-of address to avoid this problem
since our mobile multicast scheme requires the use
of DFA’s address as the MH’s care-of address to
handle mobility. Our scheme overcomes this prob-
lem by requiring the MH to encapsulate its multi-
cast packet and unicast it to the DFA. The DFA
decapsulates the packet and sends out the multi-
cast packet on behalf of the MH, with the DFA’s
address in the source address field of the multicast
packet. Here we are assuming that the higher level
protocols in the application will provide the iden-
tification of the original source of the packet. This
is the preferred method for our scheme. If this is
not possible because the IP address of the origi-
nating node is required by the application to be at
the IP source address field of the multicast packet,
the other alternative is for the MH to tunnel back
the multicast packet to its HA and send out the
multicast packet via the HA. Since this is a uni-
directional tunnel from the MH to the HA, band-
width wastage and the tunnel convergence prob-
lem associated with bi-directional tunneling are
avoided. The disadvantage is the possibility of in-
efficient routing of multicast packets from the MH
to the multicast delivery tree. This happens when
the MH is near the multicast delivery tree, but has

to tunnel its multicast packet to its HA.

3.3. Mobile Host as a Multicast Receiver

To support a MH which is a multicast receiver,
our scheme works in the following manner. The
MH sends a IGMP report [5] to the BS to sub-
scribe to multicast group X. This subscription is
relayed by the serving BS to the registered DFA
at the vicinity of the MH. Upon receiving the sub-
scription request, the DFA supplies a different mul-
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ticast address known as the translated multicast
address to the BS. The DFA subscribes to the re-
quested multicast group X and forwards the re-
quested multicast packets to the MHs in its domain
using the translated multicast address. BSs with
MHs which are members of the multicast group X
receive the multicast packets by subscribing to the
translated multicast group (the multicast group
with the translated multicast address), and for-
ward the received multicast packets to the inter-
ested MHs in their cells. As long as the MH re-
mains within the domain of the DFA, the mobility
of the MH is hidden from the rest of the multicast
group, and no re-computation of the main multi-

cast delivery tree is needed.

3.4. Handoff Protocol

To achieve fast handoff performance so as to
reduce disruption to multicast reception when a
MH crosses cell boundaries, we organized physi-
cally adjacent cells into Dynamic Virtual Macro-
cells (DVM). When a serving BS relays a multi-
cast group subscription request of a MH to the
DFA, a translated multicast address is given to
the serving BS by the DFA. Besides subscribing
to the translated multicast group itself, the serv-
ing BS also informs the other member BSs in its
DVM to subscribe to the same translated multi-
cast group. While only the serving BS actively
forwards multicast data to the MH, the other BSs
in the same DVM buffer recent multicast packets
and can quickly forward them to the MH should
a handoff occur. The thick arrows from the DFA
to the various BSs in Figure 3 show the paths of
the translated multicast group data from the DFA
to the physically adjacent BSs. If the MH is to
move to either the left or right cell, both BS 1 &
2 already have the recent few multicast packets for
the MH in their buffers. No forwarding of buffers
from the old to the new BSs is needed. No join or
graft latency is involved as the new BS is already
on the multicast tree prior to the handoff. No long
handoff latency due to the location update mes-

sage traversing the wide-area network to the HA is
needed, as in the case of Harrison et al. [11]. Hand-
off is fast and multicast packet loss due to handoff
is minimized. As a result, disruption to the multi-
cast session when the MH is a multicast receiver is
minimized when the MH crosses cell boundaries.

The problem of reducing packet loss due to
handoff when the MH is a multicast source is more
tricky. During the period when the MH is out-
side the coverage area of the old cell to the time
when MH initiates a handoff, all multicast packets
transmitted by the MH are lost. As the manner of
coping with data loss is highly dependent on the
needs of the multicast applications [10], we believe
that it will be enough if the underlying network
can just provide relevant information' to the MH
immediately after a handoff, and leave it to the
multicast application running on the MH to decide
on its course of action. Our scheme provides the IP
ID of the last packet from the MH received by the
old BS prior to the handoff to the MH immediately
after a handoff.

Our MobiCast scheme has the following advan-
tages. First, the use of hierarchical mobility man-
agement architecture separates the mobility of the
MH from the main multicast delivery tree. As long
as the MH remains within the domain of the DFA,
the mobility of the MH is shielded from the rest
of the multicast group. No re-computation of the
main multicast delivery tree is needed. The re-
computation of the multicast delivery tree from
the DFA to the vicinity of the MH when the MH
crosses cell boundaries is trivial, as this multicast
delivery tree spans across networks within the do-
main only.

Second, our scheme requires MHs which are in-
terested in receiving multicast data to re-subscribe
again via the DFA when they are in a foreign do-
main. This approach is somewhat similar to the re-
mote subscription method proposed by Mobile IP,

and network routes taken by the multicast pack-

Ye.g. IP ID of the last packet received by the old BS prior
to the handoff
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ets to the MHs are efficient. The inefficiencies and
scalability problems associated with bi-directional
tunneling in Mobile IP are avoided totally, unlike
the case of Harrison et al. [11], whereby complex
solution such as DMSP are needed to solve the tun-
nel convergence problem.

Third, our scheme uses multicast to forward the
multicast packets from the DFA to the interested
MHs within its domain. Each multicast group is
associated with a translated multicast group ad-
dress, and serving BSs of interested MHs only need
to subscribe to this translated multicast group to
Besides de-

livering multicast data in an efficient manner (as

receive the desired multicast data.

compared to multiple unicasts to interested MHs
within its domain), the use of multicast as the for-
warding mechanism from the DFA to interested
MHs in its domain also alleviates the DFA from
the task of keeping track of the exact location of
the MH to ensure correct multicast data delivery.
It also allows the multicast forwarding algorithm
used within the foreign domain to be different from
that of the main multicast delivery tree. Further-
more, the use of multicast also enables fast handoff
performance to be achieved at a relatively low cost.

Fourth, our scheme requires base stations in the
same DVM as the serving BS to subscribe to the
same translated multicast group so as to provide
fast handoff and minimize disruption to the multi-
cast session when the MH crosses cell boundaries.
Since physically adjacent cells are most likely to
reside on the same network segment, the extra net-
work load generated due to the other member BSs
in the same DVM subscribing to the same multi-
cast group is negligible. This is especially so for the
case of shared-medium networks such as Ethernet.

We believe that our hierarchical mobility man-
agement architecture coupled with the use of
DVM, is a scalable and efficient solution to sup-
port multicast for mobile hosts in an environment

with small wireless cells.

4. Simulation

We simulated our mobile multicast scheme on
the Network Simulator tool (ns2) version 2.1b3
[20]. All code is written and simulated on a Sun
Sparc b workstation running on Solaris 2.5.1 soft-
ware platform. We highlight the important com-

ponents of our simulation in the next few sections.

4.1. Dynamic Virtual Macro-cells

In our simulation, we organized the base sta-
tions logically into Dynamic Virtual Macro-cells
(DVMs).
stations adjacent to each other, and these DV Ms

DVMs are formed by clusters of base

overlap each other as shown in Figure 4. A BS may
belong to more than one DVM, but each BS is a
core of only one DVM. Only the core can trans-
mit information while the other member BS in the
same DVM should only listen. Two BSs in the
same DVM need not necessarily be in the same
subnet. As an illustration, in Figure 4, BS2 is the
core of DVM A and also a member of DVM B.
Similarly BS 3 is the core of DVM B as well as
a member of DVM A. A handoff can only happen
between the core and any of its member BSs in the
same DVM. For example, a MH can only handoff
from BS2 to BS1 or 3.

In Figure 4, assuming that a MH is in BS2’s cell
and subscribes to multicast group X. The trans-
lated multicast group address Y that corresponds
to group X is given to BS2 by the DFA. BS2 will in-
form all other member BSs in DVM A to subscribe
to multicast group Y as well. Since the member
BSs of a DVM are likely to reside on the same net-
work segment, we have chosen to use multicast as
the communication mechanism within the DVM as
well. Each DVM core sends control information to
the other member BSs using multicast and each
DVM has its own multicast address. This reduces
significantly the network load due to the control in-
formation flow between the members of the DVM
when a MH crosses cell boundaries. For example,
the control message from BS2 to other member BSs
(BS1 and 3) in its DVM is sent out as a multicast
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packet using multicast address M, and a control
message from BS3 to its member BSs (BS2 and 4)
is sent using multicast address N.

In the simplest form of DVM, all physically ad-
jacent cells reside in the same DVM. However, with
the knowledge of the actual building layout, we can
plan our DVM membership to make our scheme
more efficient. If we know that two physically ad-
jacent cells are separated by a wall and there is no
way a mobile node can move between the two cells,
then these two cells should not be in the same DVM
even though they are physically adjacent to each
other. A smarter version of DVM is one where BSs
do not need manual configuration and can learn
about their neighboring BSs over time. Trade off
is the non-optimal performance during start up or
the transient period when the BSs are not aware
of newly added neighboring BSs.

A more complex form of a DVM is one where
the shape of the DVM can change based on the
movement of the mobile node. The membership
in the DVM is dynamic depending on the move-
When the mobile node
is static, the DVM has the shape of a circle. When
the mobile node is moving, the shape of the DVM

ment of the mobile node.

may change to an oval with the longer end in the
direction of movement so as to include BSs which

are two cells ahead.

4.2. Multicast Group Subscription

When a MH is in a foreign network and regis-
tered with the DFA as its foreign agent, any sub-
scription request for a multicast group will go to
the DFA via the serving BS. Assuming that the
MH wants to subscribe to multicast group X, the
following message exchanges take place as shown

in Figure 5.

e The MH sends an IGMP report message con-
taining the group X multicast address.

e The BS receives the IGMP report from the MH.
The BS sends a subscription request message to
the DFA. This message contains the group X

multicast address that the MH is interested in
joining.

e The DFA processes the subscription request
message and replies to the BS with a subscrip-
tion reply message containing the translated
multicast address Y corresponding to multicast
group X. If the DFA has already subscribed to
group X (i.e. other MHs in the domain have

already subscribed to multicast group X), the

translated address Y is taken from the trans-

If group X is not on the DFA’s

existing subscription list, then address Y is a

lation table.

new multicast address created by the DFA cor-
responding to multicast group X, and the trans-
lation table is updated. Multicast address Y has
to be unique within the DFA’s domain.

e If group X is not on the DFA’s existing sub-
scription list, the DFA subscribes to group X.

e Upon receiving the subscription reply message,
BS subscribes to multicast group Y. It informs
the other BSs in its DVM to subscribe to group
Y as well, so as to achieve fast handoff perfor-

mance.
4.8. Multicast Data Delivery

After the MH has subscribed to group X via
the DFA, multicast data delivery is achieved in
the following manner. When the DFA receives a
multicast group X packet from its upstream multi-
cast router, it replaces the IP destination address
of the multicast packet with the translated multi-
cast address Y, and forwards it to its domain as
a multicast packet. The serving BS receives the
packet since it has already subscribed to group Y.
It replaces the destination address of the packet
back to X, and forwards it to its wireless cell. The
other member BSs in the same DVM as the serv-
ing BS receives the packet as well since they also
subscribed to group Y. They buffer the multicast
packets in a First-in-First-out (FIFO) manner.

Note that the MH uses the normal IGMP mem-
bership report procedure to subscribe to the mul-
ticast group, and the multicast address translation
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is shielded from the MH. This is to maintain com-
patibility with the existing IGMP standard and to
avoid code changes at the MH, at the expense of
extra processing (changing destination address of
multicast packets) at the BS.

4.4. Handoff when MH is a Receiver

Our handoff protocol is designed to be fast and
efficient. Referring to the scenario shown in Figure
6, the MH is in BS2’s cell and BS 1 and 3 are
buffering the recent packets of the multicast group
that the MH has subscribed to. Assuming that the
MH moves to the right, hears the beacon from BS3,
and decides to do a handoff to BS3. The following
are the message exchanges, as shown in Figure 7.

e After hearing the beacon from BS3, the MH de-
cides to switch from BS2 to BS3 based on fac-
tors such as radio signal strength and quality of

connection.

e MH sends a greet message to BS3, indicating its
intention to switch over to BS3’s cell. The greet
message contains the IP address of the old serv-
ing BS (BS2), the IP multicast group address
that the MH has subscribed to, and the IP ID
of the last forwarded multicast packet received
by the MH from the old BS.

e BS3 sends back a greet ack message to the MH
to confirm the handoff. BS3 also sends a notify
message to BS2 to inform the latter about the
handoff. At the same time, BS3 starts forward-
ing multicast packets to the MH, beginning with
packets in its buffer received immediately after
the packet whose IP ID is indicated in the greet
message received from the MH. The use of IP
ID is to minimize missing or duplicate packets
being forwarded to the MH after the handoff.
The protocol critical to a correct handoff can
be considered as finished after the exchange of

the above messages.

¢ BS3 multicasts a control message to inform the
other member BSs (BS2 & 4) in its DVM to sub-
scribe to the translated multicast group associ-

ated with the newly arrived MH. After receiving
this message, BS4 subscribes to the translated
multicast group corresponding to the multicast
group that MH has subscribed to and starts
buffering the recent packets meant for this mul-
ticast group. BS2 does nothing since it is al-

ready subscribed to the multicast group.

e After receiving the notify message from BS3,
BS2 sends back a notify ack message to BS3
and stops forwarding multicast packets to the
MH.

¢ BS 2 multicasts a control message to inform the
other member BSs (BS 1 & 3) in its DVM that
MH has left its cell, and these member BSs can
prune themselves off the translated multicast
tree corresponding to the multicast group that
MH subscribes to if necessary. In this case, since
the serving BS is no longer adjacent to BS1 af-
ter the handoff, BS1 can unsubscribe from the
translated multicast group corresponding to the

multicast group that MH has subscribed to.

Note that our scheme does not require the for-
warding of multicast packets in the buffers from
the old to the new BS after the handoff, as the
new BS’s buffer has the same content as that of the
old BS. The control information packet sent out by
BS2 and 3 (as multicast) due to the handoff con-
tains minimum information and has a short packet
size. Hence the extra network load generated by
these control packets in our scheme is negligible as
compared to other handoff schemes which forward
data packets from the old BS to the new BS.

The flow of the multicast streams from the DFA
to the various BSs after the handoff of MH from
BS2 to 3 is shown in Figure 8. Note that after the
handoff, BS1 is no longer on the translated multi-
cast tree corresponds to the multicast group that
MH subscribes to, and instead BS4 is subscribed

to that multicast group.

4.5. Handoff when MH is a Sender

Referring to the same scenario shown in Figure
6, the MH is in BS2’s cell and now is a multicast



10 C.L. Tan, S. Pink / MobiCast: A Multicast Scheme for Wireless Networks

sender to a multicast group X. Assuming that the
MH moves to the right, hears the beacon from BS3,
and decides to do a handoff to BS3. The following
message exchanges take place, as shown in Figure

9.

e After hearing the beacon from BS3, the MH de-
cides to switch from BS2 to BS3 based on fac-
tors such as radio signal strength and quality of

connection.

e MH sends a greet message to BS3, indicating its
intention to switch over to BS3’s cell. The greet
message contains the IP address of the old serv-
ing BS (BS2), the address of the IP multicast
group that this MH presently sends packets to
(group X).

e BS3 sends back a greet ack message to the MH
to confirm the handoff. BS3 also sends a no-
tify message to BS2 to inform the latter about
the handoff. The notify message contains a re-
quest to BS2 to send back the IP ID of the last
received packet from MH for group X. The pro-
tocol critical to a correct handoff is considered
finished after the exchange of the above mes-

sages.

e BS2 sends back a mnotify ack message to BS3
containing the IP ID of the last received packet
from MH for group X.

e BS3 relays this information to the MH. The
multicast application at the MH can make use of
this information to minimize the effect of hand-

off to the ongoing multicast transmission.

For a MH which is both a multicast receiver and
sender, the greet message sent by the MH during
handoff will contain information on the IP multi-
cast groups that the MH has subscribed to, as well
as the IP multicast groups that the MH presently
sends packets to. Upon receiving this greet mes-
sage, the new BS reacts accordingly as described

in the earlier sections.

4.6. Beacon Period and Buffer Size

The beacon period and buffer size of the base
stations are important parameters that determine
the handoff performance of our scheme. Every BS
transmits a beacon periodically. Besides serving
as an agent advertisement message, this signal is
important to a mobile host as an aid to detect
its own movement. A beacon signal from a base
station that gets weaker over time indicates that
the mobile host is moving slowly away from that
BS’s coverage, and a beacon from a BS that gets
stronger over time shows that the mobile host is
moving nearer to that BS. A mobile host can lis-
ten to transmissions from BSs to other mobile hosts
in the same region to identify its own location. If
such transmissions are absent, the mobile host can
conclude that it has roamed out of the coverage
area of its serving BS either by detecting a missing
beacon from its serving BS, or hearing a beacon
from another BS. In our simulation, a mobile host
sends out a BS solicitation message once it detects
a missing beacon. BSs who heard this solicitation
message must send out a beacon, and if the mobile
host hears multiple beacons, it can decide which
BS to handoff to by looking at criteria such as re-
ceived signal strength of the beacon messages.

Consider the general case of a small wireless cell
environment where cells are overlapping with no
coverage gap, and the BSs involved in the hand-
off are of the same network hierarchy (meaning
that a multicast packet from the DFA will arrive
at both BSs at about the same time). For the
ideal case of eliminating packet loss due to hand-
off, the amount of buffers needed at the BSs should
be equivalent to the maximum possible amount of
packet loss due to the handoff. We define the ren-
dezvous time as the time taken for a mobile host
to hear a beacon from a new BS after roaming out
of the old BS’s cell.

determines how soon a mobile host can detect its

Hence the rendezvous time

movement out of a wireless cell and initiate a hand-
off. In a wireless environment with approximately-

synchronous beacon system (all BSs send out bea-
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cons approximately at the same time, with a small
time offset just enough to prevent collisions of bea-
cons between adjacent base stations), the worst
case rendezvous time is equal to the beacon pe-
riod. Equation (4.1) shows the relationship be-
tween the rendezvous time (RT), the packet inter-
arrival time, and the maximum possible number
of packet loss per connection during a handoff
(without any buffering scheme). The amount of
buffer needed at the base station to support hand-
off for multiple multicast sessions can be extrapo-

lated easily.

max. num. of pkt loss during a handoff =

[RT / (pkt inter-arrival time)] + 1 (4.1)

The worst case scenario can be a situation where
a multicast packet is transmitted immediately after
the beacon from BS X, and the mobile node leaves
the wireless cell of BS X before receiving the com-
plete packet. While the mobile host is outside the
coverage area of BS X, all multicast packets for
the mobile host which arrive at BS X before any
handoff is initiated are lost (assuming no buffering
is done), and the mobile host can only initiate a
handoff after hearing the beacon from a new BS.
The amount of packet loss can be reduced if the
mobile host can detect its movement out of a wire-
less cell sooner and initiate a handoff earlier to a
nearer BS. Hence a shorter rendezvous time will
help to reduce the amount of buffers needed at the
BSs to eliminate packet loss during handoff.

For the case of a small wireless cell environment
with coverage gap, the maximum possible amount
of packet loss is dependent on the mobile host’s
mobility pattern. Infinite amount of buffers are
needed if the mobile host decides to stay put at
the coverage gap indefinitely.

In our scheme, each BS buffers the recent mul-
ticast packets from multicast groups that the mo-
bile hosts at neighboring cells have subscribed to.
The fast handoff is achieved by a BS forwarding
these packets from its buffers should the mobile
host move into its cell.

A short beacon period consumes more wireless
bandwidth, increases processing overhead, but re-
duces the amount of buffers required at the BSs
because the number of expected lost packets is
lower. On the other hand, a longer beacon period
increases the number of buffers needed at the BSs
but consumes less wireless bandwidth and reduces
processing overheads. In our simulations, we aim
to find combinations of beacon periods and buffer
sizes that can achieve smooth handoff for a mobile
host engaging in interactive multicast communica-
tions like multi-party conferencing during handoff,

and which does not require too many resources.

5. Performance Measurement

We have written simulation test scripts to simu-
late the different mobility scenarios to evaluate the
performance of our mobile multicast scheme. Our
aim is to determine whether our scheme can reduce
packet loss as well as meeting the requirements to
support real-time multicast applications like Inter-
net multi-party conferencing during handoff. Our
simulations were restricted only to mobility scenar-

ios involving BSs of the same network hierarchy.

5.1. Simulation Scenario

Our simulation scenario is shown in Figure 10.
In our ns simulations, node A, node B, the DFA
and the BSs are connected by wired links, and the
MH is attached to the BSs through wireless links.
The wired and wireless networks are simulated
using 10 Mbps duplex links and 2 Mbps duplex
links respectively. For our multicast packet audio
source, we chose pulse code modulation (PCM) as
the multicast conferencing audio coding format to
simulate the most resource demanding case. Using
Mbone applications like vat as the yardstick, the
shortest packet inter-arrival time for PCM format
is 20 ms, and the average packet size is 200 bytes.
We use these parameters in our simulations of a

multicast conferencing audio source.
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5.2. Handoff Latency

The objective of this simulation is to find out the
time needed for our scheme to complete a handoff.
The time to complete a handoff has two compo-
nents: the rendezvous time and the handoff la-
tency. The rendezvous time refers to the time
taken for a mobile node to hear a beacon from
a new BS after roaming out of the old BS’s cell.
When the MH is a multicast receiver, the handoff
latency is defined as the difference in time between
the arrival of the first new packet from the new
BS’s buffer and the time at which the MH sends
a handoff request to the new BS. In our case, this
includes the exchange of greet, greet ack messages
and the arrival of the first packet from the new BS
at the mobile node.

Our experiment involved node A sending out
UDP packets of 200 bytes each at an interval of 20
ms, to simulate the multicast audio source. These
multicast packets are received by the DFA and for-
warded as another multicast stream with a differ-
ent multicast address to the MH. We measured the
handoff latency when the MH does a handoff from
BS1 to 2 while receiving this multicast stream.
To gauge the handoff latency performance of our
scheme for the different possible wireless networks,
we performed our simulations using wireless net-
works of different bandwidths and link delays. The
results are plotted in Figure 11. For a typical wire-
less network of 2 Mbps bandwidth and 4 ms link
delay, the handoff latency for our scheme is 9.2 ms.
Hence the total handoff time for our scheme in such
a wireless network is equal to the rendezvous time
plus 9.2 ms.

Note that in our case, as long as both BSs are
approximately at the same network hierarchy, the
handoff latency is the same for handoff between
BSs located at the same subnet and BSs located
at different subnet, since no forwarding of buffers
is needed. However, extra network load generated
due to the handoff is slightly higher for handoffs
between BSs of different subnets.

For all the subsequent simulations, the wireless

networks simulated have a bandwidth of 2 Mbps
and 4 ms link delay.

5.3. Beacon Period

The goal of this simulation is to find the min-
imum beacon period to give a short rendezvous
time so as to minimize multicast packet loss when
the MH crosses cell boundaries, and yet one that
will not involve too much processing and affect the
overall performance of the system. This simula-
tion involved the sending of 4 Mbytes of data from
the DFA to the MH (via BS1), with a receiver ad-
vertised TCP window size of 15 Kbytes and 1024
bytes segment. Each beacon is 50 bytes long. We
measured the throughput of this transfer for the
different beacon periods. The results are plotted
in Figure 12.

As shown in Figure 12, the throughput is above
99% of the maximum for beacon periods of 30 ms or
longer, and it drops to 98% of the maximum when
the beacon period is 13 ms. Hence we conclude
that the minimum beacon period we can choose to
give a low rendezvous time and involved minimum
overhead is 30 ms for a wireless network of 2 Mbps
and 4 ms link delay.

5.4. Multicast Packet Audio Performance

The objective of this simulation is to find out
whether our scheme can minimize the effects of a
handoff while the MH is in an interactive multicast
session.

In our experiment to simulate the handoff sce-
nario when MH is a multicast receiver, node A mul-
ticasts a stream of packets of 200 bytes each every
20 ms to simulate a real-time Internet multicast
The DFA subscribes to this multi-
cast group on behalf of the MH and re-multicasts
the stream to the vicinity of the MH. The MH

moves from BS1 to 2 while receiving this multicast

audio source.

stream. Various human factors studies have shown
that the maximum tolerable delay for an interac-

tive conversation is approximately 200 ms. This
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helps to set the maximum tolerable rendezvous
time and beacon period the system can allow.
Figure 13 shows the maximum number of lost
packets at the MH during a handoff while the MH
is a multicast receiver of an interactive multicast
session, against the buffer size at the BS for the dif-
ferent rendezvous time. Note that the worst case
rendezvous time is equal to the beacon period in
a wireless environment with a synchronous bea-
con system. To satisfy the maximum tolerable de-
lay for an interactive conversation, the rendezvous
time has to be below 200 ms. A possible combina-
tion that will eliminate multicast packet loss dur-
ing handoff is to choose a buffer size of 6 packets
and a rendezvous time of 100 ms. This rendezvous
time can be satisfied by having a system with syn-
chronous beacons of 100 ms beacon period.
Figure 14 shows the packet inter-arrival time at
the MH before, during and after a handoff for a
wireless system with synchronous beacon period
of 100 ms, with and without buffer. The handoff
scenario simulated involved the worst rendezvous
time of 100 ms. There are several points to high-
light regarding these results. First, the jitter in-
troduced by our handoff scheme to support mobile
multicast receiver is below the maximum tolera-
ble delay for an interactive multicast conversation,
for both with and without buffer.
with buffer, the longest packet inter-arrival time is
122 ms, of which 100 ms is contributed by the ren-

dezvous time. Packets with sequence number from

For the case

16 to 20 are transmitted back-to-back from the new
BS and have short packet inter-arrival times.
Second, for the case with buffer, we can see that
no packets are lost, duplicated or have arrived at
the MH in the wrong sequence. The provision of
enough buffers at the BSs ensures that packets not
received by the MH during handoff are stored, and
the use of IP ID in our scheme ensures that these
stored packets are forwarded to the MH from the
new BS in the correct sequence. For the case with
no buffer at the BSs, we can see that packet 15 to
20 are missing. This results in a quality degrada-

tion to the reception of the multicast stream at the

MH when it crosses cell boundaries.

In the experiment to simulate the handoff sce-
nario when MH is a multicast source, MH sends a
stream of packets of 200 bytes each every 20 ms to
the DFA to simulate a real-time Internet multicast
audio source and the DFA sends the packets out on
behalf of MH. Node A and B subscribe to this mul-
ticast group and receive multicast packets from the
DFA. The MH moves from BS1 to 2 while sending
this multicast stream to the DFA. The beacon pe-
riod and the rendezvous time are both 100 ms. For
our simulation, we assume that the application’s
strategy of dealing with packet loss can be either
to ignore this ’last received packet’ information,
or to make use of this information and retransmit
those missing packets immediately.

Figure 15 and Figure 16 show the multicast
packet inter-arrival time and packet sequence at
node B respectively, before, during and after a
handoff. The ’last received packet ’ information ar-
rives at the MH before the next transmission from
MH to the multicast group is due. First, referring
to Figure 15, we can see that the jitter introduced
by our handoff off scheme is below the maximum
tolerable delay for an interactive multicast conver-
sation, when the MH is the multicast source, with
or without the use of the ’last received packet’ in-
formation. Second, if the ’last received packet’ in-
formation arrives early enough at the MH, the mul-
ticast application at MH can react accordingly to
minimize the effect of handoff, as shown in Figure
16. In this case, this information is used to elimi-
nate packet loss from the MH due to handoff. An
example of such applications that can benefit from
our scheme is an interactive multicast conferencing
session.

Figure 17 shows the packet arrival at node B be-
fore, during and after the handoff of MH, for the
case when the ’last received packet’ information
from the old BS (BS1) reaches the MH after the
next transmission to the multicast group is due.
If this information arrives at the MH too late, it
may be better off for some applications (e.g. in-

teractive conferencing) to simply ignore this ’last
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received packet’ information. However, this late
"last received packet’ information may still be use-
ful for applications which are not very time critical
and sequence of packet arrival is not important.
In this case, the application can backtrack from
the latest transmission and retransmit the missing
packets, as shown in Figure 17.

From these simulations, we have shown that our
MobiCast scheme is effective in minimizing packet
loss and disruption to the multicast session when
the MH is either a multicast receiver or sender and
crosses cell boundaries during an interactive mul-

ticast session.

6. Future Work

The present scheme supports best effort multi-
cast for mobile hosts in an internetwork environ-
ment with small wireless cells. It will be interesting
to extend the architecture to support reliable mul-
ticast for mobile hosts in a similar environment.
One possible method for the mobile hosts to re-
cover from packet loss is for them to ask for missing
multicast packets within the domain they reside in
first, before sending the repair request to the other

group member outside the domain.

7. Conclusions

In this paper, we have presented MobiCast, our
multicast scheme for mobile hosts in an internet-
Our

scheme adopts the hierarchical mobility manage-

work environment with small wireless cells.

ment architecture coupled to the use of the Dy-
namic Virtual Macro-cells concept, to handle mul-
ticast to and from mobile hosts roaming among
small wireless cells.

Our scheme requires the mobile hosts to sub-
scribe or send packet to a multicast group via
This avoids the re-
computation of the main multicast delivery tree
due to mobility of the mobile host within the for-
eign domain. Fast handoff performance to reduce

the domain foreign agent.

packet loss due to mobility is achieved by for-

warding multicast packets from the domain for-
eign agent to the base stations at the vicinity of
the mobile group members. We have designed and
simulated MobiCast in ns2. From simulation re-
sults, we have shown that our scheme can main-
tain the quality of a multicast conferencing session
when a mobile group member crosses cell bound-
aries during the multicast session. When the mo-
bile host is a multicast receiver, the first packet
from the new base station arrives within 9.2 ms at
the mobile host after a handoff is initiated. When
the mobile host is a multicast sender, our scheme
provides ”last received packet” information to the
mobile host immediately after a handoff. We have
demonstrated how this information can be used by
a multicast application at the mobile host to min-
imize degradation due to handoffs.

Multicast applications are popular due to their
efficient network model of data delivery to multiple
members. The multicast scheme for mobile hosts
presented in this paper enables mobile users to en-
joy the benefits of such multicast applications on
portable devices with similar quality of service as
their wired counterparts, without the constraint of
a tether.
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Figure 1. Mobile IP entities in a wireless internetwork.
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Figure 2. Hierarchical mobility management approach using Domain Foreign Agent.
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Figure 3. Use of multicast as the multicast packet forwarding mechanism from the DFA to base stations in the same DVM
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Figure 4. Dynamic Virtual Macro-cell.
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Figure 6. Before the handoff of MH from BS 2 to 3
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Figure 7. Message exchange during a handoff when MH is a multicast receiver.
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Figure 8. After the handoff of MH from BS 2 to 8 when MH is a multicast receiver.
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Figure 9. Message exchange during a handoff when MH is a multicast sender.
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Figure 11. This graph shows the handoff latency of our scheme for wireless networks of different bandwidth and link delay
parameters. (BW = bandwidth)
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Figure 12. This graph shows the effect of the beacon period on the throughput of a FTP transfer over a wireless link of 2
Mbps bandwidth and link delay of 4 ms.
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Figure 13. This graph shows the mazimum number of lost packets due to a handoff if the BS does not have the required

number of buffers for the different rendezvous time, when MH is a multicast receiver.
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Figure 14. This graph shows the packet inter-arrival time at MH before, during and after a handoff when MH is a multicast

receiver, with and without buffer.
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Figure 15. This graph shows the packet inter-arrival time at a multicast receiver (node B) before, during and after a handoff
when MH is a multicast sender, and the ’last received packet’ information from the old BS arrives at the MH before the

next transmission from MH to the multicast group is due.
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Figure 16. This graphs shows the packet arrival at a multicast group receiver (node B) when MH is a multicast source. The

last received packet information from the old BS arrives at the MH before the next transmission from MH to the multicast

group s due.
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Figure 17. This graphs shows the packet arrival at a multicast group receiver (node B) when MH is a multicast source. The
last received packet information from the old BS arrives at the MH after the next transmission from MH to the multicast

group s due.



