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Mobility-Aware Coded Storage and Delivery
Emre Ozfatura and Deniz Gündüz

Abstract—We consider a cache-enabled heterogeneous cellular
network, where mobile users (MUs) connect to multiple cache-
enabled small-cell base stations (SBSs) during a video down-
loading session. SBSs can deliver these requests using their local
cache contents as well as by downloading them from a macro-
cell base station (MBS), which has access to the file library. We
introduce a novel mobility-aware content storage and delivery
scheme, which jointly exploits coded storage at the SBSs and
coded delivery from the MBS to reduce the backhaul load
from the MBS to the SBSs. We show that the proposed scheme
provides a significant reduction both in the backhaul load when
the cache capacity is sufficiently large, and in the number of
sub-files required. Overall, for practical scenarios, in which the
number of sub-files that can be created is limited either by
the size of the files, or by the protocol overhead, the proposed
coded caching and delivery scheme decidedly outperforms state-
of-the-art alternatives. Finally, we show that the benefits of the
proposed scheme also extends to scenarios with non-uniform file
popularities and arbitrary mobility patterns.

Index Terms—Coded caching, coded storage, heterogeneous
cellular networks, MDS codes, mobility.

I. INTRODUCTION

D
ue to the popularity of on-demand video streaming

services, such as YouTube and Netflix, video content

dominates the Internet traffic. A promising solution to mitigate

the excessive video traffic and to reduce the latency in video

streaming is to store popular contents at the network edge.

There are two prominent caching approaches to reduce the

backhaul load in cellular networks; namely, coded storage and

coded delivery. Coded storage is designed to provide a certain

flexibility to users by receiving a file from multiple access

points without worrying about overlapping bits. Maximum

distance separable (MDS) or fountain codes can be used for

this purpose, for example, in multi-access downlink scenarios,

e.g., a static user downloading content from multiple small-cell

base stations (SBSs) [1]–[4], mobile users (MUs) connecting

to different SBSs sequentially to download content [5]–[9], or

MUs utilizing device-to-device (D2D) communication oppor-

tunities [10]–[15]. Coded delivery, on the other hand, utilizes

caches at MUs to serve multiple demands simultaneously, and

reduce the amount of data that must be transmitted [16]–

[30]. Coded delivery schemes consist of two phases. In the

placement phase, files are divided into sub-files, and each

user stores a certain subset of the sub-files. In the delivery

phase, the server carefully constructs multicast messages as
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XORed combinations of requested sub-files. This multicast

gain increases with the number of users; that is, the higher the

number of users the lower the per-user delivery rate. However,

the number of sub-files has to increase exponentially with the

number of users to achieve the promised caching gain.

To remedy this limitation designs with low subpacketizaton

levels have been sought for. In [31], the authors show that a

particular family of bipartite graphs, namely Ruzsa-Szemerédi

graphs, can be used to construct a coded caching scheme, in

which the number of sub-files scales linearly with the number

of users,  , when  is sufficiently large. However, large  

requirement limits the practical applicability of this design.

Alternatively, linear block codes are used in [32] to reduce

the number of sub-files dramatically with a small increase in

the delivery rate for any  . Placement delivery arrays (PDAs),

whose columns and rows represent the users and sub-files,

respectively, are introduced in [33], which seek a trade-off

between the delivery rate and the number of sub-files. Different

PDA designs, using bipartite graphs [34], hypergraph approach

[35], and user grouping strategy [36] have been introduced.

A. Our contributions

We consider a hierarchical network, in which MUs connect

to cache-enabled SBSs to receive their requests. While a MU

connects to a single SBS at any time, it may connect to

multiple SBSs over the course of downloading its request.

SBSs are connected to a macro-cell base station (MBS)

through a shared backhaul link. We introduce a novel coded

storage and delivery scheme, and show that the mobility of

the users can be utilized to reduce the number of required

sub-files. The proposed scheme divides the SBSs into smaller

groups according to the mobility patterns of the MUs, and

divides each file into equal-length fragments accordingly, so

that MUs collect required fragments from different SBSs, and

an independent coded delivery scheme is applied to each group

of SBSs. Fragments are encoded by MDS-codes to guarantee

that the MUs do not collect the same fragment more than once.

We introduce an efficient grouping strategy for the SBSs via

utilizing the analogous frequency reuse pattern problem [37].

Our contributions in this paper can be summarized as follows:

• We introduce a two-level coded storage and delivery

scheme, and show that for a given MU mobility scenario,

optimal solution for the proposed strategy can be analyzed

as a cell coloring problem. We further provide the optimal

coloring scheme that minimizes the delivery rate.

• We show that the proposed mobility-aware scheme

can work as an add-on solution to improve the

subpacketization-delivery rate trade-off, and can be com-

bined with existing coded delivery designs with reduced

subpacketization. We also show that even its implemen-

tation combined with the conventional coded delivery



2

(a) The single-access model. (b) The multi-access model with uniform access pattern.

Fig. 1: Illustration of the static user access models studied in [16] and [24], respectively.

scheme outperforms the state-of-the-art schemes specifi-

cally designed for reduced subpacketization.

• Finally, we show that the benefits of the proposed scheme

extends also to non-uniform popularity distributions as

well as to more general mobility scenarios.

B. Related Work

A closely related hierarchical network is considered in [24],

in which a MBS serves multiple cache-equipped SBSs through

a shared link, while each user is connected to ! SBSs. It is

shown that a lower delivery rate compared to [16] is achievable

(see Fig. 1 for the models in [16] and [24]). Although it

is not highlighted explicitly in [24], existence of a multi-

access pattern reduces the number of required sub-files as

well. The hierarchical network structure studied here also has

similarities with combination networks, in which the MBS is

connected to
(:
A

)
users through : relays. Coded delivery for

combination networks is studied in [38] with caches at the

users. The analysis is later extended to caches at the relay

nodes [39], coded storage at the end-users [40], PDA design

for reduced subpacketization [41], and combination networks

with interference [42]. Although two-level code designs have

been studied for combination networks, typically for symmet-

ric connection patterns, such designs cannot be applied to the

scenario with mobility studied here, since, unlike combination

networks, where user-relay connections are known in advance,

MU-SBS connections exhibit a time-varying behaviour, which

is the main challenge addressed here.

Notations. Throughout the paper, for positive integer # ,

the set {1, . . . , #} is denoted by [#]. We use
⊕

to denote

the bit-wise XOR operation, while
( 9
8

)
represents the binomial

coefficient corresponding to the number of 8-element subsets

of a set with 9 elements. Finally, ⌈·⌉ and ⌊·⌋ represents ceil

and floor operations, respectively.

II. SYSTEM MODEL

A. Network model

We consider a cellular network architecture that consists

of one MBS and  SBSs, (�(1, . . . , (�( . The MBS has

access to a content library of # files, ,1, . . . ,,# , each of

size � bits. Each SBS is equipped with a cache memory of

"� bits. The SBSs are connected to the MBS through a shared

wireless backhaul link. We assume that there are & MUs in

the system, *1, . . . ,*&, which follow the single-access model

with mobility; that is, each MU is connected to exactly one

SBS at a particular time instant; however, due to mobility,

it connects to multiple SBSs over time. We consider equal-

length time slots, whose duration corresponds to the minimum

time duration a MU remains connected to the same SBS. We

also assume that each SBS is capable of transmitting � bits

to a MU within one time slot. Hence, a file of size � bits

can be downloaded in ) =
�
�

slots. We define the mobility

path of a single MU as the sequence of small-cells visited

during these ) time slots. For instance, ) = 3, ((�(2, (�(3,

(�(4) is one such mobility path. The joint mobility pattern

of the MUs is denoted by +) ∈ V, a & × ) random matrix

whose 8th row corresponds to the mobility path of the 8th

MU, while V denotes the set of all possible joint mobility

patterns. The probability of a joint mobility pattern, %(+) ),
can be obtained from real data traces or by using a discrete

time Markov process to model MU mobility behaviour.

The placement phase, during which the caches of the

SBSs are filled, takes place before the demand vector d

and joint mobility pattern +) are known. Once the demands

are revealed, where 38 ∈ [#] denotes the demand of *8 ,

8 ∈ [&], users are served by the SBSs they are connected

to over the following ) time slots. For a demand vector

3 , [31, . . . , 3&], the required delivery rate over the backhaul

link, '(", #,  , d, +) ), is defined as the minimum number of

bits that must be transmitted over the backhaul link during )

time slots, normalized by the file size. The average delivery

rate is given by

'̄(", #,  ) = Ed,+) ['(", #,  , d, +) )] , (1)

where the expectation is over both the demand and mobility

distributions.

We remark that it is difficult to provide a closed form

expression for '̄(", #,  ) in general, hence, to establish a

clear connection between the previously introduced schemes

in [24] and [16], and to provide a fair comparison with the

schemes proposed in [16] and [32], we will introduce our

scheme under the following simplifying assumptions. First, we

assume that all the files in the library are requested by the MUs

with the same probability, i.e., ,= is requested by a MU with
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probability 1/# , = ∈ [#]. Under this assumption, if # >> &

which is the case in realistic scenarios, it is safe to assume

that all the MUs request a different content. For instance, when

& = 30 and # = 10000 the probability of each MU requesting

a different file is 0.975. This assumption has been widely

accepted in the coded caching literature as it also represents

the worst case scenario. Under this assumption, the average

delivery rate becomes independent of d, hence we can remove

the first expectation in (1). Second, we initially limit our

attention to the high mobility scenario, which assumes exactly

one MU in each cell at each time slot, i.e., & =  , and MUs

do not revisit the same cell within the same download session

of ) time slots. Under this assumption, as we later show, a

coded caching scheme that achieves the same delivery rate

for each possible joint mobility pattern +) can be designed.

Therefore, we can remove the second expectation in (1) as

well, and obtain a tractable closed form expression for the

average delivery rate. We remark that, even though the high

mobility assumption is restrictive, once the coded caching

scheme is designed, it can be used for any mobility scenario.

Indeed, later in Section IV we will consider a general mobility

scenario, modeled as a discrete time Markov process with

& >  MUs and non-uniform demands.

To better motivate and explain our model and results, we

will first explain the previously studied access models in

the literature, and then provide a detailed explanation of the

considered single-access model with mobility.

B. User access models

1) Static single-access model: In this model, each MU

connects to exactly one SBS, as illustrated in Fig. 1a. This

corresponds to the shared link problem introduced in [16].

The caching and coded delivery method introduced in [16]

works as follows. For C , " 
#

∈ Z, in the placement phase,

all the files are cached at level C; that is, ,=, = ∈ [#], is

divided into
( 
C

)
non-overlapping sub-files of equal size, and

each sub-file is cached by a distinct subset of C SBSs. Then,

each sub-file can be identified by a subset I, where I ⊆ [ ]
and |I | = C, such that sub-file ,=,I is cached by (�(: , : ∈ I.

In the delivery phase, for each subset S ⊆ [ ], |S| = C +1, all

the requests of the SBSs in S can be served simultaneously

by the MBS via multicasting
⊕

B∈S,3B ,S\{B}.
Thus, with a single multicast message the MBS can deliver

C + 1 sub-files, and achieve a multicasting gain of C + 1. The

achievable delivery rate is '(", #,  ) =  −C
C+1

. We emphasize

that the promised coded caching gain is obtained by dividing

each file into
( 
C

)
sub-files, which grows exponentially with

 . This limits the potential gain in practice for finite-size files.

The delivery rate for non-integer C values can be obtained

as a linear combination of the delivery rates of the two nearest

" values for which the corresponding C values are integers.

This is achieved by memory-sharing between the caching and

delivery schemes for those two " values. In the rest of the

paper we will consider integer C values unless otherwise stated.

2) Static multi-access model: In this model, each user

connects to multiple SBSs. A particular case of this problem

Algorithm 1: Delivery phase of [24]

1 for ; = 1 : ! do

2 for ;́ = 0 : ! − 1 do

3 for S ∈ {: : : mod ! = ; } , |S | = C do

4

⊕
B∈S,

;
3(B−;́) mod  

,S\{B}
5 end

6 end

7 end

is studied in [24], where each user connects to ! SBSs

following a certain cyclic pattern, where *: connects to

(�(: , . . . , (�(:+!−1 mod  , : ∈ [ ]. The case of ! = 2

is illustrated in Figure 1b. In [24], the authors divide the

SBSs into ! groups, where the ;th group consists of G; ,
{(�(: : : mod ! = ;}. In the placement phase each file is

divided into ! equal-size disjoint fragments, i.e., , ;
= is the

;th fragment of file ,=. For each ; ∈ [!], all the fragments

in W;
,

{
, ;

1
, . . . ,, ;

#

}
are cached by the SBSs in G; . For

the placement of a particular group G; , we use the same

caching scheme as in the static single-access model with

 ̂ =  /! SBSs, each with a normalized cache size1 of

"̂ = "!. Therefore, each fragment of each file is cached

at level C ,  ̂ "̂
#

= " /# , i.e., sub-file , ;
=,I , where

I ⊆ {: : : mod ! = ;} and |I | = C, is cached by (�(: ,

: ∈ I. Similarly, the coded delivery phase, presented in

Algorithm 1, is executed for each G; , ; ∈ [!], separately. The

delivery rate is found as '(", #,  ) =
 −!C
C+1

. We note that

the delivery rate decreases with !, the number of SBSs each

MU connects to. Moreover, the number of sub-files is !
( /!
C

)
,

which provides a significant reduction in subpacketization.

C. Problem definition

Our aim in this section is to minimize the normalized deliv-

ery rate over the backhaul link under the single-access model

with high mobility assumption for MUs. We also want to

reduce the number of sub-files for a practical caching strategy.

The single-access model with mobility can be treated similarly

to the static single-access model: each file is divided into )

disjoint fragments, each of which is considered as a separate

file, so that the size of the library and the caches are scaled to

#) and ") , respectively. The placement and delivery phases

are as in [16], according to caching level C =  ")
#)

=  "/# ,

and the delivery rate is '(", #,  ) =
 −C
C+1

, with )
( 
C

)
sub-

files. Below we will present an alternative caching and delivery

scheme that will reduce the number of required sub-files

considerably.

The approach in [24] is not applicable when users do not

follow uniform access patterns. MDS-coded caching can be

employed when the users are mobile, or access the SBSs

with non-uniform patterns [5], [6], [43]. The key advantage

of MDS-coded caching at the SBSs is to reduce the amount

of data that need to be cached at each SBS for each file.

Consider the simple example with  = 4 SBSs, where a

MU connects to any 3 of them. Each file is divided into 3

1The cache capacity is normalized here with respect to the size of a
fragment, which is 1/! of the original file.
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Fig. 2: Linear topology: moving along a line.

fragments, which are encoded into 4 fragments with a (4,3)

MDS code. Each SBS caches a different fragment so that a

MU that connects to any three SBSs can recover the file. In

this example, each SBS needs to cache only one fragment

for each file, equivalently, 1/3 of the original file. Under the

high mobility assumption with ) = �/�, it is sufficient to

store only 1/) of each file at each SBS. Hence, if " ≥ #/) ,

via MDS coded storage, the normalized delivery rate over the

backhaul link can be reduced to zero, which means that all the

MU requests can be delivered locally. The main drawback of

MDS coded storage is that, coded delivery techniques cannot

be applied directly to MDS coded files since the multicasting

gain of coded delivery stems from the overlaps among cached

sub-files at different SBSs. Hybrid designs which leverage

both coded delivery and coded caching techniques have been

previously studied for different network setups [39], [43], [44].

III. SOLUTION APPROACH

In this section, we introduce a new hybrid design, which

utilizes both MDS-coded caching and coded delivery to satisfy

the demands of MUs under the single-access model with

mobility, and analyze its performance under the high mobility

assumption. For the sake of exposition, we first consider a

special class of mobility patterns, for which the coded delivery

technique in [24] can be applied directly.

A. Special case: Linear topology

Consider a linear mobility scenario, in which a MU’s

mobility path is determined by its direction and the first SBS

it connects to (see Fig. 2). This can model, for example, MUs

on a train connecting to SBSs located by the rail tracks in a

known order.

Although a MU is connected only to the nearest SBS at

any time instant, the coded delivery technique introduced in

[24] for the static multi-access model can be applied in this

special case. For given file size � and SBS transmission rate

� bits per time slot, each file is divided into ) = �/� equal-

size disjoint fragments, i.e., ,= , (,=,1, . . . ,,=,) ), = ∈ [#].
Similarly, the set of all SBSs are also divided into ) disjoint

groups, denoted by G1, . . . ,G) , where SBSs in each group

cache only one fragment of each file, using the placement

scheme in [16]; that is, fragments ,=,; , = ∈ [#], are cached

across SBSs in group G; .
For a MU to be able to recover its request, the SBSs should

be grouped such that any mobility path visits exactly one SBS

from each group. Grouping of the SBSs can be considered

as a coloring problem, where the SBSs are colored using )

different colors such that any adjacent ) of them have different

colors. An example for ) = 2 is illustrated in Fig. 2, where any

Cell coloring
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Fig. 3: File fragmentation and associated cell coloring.

two neighboring SBSs have different colors. Delivery phase

is executed at each time slot separately for each group of

SBSs {G;}, ; ∈ [)]. Hence, for the special case of linear

topology, the achievable delivery rate over the backhaul link is

'(", #,  ) =  −C)
1+C with )

( /)
C

)
sub-files, where C =  "/# ,

and integer valued as before.

B. General Case: Two dimensional (2D) topologies

In this subsection, we consider a more general model in

which the MUs move on a 2D grid, and each SBS covers a

disjoint, equal-size area with hexagonal shape as illustrated in

Fig. 3. As opposed to the linear model, it may not be possible

to group all the SBSs using only ) colors in the 2D model

while ensuring that in any path of length ) a MU connects to

exactly one SBS from each group.

For given path length ) , we will say that the SBSs are !-

colorable, if there is a coloring of the SBSs with ! colors such

that any mobility path of length ) consists of ) SBSs with

different colors. Note that we must have ! ≥ ) . The following

theorem states the achievable delivery rate over the backhaul

link for an !-colorable network.

Theorem 1. For given #, ",  ,) , and C ,  ")
#!

, if the

network is !-colorable, then the following delivery rate over

the backhaul link is achievable using ) ×
( /!
C

)
sub-files, for

integer C values:

'(", #,  ) =  − C!
1 + C . (2)

Proof. In the placement phase, each file is divided into )

disjoint equal-size fragments. These are then encoded into !

fragments using an (!,)) MDS code. Hence, any ) fragments

out of the total ! is sufficient to decode the original file.

Consequently, each group of SBSs (SBSs with the same color)

cache a different fragment using the placement scheme in [16].

The overall delivery phase consists of ) identical consecutive

delivery steps, each executed in one time slot, such that in each

step a coded fragment is delivered to each MU, and having

received ) fragments at the end of ) steps, each MU can

recover the original file. To this end, we focus on a single

delivery step. The number of SBSs in each group, labeled with

the same color, is  ̂ =  /!. If we consider the coded delivery

phase for a particular group at a particular time slot, this is

identical to the single-access model with  ̂ SBSs each with a

cache memory of size "̂ = ") files; with the corresponding

delivery rate
 ̂− ̂ "̂/#
1+ ̂ "̂/#

1

)
=
 /!−C
C+1

1

)
. Accordingly, the overall

delivery rate is found as '(", #,  ) =  −C!
1+C . �

For non-integer C values the following lemma can be used

to calculate the corresponding achievable delivery rate.
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Reuse pattern

Cluster

Fig. 4: Frequency reuse pattern with i=2, j=1 and the corre-

sponding cluster.

Lemma 1. If C =  ")
#!

is not an integer, then the following

rate is achievable by memory sharing

'(", #,  ) =
(
W

 
!
− ⌊C⌋

⌊C⌋ + 1
+ (1 − W)

 
!
− ⌈C⌉

⌈C⌉ + 1

)
!, (3)

where W , ⌈C⌉ − C.

A simple example for ) = 2 is illustrated in Fig. 3. As one

can observe, three colors are sufficient to group the SBSs to

ensure that in any mobility path of length two a MU always

connects to two SBSs with different colors. Hence, in the

placement phase of the given example, each file is initially

divided into two fragments and these fragments are then

encoded using (3,2) MDS code to obtain 3 coded fragments

labeled with colors green, red, and blue. All the SBSs in the

same group cache the fragments that have been assigned the

same color. Then, at each time slot, the coded delivery phase

is executed for each group of SBSs independently.

Remark 1. In the single-access model with mobility, we

can see from (2) that the rate increases with the number of

colors. Hence, the goal is to identify the minimum ! such

that the network is !-colorable. In the next section, we study

the optimal coloring strategy and the corresponding backhaul

delivery rate.

C. Cell coloring

For a given mobility path of length ) , our objective is to

color the cells with the minimum number of colors while

ensuring that each color is encountered at most once in any

mobility path. For given cell structure and mobility length ) ,

the cell coloring problem can be modeled as a vertex coloring

problem in a graph. Consider  SBSs with disjoint cells. We

can consider each cell as a vertex of a graph �, and add an

edge between vertices : and 9 if there is a mobility path of

length ) that contains both cell : and cell 9 . Once the graph �

is constructed, its chromatic number W(�) gives the minimum

! such that the network is !-colorable. However, this is an

NP-hard problem [45]. Hence, finding the minimum ! in a

large network may not be feasible. Instead, we focus on the

scaling behavior of !, i.e., for a given mobility path length ) ,

how ! scales as  goes to infinity.

We limit our focus on hexagonal cells first. This prob-

lem is analogous to the well-known frequency reuse pattern

problem in cellular networks [37], where the same frequency

(a) Clusters for ) = 2, ) = 4 and ) = 6 are illustrated with
yellow, yellow and red, and all three colors, respectively.

(b) Clusters for ) = 3, ) = 5 and ) = 7 are illustrated with
yellow, yellow and red, and all three colors, respectively.

Fig. 5: Examples of clusters for increasing ) for hexagonel

cells.

is allocated to multiple cells to efficiently use the limited

spectrum while minimizing interference. Note that, frequency

reuse patterns in the coded delivery framework has also been

studied in [18] for limiting the interference in device-to-device

communication. Cells serving in the same frequency are called

co-channel cells. Co-channel cells are determined according

to a constraint specified on the distance between the center

of two co-channel cells. In [37], a frequency reuse pattern

(or, equivalently, a co-channel cell pattern) is defined via the

integer-valued shift parameters 8 and 9 : starting from a cell,

“move 8 cells along any chain of hexagons; turn counter-

clockwise 60 degrees; move 9 cells along the chain that lies

on this new heading". An example with 8 = 2 and 9 = 1 is

illustrated in Fig. 4. When co-channel cells are identified with

the same color, the pattern of cells with different colors, which

is repeated across the whole network, is called a cluster. An

example of a cluster is illustrated in Fig. 4. It is shown that,

using a reuse pattern with shift parameters 8 and 9 the two

nearest co-channels are separated with a distance � =

√
3�

(scaled with the cell diameter), where � = 82 + 92 + 8 9 is the

cluster size, which gives the total number of frequencies used.

We remark that when the nearest co-channel cells are

separated with a distance � =

√
3� according to the reuse

pattern with shift parameters 8 and 9 , a MU in a particular

cell should visit at least 8 + 9 (including the current cell) cells

to reach the nearest co-channel cell, and by definition no two

of these cells can be co-channel cells. Therefore, the frequency

reuse pattern problem is analogous to our problem, where the

length of the mobility path ) is equivalent to 8 + 9 , and the

cluster size � is equivalent to the number of colors !. In our

problem, we want to minimize the number of colors ! = )2−8 9
for a given mobility length ) = 8 + 9 . Hence, we use the reuse

pattern (8, 9), with 8 =
⌈
)
2

⌉
and 9 =

⌊
)
2

⌋
to minimize the

number of colors !. Examples of clusters with increasing )

are shown in Fig. 5.

Remark 2. When the reuse pattern (8, 9), with 8 =
⌈
)
2

⌉
and 9 =
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(a) Clusters for ) = 2, ) = 4 and ) = 6 are illustrated with
yellow, yellow and red, and all three colors, respectively.

(b) Clusters for ) = 3, ) = 5 and ) = 7 are illustrated with
yellow, yellow and red, and all three colors, respectively.

Fig. 6: Examples of clusters for increasing ) for square cells.

⌊
)
2

⌋
is used, it is possible to reach a cell from any other cell

in ) steps in the corresponding cluster; that is, each cluster

corresponds to a complete graph.

Theorem 2. For a network of SBSs with hexagonal cells and

mobility path length ) , the minimum ! such that the network

is !-colorable is given by

!<8= =

{
3=2, if ) = 2=,

3=2 + 3= + 1, if ) = 2= + 1,
(4)

for some positive integer =.

Proof. It is clear that !<8= is achievable using the explained

reuse pattern. Since the cluster corresponds to a complete

graph, its chromatic number is equal to the cluster size !<8=,

which implies that it is not possible to color the network with

less than !<8= colors. �

This can be extended to other topologies. For instance, if we

consider a square grid, the given reuse pattern can be modified

by simply using 90-degree turns instead of 60.

Corollary 1. For a network of SBSs with square cells and

mobility paths of length ) , the minimum ! such that the

network is !-colorable is given by

!<8= =

{
2=2, if ) = 2=,

2=2 + 2= + 1, if ) = 2= + 1,
(5)

for some positive integer =.

Scaling behavior of clusters in a square cell topology is

illustrated in Fig. 6. We remark that the cluster size increases

with the number of neighboring cells. For instance, for a

mobility path of length ) = 4, the cluster size is ! = 12 for

hexagonal cells whereas it is ! = 8 for square cells. Recall

that the delivery rate of the mobility-aware coded delivery

scheme increases with !. Hence, the mobility-aware scheme

performs better when there are fewer cells a MU can move

into at each step, or equivalently, when the mobility pattern

has less uncertainty.

IV. NUMERICAL RESULTS

We consider two network topologies with  = 24 and

 = 48 SBSs of hexagonal shapes, respectively. We consider

a mobility path of length ) = 2 and assume, until Section

IV.B, that MUs do not visit the same cell twice within )

time slots. Hence, the cells are colored according to the

reuse pattern (8 = 1, 9 = 1) with a total of ! = 3 colors

as in Fig. 3. We compare the performance of our mobility-

aware coded delivery scheme with the Maddah-Ali-Niesen

(MAN) scheme of [16], in terms of two metrics: the number

of required sub-files and the normalized backhaul delivery

rate. For each topology, we analyze the performance of these

schemes for two different storage capacities of "/# = 1/4
and "/# = 1/8, respectively. The numerical results are

presented in Table I.

For  = 24 we observe that our mobility-aware coded

delivery scheme reduces the number of sub-files dramatically.

For "/# = 1/8 the proposed scheme results in 12.5%

increase in the delivery rate, while reducing the number of

sub-files by approximately 1/72. The more interesting results

are observed with a larger cache size, i.e., "/# = 1/4. In

this case, the proposed scheme outperforms the original coded

delivery scheme in both performance metrics. At first glance

this might be counterintuitive since there is a trade-off between

the delivery rate and the number of sub-files [32]. However,

the mobility-aware approach not only utilizes the multicasting

gain, but also the multi-access gain. When "/# = 1/4, the

number of required sub-files goes from 269000 down to 140

with the proposed scheme.

Next, we consider  = 48 SBSs. When "/# = 1/8 our

scheme results in a 20% increase in the delivery rate, while

reducing the number of sub-files by approximately four orders

of magnitude. Hence, thanks to the proposed approach, coded

delivery with caching can be implemented in practice with

only 20% increase in the delay.

One can argue that the number of sub-files can also be

reduced by simply clustering the SBSs to obtain two sub-

networks with  /2 SBSs, and applying the coded deliv-

ery scheme to each sub-network independently. Indeed, the

clustering approach could reduce the number of sub-files

significantly; however, it leads to a further increase in the

backhaul delivery rate. The results with the clustering ap-

proach, assuming two clusters, each consisting of  /2 = 24

SBSs, are included in Table I. When there are two clusters, the

corresponding delivery rate is simply the sum of their delivery

rates. Hence, the coded delivery scheme with two clusters uses

the same number of sub-files as the coded delivery scheme

for  = 24 SBSs, but twice the delivery rate. One can

easily observe that for both "/# = 1/8 and "/# = 1/4
our mobility-aware coded delivery scheme outperforms the

coded delivery scheme with two clusters in terms of both

performance metrics. We also observe that the mobility-aware

coded delivery approach becomes more efficient compared to

the other two schemes, particularly for large storage capacity.
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"/# Coded delivery method and network scenario
Number of

sub-files
Normalized delivery

Rate

1

8

MAN [16], for  = 24 4048 5.25
Mobility-aware coded delivery for  = 24 56 6

1

4

MAN [16], for  = 24 2.69 × 10
5 2.57

Mobility-aware coded delivery for  = 24 140 2.4

1

8

MAN [16], for  = 48 2.45 × 10
7 6

Coded delivery for  = 48 with clustering 4048 10.5
Mobility-aware coded delivery for  = 48 3640 7.2

1

4

MAN [16], for  = 48 1.39 × 10
11 2.77

Coded delivery for  = 48 with clustering 2.69 × 10
5 5.14

Mobility-aware coded delivery for  = 48 2.57 × 10
4 2.66

TABLE I: Comparison of the proposed mobility-aware delivery scheme with the MAN scheme [16] and the coded delivery

scheme with clustering.

Coded delivery method Number of sub-files
Normalized
delivery rate

MAN [16] 2.8 × 10
12 3.69

Mobility-aware coded
delivery

251940 4

Coded delivery using
(12,8) block code [32]

2.34 × 10
6 5.33

Coded delivery with two
clusters

1.18 × 10
6 6.85

TABLE II: Comparison of the proposed scheme with the MAN

scheme [16], the delivery scheme with clustering, and the

coded delivery scheme of [32] that uses block code designs.

To highlight this, for ) = 2, consider the extreme point

"/# = 1/2. In this case the backhaul delivery rate is 0, while

the number of sub-files is only 2.

We remark that a more sophisticated scheme, such as the

one utilizing the erasure code design in [32], can be also

applied to seek a balance between the number of sub-files

and the delivery rate. To this end, we consider the scenario

in Example 9 in [32], where there are  = 60 SBSs with

hexagonal shapes and set "/# = 1/5 and ) = 2. In this

setup, the original coded delivery scheme achieves a slightly

lower delivery rate compared to the mobility-aware scheme

with approximately 10
7 times more sub-files. To illustrate

the efficiency of the mobility-aware scheme we can limit

the number of subfiles to be less than 10
7 in a practical

implementation, and then compare the achievable delivery

rates. Performances of the clustering method and the block

code design in [32] under this subpacketization constraint are

shown in Table II. One can observe that the proposed mobility-

aware caching scheme outperforms both schemes.

A. Non-uniform file popularity

When the popularity of the files in the database is not

uniform, performance of coded delivery schemes can be fur-

ther improved by allocating more cache memory to popular

files. In the case of non-uniform popularity, the objective is

to minimize the expected delivery rate for a given popular-

ity distribution. In the literature, several schemes have been

introduced for the non-uniform demand problem [21]–[27].

A simple yet efficient scheme, proposed in [21], groups files

according to their popularities. One particular implementation

of this scheme is the file removal strategy, in which the

whole library is divided into two groups, namely popular

and unpopular files, and only the files in the first group

are cached with equal cache allocation. Caching fewer more

popular files decreases the delivery rate for these files, but

increases the likelihood of requesting an uncached file. Hence,

the optimal strategy decides the number of files to be cached.

Let Π( , ", #, #2) denote the cache placement policy,

where #2 ≤ # denotes the number of cached files. Under

a cache placement policy Π, the required delivery rate for a

given demand vector d can be written as the sum of two rate

functions corresponding to cached and uncached files:

'C>C0; (Π, d) = '2 (", #2 ,  , d) + 'D (# − #2 , d). (6)

The delivery rate corresponding to uncached files, 'D , is

simply equal to the number of requests for unchached files,

while the delivery rate corresponding to cached files can be

written as,

'2 (", #2 ,  , d) = '(", #2 ,  ) (7)

−
)∑
g=1

!∑
;=1

©«
W

(# (;,g)
D (d)
⌊C ⌋+1

)
(  ̂
⌊C ⌋

) + (1 − W)
(# (;,g)
D (d)
⌈C ⌉+1

)
(  ̂
⌈C ⌉

) ª®¬
1

)
, (8)

where #
(;,g)
D denotes the number of uncached requests at time

slot g in cluster ;, and C ,  ")
#2!

. Let P = [?1, . . . , ?# ] denote

the popularity vector, where ?= is the probability of file ,=
being requested. We assume, without loss of generality, that

?1 ≥ ?2 ≥ · · · ≥ ?# , and we define ?2 (#, #2) ,
∑#2
==1

?= to

denote the probability of requesting a cached file. Then, the

expected total delivery rate, over the demand distribution, can

be formulated as

Ed ['C>C0; (Π, d)] = '(", #2 ,  ) + Ed

[
)∑
g=1

!∑
;=1

#
(;,g)
D (d)

]
1

)︸                          ︷︷                          ︸
 (1−?2 (# ,#2))

− Ed


)∑
g=1

!∑
;=1

©«
W

(# (;,g)
D (d)
⌊C ⌋+1

)
(  ̂
⌊C ⌋

) + (1 − W)
(# (;,g)
D (d)
⌈C ⌉+1

)
(  ̂
⌈C ⌉

) ª®¬


1

)
(9)

≤ '(", #2 ,  ) +  (1 − ?2 (#, #2)). (10)

For given parameters  , " , # , !, ) and P, our goal is to

find an optimal cache placement policy Π
★ that minimizes
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Fig. 7: Comparison between uniform and popularity-aware

caching schemes.

(9). In general, the second term in (9) is negligible2 compared

to the rest; besides, it has no closed form expression, which

makes it difficult to find the optimal policy Π
★. Hence, for

the popularity-aware cache placement strategy, we minimize

the upper bound in (10) instead of (9). We can minimize

(10) by searching over all possible values of #2 , with a

computational complexity of O(#).

To analyze the performance of the popularity and mobility-

aware caching scheme, we consider the following setup with

" = 150, # = 1200, ) = 2, and ! = 3. We assume that

the popularity of the files follows a Zipf distribution with

parameter U, which is the skewness of the distribution. We

consider two scenarios with  = 24 and  = 48, and for each

scenario we consider four different U values {0.8, 0.9, 1, 1.1}.
The expected delivery rate for the uniform cache placement

and popularity-aware cache placement schemes are compared

in Fig. 7. For  = 24, we observe up to 50% reduction

in the expected delivery rate by employing mobility-aware

scheme together with popularity-aware placement compared to

the mobility-aware scheme with uniform cache placement. We

also observe that the impact of popularity-aware placement on

the delivery rate is less visible when  = 48. We can conclude

that popularity-aware placement has more significant impact

for small  values, i.e., when C is small.

2The ratio between the first two term scales as ( /#D)C+1, thus when
C ≥ 2 the first term dominates the second term unless  /#D < 2, but when
 /#D < 2, then 'D becomes the dominant factor.

B. Multi-user scenario with general mobility

We have so far focused on the restrictive assumptions on the

mobility and assumed that there is exactly one MU connecting

to each SBS, and each MU visits a SBS with a particular

color at most once. Now we will explain how the proposed

mobility-aware scheme can be applied without any restrictions

on mobility.

When we allow arbitrary mobility patterns, many users can

end up in the same cell within the same time slot. However, in

practice, SBSs, particularly those with small coverage areas,

can serve only a limited number of MUs. We denote by &B
the maximum number of MUs that can be served by a SBS

in a time slot. We denote by _ the MU density, defined as

the ratio between the average number of MUs connecting to a

SBS and the service capacity &B . A higher _ means a busier

network. At each time slot SBSs choose &B requests to serve

and offload the remaining requests to MBS.

To account for users that may remain static, we employ

a (! + ),)) MDS code instead of an (!,)) MDS code for

encoding fragments. The additional ) encoded fragments are

cached by the MBS. Hence, when a user remains connected

to the same SBS, the SBS fetches from MBS this ) additional

coded fragments to serve the request. As in Section IV-A, we

divide the MU requests into two: requests for the cached files

and uncached files, respectively. Uncached file requests are

observed either because the current cell is previously visited

by the same MU, or requested file is not cached due to file

removal strategy to allocate more cache size to popular files.

Content delivery from the MBS to the SBSs is executed in

two steps; first, requests for missing fragments of cached files

are sent to the SBSs using coded delivery, then the remaining

requests for the uncached files are fetched from the MBS via

unicast transmission and served to the MUs. Since the service

capacity of SBSs is limited by &B users, when there are more

than &B requests, SBSs prioritize the requests for the cached

files in order to reduce the delivery rate.

We will use a Markov model for mobility. Markov models

have been shown to accurately represent real mobility traces,

particularly for vehicular networks [46], [47]. In particular,

we model MUs’ mobility pattern with a discrete time Markov

process, whose state is the current cell location. To analyze

the impact of static MUs on the performance of the mobility-

aware scheme, we assume that, at each time slot each MU

stays connected to the current SBS with probability %0, or

move to one of the neighboring cells with equal probability.

For the simulations, we consider a 6×8 square grid topology

with  = 48 SBSs, set &B = 20 and ) = 4. As in the

previous simulations, we set " = 150, # = 1200, and consider

both uniform popularity and Zipf distribution with parameter

U = 0.8. For each case we consider both %0 = 0.2 and

%0 = 0.1, modeling different mobility patterns. Therefore, we

analyze 4 different scenarios in total, and for each scenario we

further study two sub-scenarios by considering different MU

densities _ = 1.25 and _ = 1.75.
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Fig. 8: Comparison of the MAN, uncoded caching and

mobility-aware caching schemes with %0 = 0.2 and uniform

content popularity.

We compare the MAN, uncoded caching3 and the proposed

mobility-aware caching schemes in terms of the expected total

delivery rate '̄C>C0; . We note that under a general mobility

pattern, there might be less than &B MUs in certain cells, or

the number of requests for cached files might be less than

&B . Nevertheless, to compute the coded delivery rate, we

assume that there are &B requests for the cached files at each

cell, so that the coded delivery scheme is executed &B times

sequentially, and '� = &B × '(", #2 ,  ), where #2 ≤ # is

the number of cached files. This serves as an upper-bound4

on the coded delivery rate. The results (averaged over 1000

experiments) are illustrated in Figs. 8-11.

We observe from Fig. 8 that when MU density is low

(_ = 1.25) the average total delivery rate of the mobility-

aware scheme is almost twice that of the MAN scheme

[16]. Although, according to the simulations, the request for

uncached files constitute only 10 percent of all the served

requests, they require almost the same delivery rate with the

requests for cached files since multicasting gain cannot be

exploited. However, when the MU density increases, since

there is flexibility in choosing the requests for the cached files,

the impact of the uncached file requests on the total delivery

rate becomes marginal. Hence, under dense MU deployment

3Plots for uncoded caching only show requests for uncached files since
requests for cached files are directly served from the SBSs, without requiring
any rate from the MBS to the SBSs.

4We use this upper-bound to simplify our analysis, but the bound is tight
when &B is sufficiently large. Indeed, in all these experiments, the difference
between the exact coded delivery rate and the upper-bound is less than 3%.
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Fig. 9: Comparison of the MAN, uncoded caching and

mobility-aware caching schemes with %0 = 0.2 and content

popularity with Zipf distribution.
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mobility-aware caching schemes with %0 = 0.1 and uniform

content popularity.
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mobility-aware scheme becomes more efficient in terms of

the expected delivery rate. We also want to highlight that the

mobility-aware scheme requires only 80 sub-files while the

MAN scheme requires almost 50 million sub-files, which is

far from being practical.

In general, coded caching is expected to outperform un-

coded caching approach, as we observe in Fig. 8. However,

interestingly, results in Fig. 9 show that when the MU density

is high and the file popularity has a skewed distribution, the

uncoded caching scheme has a lower expected delivery rate.

We observe similar performance trends in Figs. 10 and 11

as well. On the other hand, as expected, the performance of

the mobility-aware scheme improves as %0 decreases, which

basically reduces the number of static MUs in the network.

Specifically, for the mobility-aware scheme, we observe up

to 35 percent reduction in the delivery rate due to requests

for uncached contents, 'D , when %0 reduces to 0.1 from 0.2.

Finally, we also want to highlight that most of the requests for

uncached files originate at the network boundaries, since those

cells have fewer neighboring cells. Therefore, we expect the

mobility-aware scheme to perform better when MU arrivals

and departures to the network are also taken into account.

Simulation results indicate that in certain scenarios uncoded

caching may outperform coded caching schemes. In the non-

uniform demand scenario, a hybrid approach employing both

uncoded and coded caching can be designed to reduce the

delivery rate. The library can be divided into three groups

based on popularity, and uncoded caching is used for the first

group of most popular files, mobility-aware caching is used

for the files in the second group, while the files in the third

group are not cached at all. Given the MU mobility statistics

(or, data traces), MU density statistics, and the file popularity

statistics, an efficient file grouping strategy can be obtained to

reduce the average delivery rate further. We will consider this

hybrid approach in a future work.

V. CONCLUSIONS

We have introduced a novel MDS-coded storage and coded

delivery scheme that adapts its caching strategy to the mobility

patterns of the MUs. Our scheme exploits a coloring scheme

for the SBSs, inspired by frequency reuse patterns in cellular

networks, that have been extensively studied in the past for in-

terference management. The files in the library are divided into

sub-files, which are MDS-coded, and stored in the SBS caches,

allowing MUs to satisfy their demands from multiple SBSs on

their path under a high mobility assumption. We have shown

that the proposed strategy achieves a significant reduction in

the number of sub-files, which is critical in making caching

algorithms practically relevant. Moreover, when the number

of sub-files that can be created is limited, either due to the

finite file size or to limit the complexity, the proposed scheme

provides significant reduction in the backhaul load. We have

also shown that the benefits of the proposed mobility-aware

scheme extend also to non-uniform popularity distributions as

well as to more general mobility scenarios allowing arbitrary

random mobility patterns and multiple MUs being served by

each SBS simultaneously.
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Fig. 11: Comparison of the MAN, uncoded caching and

mobility-aware caching schemes with %0 = 0.1 and content
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